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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Allan G. Piersol—For application of
random process theory in acoustics and
vibration.

Michael F. Dorman—For contributions
to the understanding of speech percep-
tion.

Shira Broschat—For contributions to
scattering and biomedical acoustics.

E. Carr Everbach—For contributions
to biomedical ultrasound and education
in acoustics.
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The 141st meeting of the Acoustical Society
of America held in Chicago, Illinois

The 141st meeting of the Acoustical Society of America was held 4–8
June 2001 at the Palmer House Hilton Hotel in Chicago, Illinois. This was
the eighth time the Society has met in this city.

The meeting drew a total of 1303 registrants. There were 164 non-
members and 341 students in attendance.

Attesting to the international ties of our organization, 195 of the reg-
istrants~that is, about 15%! were from outside North America, the United
States, Canada, and Mexico, which accounted for 1022, 26, and 2, respec-
tively. There were 36 registrants from the United Kingdom, 31 from Japan,
18 from France, 11 from Korea, 10 from Germany, 6 each from China,
Denmark, and Sweden, 5 each from the Netherlands and Norway, 4 from
Italy, 3 each from Australia, Brazil, and Ireland, 2 each from Finland, Hong
Kong, India, Spain, and Turkey, and 1 each from Austria, Chile, Israel, New
Zealand, Russia, Singapore, and the Ukraine.

A total of 1026 papers organized into 110 sessions covered the areas of
interest of all 13 Technical Committees. The meeting also included six dif-
ferent meetings dealing with standards.

The local meeting committee arranged the following technical tours:
Riverbank Acoustical Laboratories, the world’s first independent laboratory
dedicated to the science of architectural acoustics; Orchestra Hall, home to
the Chicago Symphony Orchestra with a presentation from members of the
firm who were involved in the renovation of the hall, and a walking tour of
three Chicago theaters.

The tutorial lecture series was continued at the Chicago meeting. Tho-
mas D. Rossing of Northern Illinois University and Uwe J. Hansen of Indi-
ana State University presented ‘‘Demonstration Experiments: Videos and
Audios for Teaching Acoustics’’ to an audience of about 120. A team of
Chicago-area physics teachers assisted in the presentations.

Other special events included a Student Design Competition cospon-
sored by the Technical Committee on Architectural Acoustics and the Na-
tional Council of Acoustical Consultants and receptions for students in vari-
ous areas of acoustics. The Fellows Luncheon included a presentation by Dr.Emily A. Tobey of the University of Texas at Dallas on the subject of

cochlear implants.
The plenary session included the presentation of awards, announce-

ment of newly elected Fellows of the Society, recognition of the meeting
organizers, and presentation of the ASA President’s tuning fork to outgoing
President Katherine S. Harris. The President presented three Society awards
~see Figs. 1–3! and announced the election of 24 new Fellows.

The R. Bruce Lindsay Award was presented to Andrew J. Oxenham
‘‘for contributions to the measurement of peripheral auditory nonlinearity,
and to understanding its effects in normal and hearing-impaired listeners.’’
The Helmholtz–Rayleigh Interdisciplinary Silver Medal was presented to
William M. Hartmann ‘‘for research and education in psychological and
physiological acoustics, architectural acoustics, musical acoustics, and sig-
nal processing.’’ The Gold Medal was presented to Herman Medwin ‘‘for
innovative research in ocean acoustics and leadership and service to the
Society.’’

FIG. 1. Andrew J. Oxenham~l!, recipient of the R. Bruce Lindsay Award,
with ASA President Katherine Harris~r!.

FIG. 2. ASA President Katherine Harris~l! presents the Helmholtz–
Rayleigh Interdisciplinary Silver Medal to William M. Hartmann.

FIG. 3. ASA President Katherine Harris~l! with Herman Medwin, recipient
of the Gold Medal.
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Election of the following persons to Fellow grade was announced:
Paul J. Abbas, Shira L. Broschat, Søren Bech, Angelo J. Campanella, Rene
Causse, Michael F. Dorman, Stan E. Dosso, E. Carr Everbach, Brian G.
Ferguson, Michael P. Gorga, John H. Grose, Takayuki Hidaka, Paul C.
Hines, Christy K. Holland, Jun-ichi Kushibiki, Nathan C. Martin, Cynthia F.
Moss, Virginia M. Richards, Mario A. Ruggero, Christian Soize, Thomas L.
Szabo, Bernhard R. Tittmann, Emily A. Tobey, and William A. Watkins~see
Fig. 4!.

The President expressed the Society’s thanks to the Local Committee
for the excellent execution of the meeting, which clearly required meticu-
lous planning. She introduced the Chair of the Meeting, Scott D. Pfeiffer,
who acknowledged the contributions of the members of his committee in-
cluding: Paul T. Calamia and John W. Kopec, Technical Program Cochairs;
David Moyer, Audio-Visual; David Larson, Hotel/Facilities; Stephen Kiss,
Registration; Martha Larson, Signs; Edward Dugger, Dawn Schuette, Tech-
nical Tours/Accompanying Persons Program and Social Programs; Ian Hoff-
mann, Plenary Session/Fellows Luncheon; Brian Homans, Al Shiner, Food
& Beverage; and Brian Homans, Publicity.

The President also extended thanks to the members of the Technical
Program Organizing Committee: Paul T. Calamia and John W. Kopec, Tech-
nical Program Cochairs; Mohsen Badiey and William L. Siegmann, Acous-
tical Oceanography; Larry L. Pater, Animal Bioacoustics; Robin S. Glose-
meyer and Brandon D. Tinianov, Architectural Acoustics; J. Brian Fowlkes,
Biomedical Ultrasound/Bioresponse to Vibration; Uwe J. Hansen, Education
in Acoustics; Stephen C. Thompson, Engineering Acoustics; James A. Beau-
champ, Musical Acoustics; Bennett M. Brooks and Angelo J. Campanella,
Noise; Anthony A. Atchley and Larry A. Wilen, Physical Acoustics; William
P. Shofner, Psychological and Physiological Acoustics; Ning Xiang and
Charles H. Gaumond, Signal Processing in Acoustics; Gary H. Weismer,
Speech Communication; Richard L. Weaver, Structural Acoustics and Vibra-
tion; and Stewart A. L. Glegg and Joseph F. Lingevitch, Underwater Acous-
tics.

KATHERINE S. HARRIS
President 2000–2001

ASA presents special awards to young
scientists at the 52nd annual International
Science and Engineering Fair „ISEF…

The Acoustical Society of America~ASA! presented four special
awards at the 52nd International Science and Engineering Fair~ISEF!, held
6 to 12 May 2001, at the San Jose, CA, Convention Center. The ISEF began
in 1950 as a means of encouraging precollege students to conduct scientific
research. Today, it is the only international science project competition for
students in grades 9 to 12. This year’s ISEF attracted more than 1200 high
school students from 38 countries around the world to compete for more
than $3 million in prizes and scholarships. ISEF 2001 also brought together
almost 1200 professionals, representing university faculty, industrial scien-

tists and engineers, representatives of private and federal research centers
and agencies, and medical researchers. Over 70 professional organizations,
including the ASA, representing a wide variety of scientific disciplines,
affiliate with the ISEF as Special Awards sponsors. The ASA’s First Prize
Award of $500 went to Naveen Sinha, 16, from Los Alamos High School,
Los Alamos, New Mexico, for his project, entitled, ‘‘Interaction Between
Sound and Liquid Crystals.’’ Naveen designed and built an apparatus to
investigate the use of light transmission through liquid crystals to visualize
sound fields~He even built the liquid crystals himself!!. It is noteworthy that
Naveen was an ASA Honorable Mention awardee at last year’s ISEF. In
addition to the first prize, the ASA also presented three Honorable Mention
Awards, to Josh Borts, 16, and Josep Lallouz, 16, from Saint Georges
School Montreal, Montreal, QC, Canada, for their project, entitled ‘‘Stop,
Look, and Listen,’’ an interesting psychoacoustics project in which the effect
of an auditory cue on the reaction time for a three-dimensional visual search
was investigated; to Roman Eskue, 16, from Wilcox High School, Wilcox,
Arizona, for his project, entitled ‘‘Star in a Jar,’’ a very ambitious physical
acoustics project in which sonoluminescence was demonstrated; and to
Surey Santini, 16, and Sheila Gonzalez, 16, from Bonifacio Sanchez Jime-
nez High School, Aiboito, Puerto Rico, for their project, entitled ‘‘Noise:
Destructor Sound in School,’’ an environmental acoustics project in which
the students demonstrated that the noise exposure at certain locations at their
school exceeds legal limits. It is interesting to note that two of the four ASA
awardee projects are from outside the U.S., and that, coincidentally, all of
this year’s awardees are 16 years of age!

Each winner also received a one-year student membership in ASA.
These winners were selected from some 30 projects determined by the ASA
judges to be relevant to acoustics among the 1000 projects entered in the
ISEF 2001. The ASA judges were Dr. Doug Corl~PharmaSonics, Inc.,
Sunnyvale, CA!, Dr. Larry Crosby~Symphonix Devices, Inc., San Jose,
CA!, and Dr. Steve Baker~Department of Physics, U.S. Naval Postgraduate
School, Monterey, CA!. Dr. Corl represented the ASA at the awards cer-
emony. I would like to add what a rewarding experience it was to serve as an
ASA Special Awards judge, and encourage all ASA members to consent to
serve at a future ISEF if asked.

STEVE BAKER

Student Design Competition Awards
presented at Chicago meeting

The Acoustical Society of America~ASA! Technical Committee on
Architectural Acoustics~TCAA! and the National Council of Acoustical
Consultants~NCAC! sponsored a student design competition, judged at the
141st ASA meeting in Chicago, June 2001. The project involved the prepa-
ration of a schematic design for a college performing arts center with em-
phasis on room acoustics and noise control. There were 17 posters submitted
from 10 different schools. This year’s panel of judges included: Mark

FIG. 4. Newly elected Fellows of the Acoustical Society of America receive
their certificates from ASA Vice President Gilles Daigle and ASA President
Katherine Harris.

FIG. 5. Bob Celmer~l! with First Honors Award recipients Jessica Newton
and Byron Harrison.
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Holden ~Jaffe Holden Acoustics!, Gary Madaras~The Talaske Group!, Ron
McKay ~McKay Conant Brook!, Dawn Schuette~Kirkegaard Associates!,
and Leslie Ventsch~Skidmore Owings & Merrill!.

First Honors with a cash prize of $1000 was awarded to Jessica New-
ton and Byron Harrison from the University of Hartford~faculty advisor:
Bob Celmer! ~see Fig. 5!. Four Commendations with cash prizes of $500
were given to the following groups: Mona Tamari and Jorge Carbonell from
the Massachusetts Institute of Technology~faculty advisor: Carl Rosenberg!;
Lance Hayes and Derrick Knight from Rensselaer Polytechnic Institute~fac-
ulty advisor: Rendell Torres!; Brian Corry and Lucy Williams from the
University of Kansas~faculty advisor: Bob Coffeen!; and Greg Hughes,
Ryan O’Halloran, and Jon Peterson from the University of Kansas~faculty
advisor: Bob Coffeen!.

The following organizations generously sponsored this year’s compe-
tition: Wenger Corporation, the Newman Student Award Fund, Telex/
Electro-Voice and Auralex Acoustics, Inc. Additional pictures from the com-
petition may be viewed at the following website: http://
www.ae.unomaha.edu/lwang/asa2001.htm

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2001
7–10 October 2001 IEEE International Ultrasonics Symposium Joint

with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univ. of
Illinois, 405 N. Mathews, Urbana, IL 61801; Fax: 217-
244-0105; WWW: www.ieee-uffc.org/2001#.

29–31 October NOISE-CON 01, The 2001 National Conference and
Exposition on Noise Control Engineering, Portland, ME
@Institute of Noise Control Engineering, P.O. Box 3206
Arlington Branch, Poughkeepsie, NY 12603; Tel:11
914 462-4006; Fax:11 914 462 4006; E-mail:
omd@ince.org; WWW: users.aol.com/inceusa/
ince.html#.

15–18 November American Speech Language Hearing Association Con-
vention, New Orleans, LA @American Speech-
Language-Hearing Association, 10801 Rockville Pike,
Rockville, MD 20852; Tel: 888-321-ASHA; E-mail:
convention@asha.org; WWW: professional.asha.org/
convention/abstracts/welcome.asp#.

3–7 December 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#.

2002
21–23 February National Hearing Conservation Association Annual

Conference, Dallas, TX@NHCA, 9101 E. Kenyon Ave.,
Ste. 3000, Denver, CO 80237; Tel.: 303-224-9022; Fax:
303-770-1812; E-mail: nhca@gwami.com; WWW:
www.hearingconservation.org/index.html#.

10–13 March Annual Meeting of American Institute for Ultrasound in
Medicine, Nashville, TN@American Institute of Ultra-
sound In Medicine, 14750 Sweitzer Lane, Suite 100,
Laurel, MD 20707-5906; Tel.: 301-498-4100 or
800-638-5352; Fax: 301-498-4450; E-mail:
conv_edu@aium.org; WWW: www.aium.org#.

3–7 June 143rd Meeting of the Acoustical Society of America,
Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2

Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. Price: ASA members $40~paperbound!;
Nonmembers $90~clothbound!.

Revision List

New Associates

Arata, Jonathan J., Foster-Miller, Inc., DSI, 350 Second Ave., Bldg. 4,
Waltham, MA 02451

Asch, Mark, Engineering Mechanics, Inst. des Sciences de I’Ingenieur de
Toulon et du Var, Ave. G. Pompidou BP 56, La Valette du Var 83162,
France

Barros, Alessio T., Rue Apriglio Veloso, 882 Bodocongo, Campina Grande,
Paraiba 10031, Brazil

Bonaventura, Patrizia, Conversay, Core Technology, 15375 NE 90th St.,
Redmond, WA 98052

Collier, Sandra L., P.O. Box 1624, Beltsville, MD 20704
Connelly, Terence, 619 N. Center St., Northville, MI 48167-1225
Crosswhite, Katherine M., Center for Language Sciences, Dept. of Linguis-

tics, Univ. of Rochester, Lattimor Hall, Rochester, NY 14627
Dain, Yefim, Mechanical Engineering, Northwestern Univ., 2145 Sheridan

Rd., Evanston, IL 60208-3111
Davidson, Steve, Davidson & Associes Inc., 392 Principale St., St. Sauveur,

QC J0R 1R0, Canada

SOUNDINGS

1702 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Acoustical News—USA



DiMassa, Diane E., Mechanical Eng. Dept., II-116A, Univ. of Massachu-
setts, 285 Old Westport Rd., North Dartmouth, MA 02747

Esquivel, Adolfo, National Center of Metrology, Vibrations and Acoustics,
Km. 4.5 Conr. o los Cues, Mpio del Marques, Queretaro, Mexico

Eswaran, Hari, Dept. of Applied Science, Univ. of Arkansas at Little Rock,
ETAS575, 2801 S. University Ave., Little Rock, AR 72204

Fitz, Kelly R., Electrical Engineering and Computer Science, Washington
State Univ., P.O. Box 642752, Pullman, WA 99164-2752

Golick, Alexander V., Materials and Chemical Tech. Res. Inst., Marmara
Research Center, Tubitak, Gebze, Kocaeli 41470, Turkey

Goody, Michael C., NSWC Carderock Div., Signatures Directorate, Code
7250, 9500 MacArthur Boulevard, West Bethesda, MD 20817-5700

Gottlieb, Hans P., School of Science, Griffith Univ., Kessles Rd., Nathan,
QLS 411, Australia

Gray, Lincoln C., Otolaryngology, Univ. of Texas Houston Medical School,
6431 Fannin, Ste. 5.003, Houston, TX 77030

Harma, Aki J., Bell Labs., Lucent Technologies, Media Signal Processing
Research, Room 2D-544, 600 Mountain Ave., Murray Hill, NJ 07974

Harper, V. P., Biomedical Engineering, Purdue Univ., 1285 Electrical Engi-
neering, West Lafayette, IN 47906

Hernandez-Canedo, Pedro, VoCAL Technologies Europa, Placa Gran 13,
Peralada, Girona, 17491 Spain

Houston, Derek M., Dept. of Otolaryngology, Head and Neck Surgery, In-
diana Univ. School of Medicine, 699 W. Drive, RR044, Indianapolis, IN
46202

Ibisi, Michael I., 6832 SW 11th St., Pembroke Pines, FL 33023
Jensen, Troy B., ALTEL Systems, Inc., 601 N. Main St., Brewster, NY

10509
Joiner, David P., Shen Milsom Wilke1 Joiner, 100 E. San Antonio, Ste.

201, San Marcos, TX 78666
Kapur, Ajay, Lernout & Hauspie, 320 Nevada St., Newton, MA 02460
Kim, Sang-Myeong, Mechatronics Dept., Kwang-ju Inst. of Sci. and Tech.,

1 Oryong-dong, Puk-gu, Kwang-ju, Keon-Nam, 500-712 South Korea
Kimura, Miwako, 4-18-3 Hongo, Bunkyo-ku, 113-0033 Tokyo, Japan
Larson, Charles R., Northwestern Univ., CSD, 2299 N. Campus Dr., Evan-

ston, IL 60208
Lee, Heewon, Dept. of Mechanical Design, Seoul National Univ. of Tech.,

172 Gongnung-dong, Nowon-gu, Seoul 139-743, Korea
Lesser, Martin, Royal Inst. of Technology, Osquarsbacke 18, Stockholm

SE100-44, Sweden
Lewis, James W., Medical College of Wisconsin, Cell Biology, Neurobiol-

ogy & Anatomy, 8701 Watertown Plank Rd., Milwaukee, WI 53226
Li, Ming-xuan, Inst. of Acoustics, Chinese Academy of Sciences, Dept. of

Acoustical Micro-Transducer & Testing, No. 17, Zhongguancun St.,
Beijing 100080, China

Liu, Donald, Siemens Medical Systems Ultrasound Group, Advanced Ultra-
sound Engineering, 22010 SE 51st St., Issaquah, WA 98029

Mizumachi, Mitsunori, ATR Spoken Language Translation Research Labs.,
Dept. 1, 2-2-2 Hikaridai, Seika-chou, Souraku-gun, Kyoto 619-0288, Ja-
pan

Morishita, Tatsuya, Electrical Engineering Dept., Tokyo National College of
Technology, 1220-2 Kunugida-machi, Hachioji-shi, Tokyo 193-097, Japan

Mukai, Tohru, Graduate School of Fisheries Sciences, Hokkaido Univ.,
3-1-1 Minato-cho, Hakodate, Hokkaido 041-8611, Japan

Nagahata, Koji, Faculty of Administration & Social Sci., Fukushima Univ.,
Kanayagawa 1, Fukushima 960-1296, Japan

Ozawa, Kenji, Dept. of Computer Sci. and Media Eng., Yamanashi Univ.,
4-3-11 Takeda, Kofu, Yamanashi 400-8511, Japan

Pappas, Richard A., Battelle, Pacific Northwest Div., Engineering Physics,
902 Battelle Boulevard, Richland, WA 99352

Parastates, Elias, Swedish Defence Research Agency, Div. of Systems Tech,
Dept. of Underwater Acoustics, Enkopingsvageu 126, Stockholm SE-
17290, Sweden

Penrod, Clark S., Applied Research Labs., Univ. of Texas, Austin, TX 78713
Perry, Matthew R., 7913 High Hollow Dr., Austin, TX 78750
Plemons, Terry D., Applied Research Labs., Univ. of Texas, P.O. Box 8029,

Austin, TX 78713
Popolo, Peter S., Denver Center for the Performing Arts, W. J. Gould Voice

Center, 1245 Champa St., Denver, CO 80204
Saenz, Daniel W., Pelton Marsh Kinsella, 1420 W. Mockingbird Ln., #400,

Dallas, TX 75247
Sansone, Stan A., 6206 Sampras Ace Ct., Spring, TX 77379

Schedl, Hans P., AUDI AG, I/EG–1A, Ingolstadt 85045, Germany
Simons, Dick G., TNO Physics and Electronics Lab., Underwater Acoustics

Group, Oude Waalsdorperweg 63, The Hague 2509JG, The Netherlands
Snyder, Barbara A., Dept. of Justice–FBI, Federal Government, Engineering

Research Facility, Bldg. 27958A, Quantico, VA 22135
Stecenko, Tatjana B., Polyfab/MTI, Aerospace, 7391 Pacific Cir., Missis-

sauga, ON L5T 2A4, Canada
Sydorenko, Mark R., BrainMedia, 150 E. 23rd St., New York, NY 10010
Talavage, Thomas M., Electrical and Computer Eng., Purdue Univ., 1285

EE Bldg., West Lafayette, IN 47907
Tangonan, Stacey L. E., Group 70 International, 925 Bethel St., 5th Floor,

Honolulu, HI 96813-4398
Tavakkoli, Jahangir, Focus Surgery, Inc., 3940 Pendleton Way, Indianapolis,

IN 46226
Tayama, Niro, Higashihorikiri 2-26-5, #201, Katsusika-ku, Tokyo 124-0004,

Japan
Teklu, Alem A., NCPA, Coliseum Dr., University, MS 38677
Tiemann, Christopher O., SAIC, Ocean Sciences Div., 888 Prospect St., Ste.

201, La Jolla, CA 92037
Tisato, Graziano G., Via Bachelet 5, Vigonza PD-35010, Italy
Veidt, Martin, Mechanical Engineering, Univ. of Queensland, Brisbane QLD

4072, Australia
Zurek, Robert A., 1055 Autumn Dr., Antioch, IL 60002

New Students

Aoki, Takuya, Dept. of Electrical Engineering, Tokyo Metropolitan Univ.,
1-1 Minami-Osawa, Hachioji, 192-0397 Tokyo, Japan

Badri, Rohima, 208-1 1915 Maple Ave., Evanston, IL 60201
Bajwa, Manjit S., 460 W. Forest, #903, Detroit, MI 48201
Barrera, Leandro M., San Juan 197, Torre B2, Dept. 1A, Neuquen 8300,

Argentina
Blacklock, Oliver S., ISIS, Univ. of Southampton, Bldg. 1, University Rd.,

Southampton SO17 1BJ, UK
Bravo, Luis A., Palmeras 1410 y Madronos, Quito, Pichingha, Ecuador
Bray, Jodi P., 1130 SW 16th Ave., #46, Gainesville, FL 32601
Brennan, Marc A., 140 W. Gorham, Apt. 103, Madison, WI 53703
Carpendale, Lucy M., Brunel Univ., Mechanical Engineering, Howell Bldg.,

Uxbridge, Middlesex UB8 3PH, UK
Carron, Henry, LAMI Univ. Paul Sabatier, 118 Rte. De Narbonne, 31062

Toulouse, Cedex 4, France
Carter, Barton P., 2913 Prairie Flower Cir., No. C, Bryan, TX 77802-3006
Chan, Arthur H., 13626 26th Ave., SE, Mill Creek, WA 98012
Choy, Yat-Sze, Flat D 9/F Block 82, Mei Foo Sun Chuen, KLN, Hong Kong
Corry, Brian P., 1217 Berquist Ct., Ballwin, MO 63011
Declercq, Nico F., Interdisciplinary Research Center, KULAK, E. Sabbelaan

53 ~A112!, Kortrijk, West Flanders, 8500, Belgium
de Silva, Sharin R., Dept. of Mechanical and Materials Eng., Univ. of West-

ern Australia, Nedlands WA 6009, Australia
Devlin, Adam T., 2948 River Meadow Cir., Canton, MI 48188
Dick, Elliott B., 1176 Lincoln Ave., St. Paul, MN 55105
Dunn, Camille C., Barkely Memorial Speech & Hearing Clinic, 253 BKC,

Lincoln, NE 68583
El-Khateeb, Ahmed Ali, 8B-Shakh Olish St., Cairo, El-Ziton 1131, Egypt
Epstein, Michael J., P.O. Box 230338, Boston, MA 02123-0338
Fishbeck, Kristen M., 707 W. Martin Luther King, Apt. 608E, Cincinnati,

OH 45220
Fouts, Bruce E., 2120 Saint James Ave., Cincinnati, OH 45206
Hakim, Souheil, Chouran, Cleopatra St., Hakim Motors Bldg., Beirut, Leba-

non
Haldipur, Pranaam, Material Science Dept., Iowa State Univ., ASC II, #124,

1915 Scholl Rd., Ames, IA 50011
Harvey, Ryan, 603 Willowdale Rd., Luling, LA 70070
Holt, Marla M., Univ. of California, Santa Cruz, Long Marine Lab., 100

Shaffer Rd., Santa Cruz, CA 95060
Horan, Daniel M., 1630 W. Lunt Ave., #1B, Chicago, IL 60626-2757
Hughes, Gregory M., 1908 New Hampshire St., Lawrence, KS 66044
Ikram, Muhammad Z., 338028 Georgia Tech Station, Atlanta, GA 30332
Jaouen, Luc, Groupe d’acoustique et vibrations, Univ. de Sherbrooke, Fac-

ulte de genie, 2500 Boul. Universite, Sherbrooke, QC J1K 2R1, Canada
Lance, Tara R., 7427 W. 84th Way, #2122, Arvada, CO 80003
Lee, Matthew E., 1201 Noble Creek Dr., Atlanta, GA 30327

SOUNDINGS

1703J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Acoustical News—USA



Liehr, April M., 5725 Abilene Trail, Austin, TX 78749
Madison, Jeffrey S., RPG Diffusor Systems, Inc., 651-C Commerce Dr.,

Upper Marlboro, MD 20774
Marozeau, Jeremy P., UC Berkeley, CNMAT, 1750 Arch St., Berkeley, CA

94709
Mast-Finn, John, Dept. of Linguistics, Ohio State Univ., 1712 Neil Ave.,

Oxkley Hall Room 222, Columbus, OH 43210
McDermott, Brian J., 127 Ryckmon Ave., Apt. 2L, Albany, NY 12208
McLennan, Conor T., Language Perception Lab., Univ. at Buffalo, 245 Park

Hall, Buffalo, NY 14260
Meltzner, Geoffrey S., Voice and Speech Lab., Massachusetts Eye and Ear

Infirmary, 243 Charles St., Boston, MA 02114
Mou, Xiaomin, 305 Memorial Dr., #406A, Cambridge, MA 02139
Nagi, Ashnapreet S., 460 W. Forest, Apt. 903, Detroit, MI 48201
Neil, Coffey, Language and Linguistic Sci., Univ. of York, Heslington, York

YO10 5DD, UK
Obando, Miguel A., J. M. Infante 2007, Santiago 684-1362, Chile
Osmanski, Michael S., Dept. of Psychology, Univ. of Maryland, Biology-

Psychology Bldg., College Park, MD 20742
Park, Eun-Joo, Aerospace and Mechanical Eng., Boston Univ., 110 Cum-

mington St., Boston, MA 02215
Pfau, Kenneth J., Pfau Audio Productions, 2641 1/2 N. Spaulding Ave., #2N,

Chicago, IL 60647
Quarles, William M., 800 S. Main St., Harrisonburg, VA 22807
Salomon, Ariel, EECS, Massachusetts Inst. of Technology, 77 Massachu-

setts Ave., 36-511, Cambridge, MA 02142
Schneider, Terri L., 4631 Dakeman Rd., Lakeland, FL 33813
Schneider, Wendy E., Medical College of Wisconsin, Cell Biology, Neuro-

biology and Anatomy, 8701 Watertown Plank Rd., Milwaukee, WI 53226
Senova, Melis, Defence Science and Technology Organization, Air Opera-

tions Division, 506 Lorimer St., Fishermens Bend, Melbourne VIC 3101,
Australia

Sirovic, Ana, Scripps Inst. of Oceanography, Univ. of California, San Diego,
9500 Gilman Dr., MC 0205, La Jolla, CA 92093-0205

Smet, Kevin, Centre for Marine Geology, Ghent Univ., Krijgslaan 281~S8!,
Ghent OV B9000, Belgium

Tallon, Andrew J., 521 W. 112th St., Apt. 72B, New York, NY 10025
Tiwari, Vikrant, Mechanical Eng. and Applied Mechanics, 110 Wales Hall,

92 Upper College Rd., Kingston, RI 02881
Walton, Martin A., Inst. Univ. de Technologie, Univ. de Pau et des Pays de

l’Adour, Informatique, Tech. de. Co. G.E.A. et FORCO, 3 Ave. Jean Dar-
rigrand, Bayonne, 64100, France

Wayand, Joseph F., Psychology Dept., Kent State Univ., P.O. Box 5190,
Kent, OH 44242

Wheatley, Joseph S., P.O. Box 1102, Picayune, MS 39466
White, Ross A., 1902 N. Laurence St., Tacoma, WA 98406

Wilks, Carsten, Neuroinformatics, Univ. of Bonn, Roemerstrasse 164, Bonn
NRW 53117, Germany

Windels, Filip W., Interdisciplinary Research Center, KULAK, E. Sabbelaan
53, Kortrijk 8500, Belgium

Yazicioglu, Yigit, Mechanical Engineering, Univ. of Illinois, 842 W. Taylor
St., ERF 1072, Chicago, IL 60607

Yin, Xiangtao, Bioacoustics Research Lab., Electrical and Computer Eng.,
Univ. of Illinois at Urbana-Champaign, 405 N. Mathews, Urbana, IL
61801

Associates Elected Members

K. Adachi, D. E. Ballesty, J. Bassett, A. Bayon, A. R. Bradlow, K. E. Bun-
ton, P. Chiu, G. Clement, T. H. Dat, S. Dugelay, M. Ermann, X-F. Gong, H.
M. Hanson, D. Hunsaker, II, J. Y. Jeon, B. H. Juang, H. Kato, T. L. Lago, D.
R. Moore, T. F. Noonan, Y. Simard, S. O. Ternstrom, H. K. Vorperian, M.
Zampolli, J. Zhang

Students to Associates

E. C. Odgaard, Y. Shibuya

Member to Student

A. D. Munro

Reinstated

K. A. Gillis—Associate

Resigned

A. B. Brenig—Fellow

P. A. Chinnery, J. F. Guess, K. Ikegaya, P. J. Kolston, H. V. L. Patrick,
D. van Dord—Members

C. M. Bissonnette, A. Ratle—Students

Deceased

J. N. Decarpigny, L. L. Foldy, D. E. Weston—Fellows

E. F. Murphy—Member

Fellows 978
Members 2716
Associates 2451
Students 843

6988

SOUNDINGS

1704 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Acoustical News—USA



OBITUARIES

Antares M. Parvulescu • 1923–1998

Antares Parvulescu, a Fellow of
the Acoustical Society of America and
a leading figure in underwater acous-
tics and the inventor of the Matched
Field Processing technique, now
widely used in underwater acoustics,
died on July 15, 1998 from complica-
tions of a stroke.

Antares was born in Romania,
and his father, an astronomer, named
him after a super-giant star: first mag-
nitude Antares in Scorpio; 300 times
the diameter of our sun; and 3000
times as luminous. Antares, who be-
came a super star in his own right, was
exceptionally gifted and received his

doctoral degree in mathematics in 1943 from the University of Bucharest at
the early age of 19. He learned to fly at 14, and at age 20 flew his own plane,
escaping from Romania to Turkey on an anti-Nazi mission. He spent the
remainder of the war at the Romanian mission in Egypt. After the Commu-
nist take-over of Romania, he moved to South Africa, where he taught at the
University of Witwatersrand~1947–1950!, and then in 1950 moved to the
United States, where he continued to progress in an academic career at
Berkeley ~1950–1951!, Bard ~1951–1954!, Villanova ~1954–1955!, and
Gallaudet~1955–1960!, serving the latter as Head of the Physics Depart-
ment. In 1960, he joined Columbia University’s Hudson Laboratories and
concentrated on research in oceanography and underwater acoustics. Many
of the ideas for which he is now well known trace back to this period at
Hudson Laboratories. Perhaps his greatest one is what we now call Matched
Field Processing, which can alternately be termed Phase Conjugation or
Time Reversal. He called this invention MESS, because sound propagation
is indeed a mess, and he had various explanatory names for the acronym~for
example, Matched Environment Sonar Signal!. Although the technique of
matched filtering had been published earlier for radar, he grasped the con-
cept perfectly, and used the ocean as its own matched filter. His seminal
publication was a terse abstract inThe Journal of the Acoustical Society of
America in 1961. He was granted a patent for the technique in 1962, and
many years later, in 1996, published~with the help of his good friend Ray
Fitzgerald! the historical perspective inThe Journal of the Acoustical Soci-
ety of America. Other research in the 1960s anticipated Synthetic Aperture
Sonar.

When Hudson Laboratories closed in 1968 he moved to the University
of Hawaii, with an appointment as Professor of Ocean Engineering
and continued to work there, doing teaching and research, supervising
graduate student work, until the nominal retirement age. During this period,
he served in 1983 on an Intergovernmental Personnel Agreement~IPA!
at the Naval Research Laboratory~NRL! in Washington, DC. After retire-
ment from the University of Hawaii he joined NRL as a permanent em-
ployee and resumed a full-time research involvement. At NRL, Antares
applied a broad knowledge of all aspects of ocean acoustics on a variety of
projects, and was a major advisor to several Navy organizations. After his
retirement from NRL, less than a year before his passing away, he had
considerable success as an independent consultant, with a number of
projects that had attracted the interest of Navy research program officers and
which he intended to pursue in the years to come. He was especially inter-
ested in active noise cancellation, and a project in near field noise cancella-
tion was scheduled to be funded by the Office of Naval Research at the time
of his death.

Dr. Parvulescu is survived by his wife Elaine and by his son
Constantin.

THEO KOOIJ

William Mott Hall • 1906–2000
William Mott Hall, a Fellow of the Acoustical Society of America,

died of natural causes in Lexington, Massachusetts, on 3 August 2000. Dr.
Hall was born on 10 July 1906 in Burlington, Vermont, and began his
undergraduate studies at the University of Vermont in 1923. He transferred
to the Massachusetts Institute of Technology~MIT ! in 1925 and received his
BSEE in 1928, his MS in 1932, and his Sc.D. in 1935; all of his degrees
were in Electrical Engineering. He joined the Acoustical Society of America
in 1930 and his name appears in the membership listing published in the
April 1931 issue of JASA. Both of his dissertations were written under the
direction of Professor Richard D. Fay, a charter member of the Acoustical
Society and a long-term distinguished contributor to this journal. Hall’s MS
thesis was titled ‘‘An investigation of sound fields within regions restricted
by finite boundaries,’’ and this formed the basis for his first paper in the
Journal, ‘‘Comments on the theory of horns’’@J. Acoust. Soc. Am.3, No. 4,
552–561~1932!#.

During the latter phase of his graduate work, Hall worked with Fay on
problems of electroacoustic measurements and public address systems. A
paper published in the July 1933 issue of JASA@J. Acoust. Soc. Am.5,
46–56~1933!# with Fay was titled ‘‘Determination of the acoustical output
of a telephone receiver from input measurements.’’ At the 14th meeting of
the ASA, held at Harvard in December 1935, Fay and Hall both gave talks
reporting the discovery of what was later to become known as the Haas
effect or the precedence effect, whereby~as expressed in a letter to the editor
published in January 1956! ‘‘in a sound-enforcing system, a suitable time
delay in the amplified sound produces a desirable illusion in that the en-
forced sound, as well as the direct, appears to originate at the mouth of the
listener.’’

Following the completion of his doctorate, Hall remained at MIT and
held appointments as Instructor and Assistant Professor of Electrical Com-
munications. It was during this period that he wrote what was destined to
become one of the best-cited papers in the history of acoustics, this being
titled ‘‘An acoustic transmission line for impedance measurement’’
@J. Acoust. Soc. Am.11, No. 1, Pt. 1, 140–146~1939!#. This paper contains
the theory of the impedance tube which is typically discussed in every
textbook on acoustics—‘‘The measurement consists of a simple determina-
tion of the location and relative magnitude of the maximum and minimum
sound pressures along the tube.’’ Hall was made a Fellow of the Acoustical
Society of America in 1940.

Hall’s research in acoustics was largely curtailed with a call to help in
the US research and development work related to World War II. During
1940 and 1941 he was head of the Indicator Group of the MIT Radiation
Laboratory. In 1941, when his expertise in microwaves was needed for
Raytheon’s activities in the war effort, he joined the Raytheon Company, at
which he worked for the remainder of his professional career. While a
graduate student at MIT, Hall had done some work with Vannevar Bush,
who was then Dean of the School of Engineering. In 1940, Dr. Bush, then
Chairman of the National Defense Research Committee~NDRC!, appointed
Hall a consultant to the Microwave Section of the NDRC. During World
War II, Hall was responsible for the design, development, and installation of
the first radar aboard ships in the United States Navy. He received a certifi-
cate of commendation from the United States Government for this effort.
During the Cold War, he served on the Gaither Committee, a group ap-
pointed by President Eisenhower in 1957 to survey national security prob-
lems. In 1962, he became the first person to be awarded Raytheon’s distin-
guished title of Consulting Scientist, and in 1966 he was made a Fellow of
the Institute of Electrical and Electronics Engineers.

He held 37 patents covering infrared, acoustics, instrument landing
systems, radar devices, and the microwave oven. At the time of his retire-
ment in 1971 he was the Raytheon Company’s Director of Developmental
Engineering. He continued to consult for the company until he was 84 years
old.

He leaves three sons, 12 grandchildren, and 12 great-grandchildren.

JOSEPH L. HALL
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Dan Jerry Ramsdale • 1942–2000

Dan Jerry Ramsdale, a member
of the Acoustical Society of America
and an authority on Arctic Ocean
acoustics and atmospheric acoustics,
died in New Orleans on September 12,
2000 after a three-year battle with can-
cer. Ramsdale was born in El Paso,
Texas, on December 12, 1942 and did
his undergraduate work at the Univer-
sity of Texas at El Paso, where he re-
ceived a BS in Physics with highest
honors. He subsequently carried out
graduate work in nuclear physics at
Kansas State University, receiving his
doctorate in 1969.

Dr. Ramsdale returned to El Paso
in 1969 and began research in atmospheric acoustics at Globe Universal
Science and Manufacturing, eventually becoming the Director of Acoustic
Research for that organization. A principal problem addressed during the
Globe years was the use of acoustics to extract data on temperature and
wind structure in the upper atmosphere. In 1974 Dr. Ramsdale left Globe
and became a research physicist at the Naval Research Laboratory in Wash-
ington DC and began a career in underwater acoustics, with the study of
low-frequency fluctuations within the deep ocean. A principal achievement
was a model that predicted the statistical fluctuations that were observed in
long-range propagation due to source motion and medium variability.

In 1977, Dr. Ramsdale transferred to the newly established Naval

Ocean Research and Development Activity@NORDA, which later became
the Naval Oceanographic and Atmospheric Research Laboratory~NOARL!,
and which is presently the Naval Research Laboratory#—Stennis Space
Center ~NRL–SSC! in Mississippi, where he carried out research in the
acoustics of arrays and in signal processing, with a major activity involving
the use of vertical arrays for the understanding of different propagation
paths. In the 1980s, he became extensively involved in the acoustic prob-
lems of the Arctic Ocean, and in 1985, he undertook technical management
of the Arctic Undersea Warfare Environmental Technology Program, with
subsequent appointments~1988! as Assistant Director of the Ocean Acous-
tics and Technology Directorate and Head of the Ocean Acoustics Branch
~1992!. The work in the acoustics of the Arctic led to two Distinguished Unit
Citations from the Chief of Naval Research.

Following his retirement from NRL–SSC in 1998, Dan became an
independent consultant to NRL–SSC and to the Los Alamos National Labo-
ratory, with services in support of the Comprehensive Nuclear Test Ban
Treaty, embracing infrasonic monitoring, ambient noise, and high-frequency
atmospheric acoustics. At the time of his death he was working with the
National Center for Physical Acoustics at the University of Mississippi on
atmospheric acoustic problems associated with cruise missile defense.

Throughout his career, Dr. Ramsdale was active in both the ASA’s
Technical Committee on Underwater Acoustics and in the IEEE Oceanic
Engineering Society, serving the latter as Chairman of the Committee on
Underwater Acoustic Technology. He is survived by his wife Portia, his son

Stuart, and his daughter, Jerry Elizabeth Novak.

ROBERT W. FARWELL
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Fundamentals of Hearing: An Introduction „4th
edition …

William A. Yost

Academic, San Diego, 2000.
349 pp. Price: $44.95.

Fundamentals of Hearing: An Introduction~4th edition! is a self-
contained introductory textbook that covers basic acoustics as well as a wide
range of topics in the fields of auditory anatomy, physiological acoustics and
psychological acoustics. The organization of the text is nearly identical to
the 3rd edition. The first 20% of the book is a primer on acoustics. Roughly
30% of the book is devoted to peripheral auditory anatomy and physiology,
20% to auditory perception of simple sounds, 20% to complex sounds,
central auditory nervous system and auditory disorders, and the remaining
10% to the appendixes.

This 4th edition of the book is similar to the previous edition. This is
not surprising given the previous edition’s success as an introductory text,
and that no scientific advances that would change the fundamental knowl-
edge base for an introductory course in hearing occurred in the 6 years since
the publication of the previous edition. Appropriately, references were up-
dated to include a number of recently published books addressing special
topics in hearing science. Many of these monographs and advanced text-
books are cited in a section at the end of each chapter titled ‘‘Supplement.’’
These supplements are a significant contribution to the text. Each chapter is
written at a very basic level and the supplements are used in a variety of
ways to complement the content of chapters. These include the discussion of
historical notes, the introduction of controversies, the discussion of topics at
a higher level than found in the chapter, math proofs, and references for
further study.

Another change to the text is the replacement of a chapter titled
‘‘Noise’’ with one called ‘‘Auditory Disorders.’’ ‘‘Noise’’ described the del-
eterious effects of high-level sounds on hearing, including the physiological
and perceptual consequences. ‘‘Auditory Disorders’’ covers this topic as
well as ototoxicity, aging, diseases, infections, heredity, and the relationship
between inner ear damage and hearing loss. This is an important change to
the book given the large number of persons who are interested in hearing
science who are also interested in impaired auditory systems. This chapter
also includes a spectacular photograph of the basilar papilla from a bird
shortly after damage to hair cells and 90 days later after the hair cells
regenerated. This photo from a study by Ryalset al. ~1999! is a nice
complement to the spectacular photos representing damage to hair cells by
intense sounds shown in earlier sections of the same chapter.

The most significant change since the publication of the 3rd edition is
the simultaneous publication with the 4th edition of an instructor’s work-
book and compact disk~CD!. The workbook has problem sets and tips for
instructors. Examples of problems include the derivation of neural histo-
grams from tabled data and the plotting of psychometric functions. The
workbook also suggests examples of appropriate auditory demonstrations on
CD ~Houstmaet al., 1987! that might be helpful for conveying concepts
discussed in the book. The CD included with the workbook does not contain
these auditory demonstrations, but it does contain executable programs for a
signal generator, a two-alternative forced-choice~2AFC! task, and neural
firing rate simulations. Also included are software functions~a ‘‘toolbox’’ !
for use with the program MatLab, a signal processing program, and all of

the figures in the book in two formats: files of each figure and PowerPoint
presentations, organized by chapter, of the figures in each chapter. The sig-
nal generator and 2-AFC program work with Windows 95, 98 or NT oper-
ating systems. In less than 10 minutes, I was able to download the files for
these programs, generate the sound files for a tone in noise, and set up a
2-AFC task for the detection of a tone in noise~fixed level!. The neural
firing rate simulator was just as easy to implement, and it simulated the
synchronous firing of a single nerve fiber to tones of different frequencies
and levels. This software would provide useful demonstrations for labora-
tory sections. Further, the files of the figures from the text on CD would aid
in the development of lectures. The quality of the figures is outstanding for
the most part and the use of this material would eliminate the time required
to scan each figure from the book for the development of lectures presented
using PowerPoint or similar presentation software. The MatLab ‘‘toolbox’’
provides a powerful tool for setting up auditory demonstrations/laboratory
sections for a course, but the CD does not include the MatLab program that
is required to run this software. Over the past few years MatLab has become
a defacto standard for signal processing in auditory laboratories so this
should not be a concern.

For those not familiar with this book~or its 3rd edition!, the following
is a summary and critical review of the major sections of the book.

Part I of the book titled ‘‘The auditory stimulus’’ introduces students to
basic physics of sound. This section assumes knowledge of algebra and
trigonometry ~and not calculus!. The four chapters in this section define
terms used in the study of hearing such as modulation, envelope, fine struc-
ture, filters, and linear systems to name a few. In order to include all of the
background material on acoustics necessary for understanding the rest of the
text without having this section become an even larger proportion of the
book, the presentation is quite dense. That is, there are not many examples
to support newly learned knowledge in this area. This is not a problem
though if instructors supplement the material in the book with some addi-
tional readings or exercises, such as those cited in the text or found in the
recently releasedFundamentals of Hearing: An Instructors Workbook. My
only suggestion for improving this already excellent introduction to ‘‘The
Auditory Stimulus’’ would be to follow the discussion of linear systems with
a discussion of transfer functions. Given the importance of transfer functions
to the study of hearing, their discussion here would be more effective than in
the section of the text describing head-related transfer functions where this
concept is currently introduced.

Part II and Part III represent the peripheral auditory system anatomy
and physiology and the auditory perception of simple sounds. These eight
chapters are logically presented in a clear manner, and there are many fig-
ures to support the text. In the chapters on physiology, there are many
spectacular photos of the middle and inner ear. All of these chapters include
figures representing data that are adapted from actual studies. Some of these
adaptations aid the presentation of a particular idea more than the original
figure would. For example, Fig. 9.13 was adapted from a study by Sachs and
Young~1979! to show how neural firing rate represents adequately the peaks
in the spectrum of a steady-state vowel for low presentation levels but not
for moderate presentation levels. The adapted textbook figure combines two
figures from Sachs and Young’s original study to allow a direct comparison
of the vowel stimulus with the neural firing pattern to that stimulus. Adap-
tations such as this one make the presentation of complex material easier for
beginning students. The only disappointment with these sections was several
significant errors in the figures or their legends that eluded the proofreaders.
In one case, an erroneous figure in the book is presented correctly on the CD
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that accompanies the workbook. The errors are relatively minor given all of
the positive aspects of these chapters.

Part IV describes complex sounds processing, the central nervous sys-
tem ~CNS!, and auditory disorders. Less is known about the processing of
complex sounds and the CNS than is known about the auditory periphery
and the processing of simple sounds, but the author’s description of these
areas is clear yet still able to represent the complexity of these topics. This
section describes the possible link between the CNS and perception just as
earlier chapters were able to show the link between the auditory periphery
and the processing of simple sounds.

The appendixes are an intrinsic part of the book. It is here where
among other things ‘‘techniques and tools used to study hearing~Appendix
F!’’ and ‘‘Psychophysics~Appendix D!’’ are discussed. Appendix F contains
a brief introduction to microscopy, neural stains and markers, imaging, and
genetics to provide the student with an appreciation of the difficulty with
which measurements are obtained in physiological studies. Similarly, Ap-
pendix D provides a description of classical psychophysical procedures,
direct scaling and matching procedures, and a brief introduction to the
theory of signal detection~TSD!, including receiver operating characteristic
curves. The description of TSD is accurate but no references are cited. These
appendixes do not have supplements, as do the chapters of the book, so
additional readings are not suggested as was done so well in the earlier
chapters. Given the importance of TSD to hearing science and other fields, a
reference to the classic book by Green and Swets~1974! or to the more
recent book by MacMillan and Creelman~1991! about this topic would be
nice as a supplemental reading for interested students.

Finally, the author points out in the preface that the massive amount of
literature and vast number of topics in hearing science make it difficult for
an author to write a textbook that represents a general survey of this field.
Professor Yost meets this challenge by covering the important points and
major controversies of prior research in a manner that inspires rather than
intimidates. He avoids the more subtle controversies and as a consequence,
does not get bogged down citing the entire history of publications about a
particular topic. Although this is contrary to the approach often taken in
scholarly journals, it is good fortune for the beginning student of hearing
science who needs to master basic concepts and to understand how these
concepts relate to each other and to the entire field of study. This approach
also gives the instructor flexibility in emphasizing his or her specialty with
supplemental readings or more detailed lectures.

Green, D. M., and Swets, J. A.~1974!. Signal Detection Theory and Psy-
chophysics~Krieger, New York!.

Houtsma, A. J. A., Rossing, T. D., and Wagenaars, W. M.~1987!. Auditory
Demonstrations~Institute for Perception Research, Eindoven, The Nether-
lands!.

McMillan, N. A., and Creelman, C. D.~1991!. Detection Theory: A User’s
Guide ~Cambridge University Press, Cambridge, England!.

Ryals, B. M., Dooling, R. J., Westbrook, E., Dent, M. L., MacKenzie, A.,
and Larsen, O. N.~1999!. ‘‘Avian species differences in susceptibility to
noise exposure,’’ Hear. Res.131, 71–88.

Sachs, M. B., and Young, E. D.~1979!. ‘‘Encoding of steady-state vowels in
the auditory nerve: Representation in terms of discharge rate,’’ J. Acoust.
Soc. Am.66, 1381–1403.

ROBERT S. SCHLAUCH
Department of Communication Disorders
University of Minnesota
Minneapolis, Minnesota 55455

Master Handbook of Acoustics, Fourth Edition

F. Alton Everest

McGraw-Hill, New York, 2001.
xix1615 pp. Price: $34.95 paperback.

The application of science in the practice of acoustics can be a life-
long endeavor. Mathematical analysis is necessary for a more complete un-
derstanding of what happens and most people do not have the technical
and/or academic training to undertake a quantitative analysis of the physical
principles involved with architectural room acoustics. There is a yearning on

the part of many people, who would describe themselves as audiophiles, as
well as for people involved in audio production and post-production and for
people for which sound is an avocation, for a nontechnical presentation of
many of the aspects involved in acoustic room design. This book is a good
introduction to acoustics for the layman. This lay guide provides an over-
view of and to the lingua franca of acoustics. The treatment is not
rigorous—it provides the basic concepts involved in a qualitative descriptive
way.

The fourth edition of F. Alton Everest’sMaster Handbook of Acoustics
covers a lot of material in the 28 chapters, appendix, and glossary in the
book. The review of the material is easy going with not much mathematics
beyond logarithms and the physics is light and prosaic. The book appears to
have grown since the first edition by the bulking up of some chapters, the
revision of other chapters and the addition of some new chapters. The fourth
edition has three new chapters.

While the book can provide a good introduction to many of the major
concepts involved with studio and listening space design, a reader is left
with the feeling that some areas are beaten to death while others are per-
functory in their coverage. A brief review of the contents follows.

The first portion of the book deals with the basics. Fundamentals of
Sound, Chapter 1~21 pages!, talks about sinusoids, propagation of sound,
wavelength and frequency and complex waves~harmonics, phase, partials,
octaves, and the concept of spectrum! as well as the use of analogs~me-
chanical, electrical, and acoustical! for analysis. In Chapter 2, Sound Levels
and the Decibel are covered in 17 pages while Chapter 3~42 pages! deals
with The Ear and the Perception of Sound~sensitivity, anatomy, loudness,
audibility, pitch, timbre, localization, the ear as both analyzer and measure-
ment instrument, perceptions of reflections, and occupational and recre-
ational deafness!. Sound Waves in the Free Field are described in a 6 page
Chapter 4. Speech, Music and Noise, Chapter 5, deals with the voice system,
music, speech and music power and frequency ranges, ‘‘future’’ dynamic
range requirements, noise, signal distortion, harmonic distortion in 30 pages.
The reviewer found that some chapters were overdone~in length! and some
were a little too concise.

The next chapter delves into the realm of Analog and Digital Signal
Processing where concepts such as filters, DSP and application of DSP to
room equalization are developed. The placement of this chapter here is
perplexing as some of the concepts discussed are not introduced until later
in the book.

The next 11 chapters~7 to 17! present architectural acoustics issues.
Reverberation, Control of Interfering Noise, Absorption of Sound, Reflec-
tion of Sound, Diffraction of Sound, Refraction of Sound, Diffusion of
Sound, the Schroeder Diffuser, Modal Resonances in Enclosed Spaces, Re-
flections in Enclosed Spaces and Comb-Filter Effects are the Chapter titles.
The coverage of these topics is uneven, with some areas receiving more
attention and others, less. Some of the chapters here appear to remain un-
changed from earlier editions with newer material presented in another area
~e.g., number theory based diffusers!. The author covers a lot of material,
but the presentation is uneven from chapter to chapter—one travels from
1960s design to the present between chapters and sometimes within one.

Chapter 18, Quiet Air for the Studio, emphasizes the role of proper
design in keeping an expensive proposition from becoming more so. Basic
requirements and guidelines are described in a prosaic manner.

The next five chapters deal with Acoustics of the Listening Room, the
Small Recording Studio, the Control Room, for Multitrack Recording and
for Audio/Video Tech Room and Voice-Over Recording. Items such as small
room acoustics, low frequency phenomena for rooms, echoes, flutters,
modes, specular and other reflections, and others are described here. Some
readers may wonder why there are separate chapters here—the answer may
be due to the changing popularity of room design philosophies, separate
chapters were developed to deal with these changes in fashion. However,
one could also see that this is a good thing—as we get more proficient in the
understanding of the phenomena involved for these facilities, and develop
more and varied solutions, the art and science of room design benefits.

Chapter 24, Adjustable Acoustics, describes some commercially avail-
able products in more detail than in the previous chapters. Among these are
products based upon number theory and limp mass~antinode mitigation!.

Some of the nonlinear mechanisms of sound are covered in the next
chapter, Acoustical Distortion. The descriptions are basic and cover well-
known phenomena—comb filtering, resonances, and speaker boundaries.
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Some are more theological in nature—and are dependent on your belief in a
particular theory of room design.

Computer software for use in measurement and design of listening
spaces are covered in the next two chapters. Chapter 26, reviews two of the
commercially available software programs that are used to measure room
acoustic metrics. Time domain spectroscopy and maximum length se-
quences are the two techniques used. The types and kinds of measurements
that can be done are described.

Chapter 27 describes another commercially based program which is
also the title of the chapter—Room Optimizer. This program is used to
investigate modal properties of rooms under design and it then optimizes the
room in regard to the placement of sound sources, such as loudspeakers, and
the type and location of acoustic treatment of surfaces within the same.

The final chapter, Desktop Auralization, introduces what auralization
is and how it can be used in the design phase of a room. Heretofore, the only
way to get an idea of how a room sounded before it was built was to use

physical scale models of the room. Now, there are several programs that run
on personal computers.

The appendix contains selected absorption coefficients in octave bands
as well as reference to where the coefficients were found. A glossary of
terms follows. A subject index is at the end of the book.

Master Handbook of Acousticsis a book that many in the Society may
find uneven with some chapters containing many references and some none,
some subjects detailed in lengthy prose and some in a very short manner,
some photographs that are almost historic in nature while some graphics are
modern. It is a comprehensive introductory guide for people who need to
understand what designers and technicians are talking about.

NEIL A. SHAW
Menlo Scientific Acoustics, Inc.,
Topanga, California
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

KEVIN P. SHEPHERD, M.S. 463, NASA Langley Research Center, Hampton, Virginia 23681
WILLIAM THOMPSON, JR., 601 Glenn Road, State College, Pennsylvania 16803
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

6,185,153

43.28.We SYSTEM FOR DETECTING GUNSHOTS

Mark William Hynes and James Lee Cole, assignors to the United
States of America as represented by the Secretary of the Navy

6 February 2001„Class 367Õ124…; filed 19 February 1999

This audio analysis system is designed to detect a gunshot sound
within some reasonable distance of the microphone. The analog circuitry
includes at least one threshold detector, a pulse width detector, and a pulse
counter. If a small number of pulses are detected which exceed a threshold

setting and those pulses have a certain maximum duration and a certain
minimum peak amplitude, then a gunshot event is noted. The output indi-
cation may be a light or alarm, or the unit may be connected to a transmitter
to signal events at a remote location.—DLR

5,943,293

43.30.Yj SEISMIC STREAMER

John Luscombe, Sugarland, Texaset al.
24 August 1999„Class 367Õ20…; filed 24 May 1996

A seismic underwater streamer consists of conventional hydrophone
units housed in an oil-filled flexible tube of polyurethane. Novelty seems to
reside in the method for adjusting the buoyancy of the unit, in improved
tensile load bearing rope elements within the tube, and in the design of the
interconnecting end fittings at each end of the tube.—WT

6,173,613

43.35.Le MEASURING CRACK GROWTH BY
ACOUSTIC EMISSION

Harold L. Dunegan, Laguna Niguel, California
16 January 2001„Class 73Õ587…; filed 31 October 1995

A false-aperture transducer, consisting of a piezoelectric crystal that is
partially mass-loaded by a concentrated mass, is attached to a platelike test
item in which acoustic emissions are to be monitored. The transducer is
constructed and calibrated to be equally sensitive to lower-frequency out-of-
plane waves and to higher-frequency in-plane waves, and its output is sepa-
rated into a lower-frequency and a higher-frequency component via analog
filters. The peak amplitudes of the two components are measured and their
ratio is calculated. This ratio is used to determine crack depth on the basis of
a calibration against a fracture specimen in which crack growth is
simulated.—EEU

6,164,073

43.35.Ud METHOD AND APPARATUS FOR
ADAPTING STEADY FLOW WITH CYCLIC
THERMODYNAMICS

Gregory W. Swift et al., assignors to The Regents of the University
of California

26 December 2000„Class 60Õ721…; filed 18 December 1998

This heat transfer apparatus makes use of standing acoustic waves in a
fluid-filled chamber to enhance the transfer of energy between the fluid and
solid heat exchangers. Fluid passes through the chamber, entering and leav-
ing at pressure nodes, so that no acoustic power is lost at these points. The
heat exchangers and the sound generators are placed near the pressure anti-
nodes for maximum efficiency. The apparatus is claimed to combine the
advantages of both steady flow and oscillatory flow equipment.—EEU

6,182,499

43.35.Zc SYSTEMS AND METHODS FOR
CHARACTERIZATION OF MATERIALS AND
COMBINATORIAL LIBRARIES WITH MECHANICAL
OSCILLATORS

Eric W. McFarland and Leonid Matsiev, assignors to Symyx
Technologies

6 February 2001„Class 73Õ24.06…; filed 9 October 1996

In the context of this patent, a ‘‘library’’ is a large collection of mol-
ecules, typically located in separate regions arrayed on a substrate. These
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molecules, for example, might be semiconductors of many different compo-
sitions. The methods discussed in this patent are intended for the rapid,
automated screening of the molecules, in order to identify those with certain
desired properties. In one embodiment, an ultrasonic detector scans the li-
brary in a raster pattern and provides information on the elastic properties of
the molecules. In another embodiment, the library is placed in a liquid-filled
tank in which acoustic waves are generated, and the library is scanned with
a laser beam. For evaluation of liquid elements, these are placed in contact
with a resonator, whose response is calibrated against standard liquids.—
EEU

6,176,132

43.38.Dv METHOD FOR DETERMINING LIQUID
LEVEL IN A CONTAINER USING AN
ELECTROMAGNETIC ACOUSTIC TRANSDUCER
„EMAT…

Daniel T. MacLauchlan, assignor to BWX Technologies,
Incorporated

23 January 2001„Class 73Õ290 V…; filed 27 July 1995

An electromagnetic transducer is placed near a thin metal wall or thin
metal foil seal at the base of a liquid-filled container. The transducer actuates
the wall or foil so as to launch ultrasonic compressional waves into the
liquid. These waves are reflected from the liquid surface, causing the wall or
foil to vibrate in the magnetic field produced by the transducer. The resulting
voltage induced in the transducer’s eddy current coil is used to determine the
time of flight of the waves in the fluid, and the liquid level is determined
from that time and from the known wave speed in the liquid.—EEU

5,949,741

43.38.Fx DUAL-SECTION PUSH-PULL
UNDERWATER PROJECTOR

Jean C. Piquette, assignor to the United States of America as
represented by the Secretary of the Navy

7 September 1999„Class 367Õ161…; filed 21 December 1998

A rigid cylindrical housing, typically fashioned from stainless steel,
has aperture openings14 and16 on opposite ends. Items18, 20, 22, and24
are electrostrictive annular rings, preferably of lead magnesium niobate or
lead magnesium niobate-lead titanate. Faces40 and 42 of the top- and
bottom-most rings are bounded to the housing to prevent motion of these
two surfaces. The cylindrical faces44 of all four rings are not bonded to the
inner face of the housing but faces46 and 48 of the inner two rings are
bonded to rigid disc26 which is anchored on the housing. Discs28 and30
are, however, free to move. The two internal cavities between plates28, 26,
and 30 are oil filled. The discs of electrostrictive material are electrically

driven in a push-pull mode of operation such that when18 and24 contract,
for example,20 and22 expand so that discs28 and30, which are the actual
radiating faces, flex in opposite vertical directions relative to the position of
the fixed disc26 and thus the net radiation from the two orifices14 and16
is monopolelike. Because the displacement response of these particular elec-
trostrictive materials displays quadratic nonlinearity as a function of charge
~but not voltage! excitation, the projector is to be excited by a constant
current~i.e., charge! source so that the nonlinear responses of the two pairs
of rings will cancel because of the push-pull mode of operation.—WT

6,178,820

43.38.Hz SENSOR FOR MEASURING
ACCELERATION AND SOUND PRESSURE

Kari Kirjavainen et al., assignors to VTT
30 January 2001 „Class 73Õ647…; filed in Finland 20 November

1996

This sensor is intended for measuring sound pressure and acceleration
at essentially the same location, as may be useful for active control appli-
cations. The sensor consists of a platelike base, on which is mounted an
annulus of pressure-sensitive film and a second pressure-sensitive film in the
center of the annulus. Each film comprises flat gas bubbles, has a metal

coating on at least one side, and a permanent electric charge. A mass is
attached atop the film in the center of the annulus, and this entire central
arrangement is enclosed by a cover, so that sound pressure will not affect it.
Thus, the annular film serves as an acoustic pressure sensor, and the central
arrangement serves as an accelerometer.—EEU

6,175,637

43.38.Ja ACOUSTIC TRANSDUCER

Masao Fujihira et al., assignors to Sony Corporation
16 January 2001„Class 381Õ412…; filed in Japan 1 April 1997

This patent relates to an acoustic transducer of the electromagnetic
induction type, such as may be used for loudspeakers or headphones or for
microphones. As in classical loudspeaker designs, two coils are located in a
magnetic gap: one is fastened to a diaphragm, and the other to the structure
that contains the magnetic gap. The novel feature of the configurations de-
scribed in this patent consists of the latter coil being of a flat annular shape.
This is claimed to result in a more sensitive, more compact, and cheaper
design that is capable of handling low frequencies better.—EEU

6,164,137

43.40.Le ELECTROMAGNETIC ACOUSTIC
TRANSDUCER „EMAT… INSPECTION OF TUBES
FOR SURFACE DEFECTS

Jimmy W. Hancock and Daniel T. MacLauchlan, assignors to
McDermott Technology, Incorporated

26 December 2000„Class 73Õ643…; filed 3 February 1999

The EMAT of this patent consists of a housing with a single transmit-
ter and a pair of receivers arranged to fit around part of the circumference of
a tube that is to be inspected. The two receivers are on the same side of the
transmitter, which generates a surface-wave acoustic signal that propagates
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around the circumference in both directions. The signals detected by the two
receivers are different if a surface defect is present under one of the receiv-
ers, but otherwise are substantially the same. Observation of the electrical
signals obtained as the transducer is moved around the tube’s circumference
thus permits one to determine the presence and locations of defects.—EEU

6,170,336

43.40.Yq ELECTROMAGNETIC ACOUSTIC
TRANSDUCER AND METHODS OF DETERMINING
PHYSICAL PROPERTIES OF CYLINDRICAL
BODIES USING AN ELECTROMAGNETIC
ACOUSTIC TRANSDUCER

Ward L. Johnson et al., assignors to the United States of America,
as represented by the Secretary of Commerce

9 January 2001„Class 73Õ643…; filed 2 August 1994

A number of magnets are mounted at evenly spaced intervals around a
circular opening in a housing. Wire coils are mounted in the housing adja-
cent to this opening and near the polar ends of the magnets. Depending on
the orientation of the coils relative to the magnets, introduction of current
into these coils at a given frequency can induce axial, shear, radial, or plane
strain vibrations in a cylindrical test object placed in the opening. Compari-
son of resonance frequencies of the test object, which may be a solid circu-
lar cylinder or in the shape of a tube, to those of a similar standard object
can provide information on its various physical properties, as can observa-
tion of the vibration decay rates.—EEU

6,178,821

43.40.Yq VIBRATION SENSING DEVICE

Sudhir Dattatraya Savkar and Walter Whipple, assignors to
General Electric Company

30 January 2001„Class 73Õ650…; filed 25 January 1999

A strip with a pattern of markings, such as a series of parallel lines, is
made to pass back and forth in front of a sensor. This arrangement is used to
evaluate the relative motion between the object on which the sensor is
mounted and the object to which the strip is attached. The sensors may be of
various types, including those using the Hall effect or optical means, and the
patterns on the strip may be magnetic, optical, etc., compatible with the
sensor. The device described in this patent is applicable to sensing out-of-
balance motions of a piece of equipment such as a washing machine, motor,
or engine.—EEU

6,173,808

43.50.Gf AUTOMOBILE EXHAUST NOISE
SILENCER

Kazushige Maeda et al., assignors to Nissan Motor Company,
Limited

16 January 2001„Class 181Õ254…; filed in Japan 16 May 1996

An automobile muffler consists of inlet7 and exhaust10. There are
two flow paths. At low engine speeds, exhaust gases flow from porous
section 8 into porous section11 and exit. At higher speeds the spring-
controlled valve16 opens, thus creating an additional flow path. The valve

serves to reduce pressure losses and also changes exhaust resonance fre-
quencies in response to increasing engine speeds. Numerous geometrical
variations are described.—KPS

6,188,961

43.60.Rw ACOUSTIC LOGGING APPARATUS AND
METHOD

Batakrishna Mandal, assignor to Hilliburton Energy Services,
Incorporated

13 February 2001„Class 702Õ6…; filed 31 March 1999

The apparatus for well logging described in this patent consists of a
downhole tool that includes a single dipole source~capable of generating an
acoustic signal in a borehole! and receivers at multiple levels. At each level
there are provided four receivers, which may be conventional pressure trans-
ducers, to sense the shear/flexural wave signals that propagate along the
borehole earth formation. A computer interpolates the pressure fields be-
tween receivers and performs cross-component decomposition on these
fields to determine the shear wave orientation and velocity, from which
information one may determine transit time anisotropy, energy anisotropy,
and slowness anisotropy.—EEU

6,193,751

43.70.Aj TRACHEOSTOMA VALVE WITH SPRING-
LOADED PISTON

Mark I. Singer, Tiburon, California
27 February 2001„Class 623Õ9…; filed 2 November 1998

This cylindrical valve attaches to the outside of the stoma, or hole, cut
into the patient’s airway to allow breathing. The valve normally rests in a
central opened position under a light spring pressure. The valve remains
open during normal breathing, but is pushed against the outer end, closing
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off the air passage, when the patient exhales strongly as when speaking. This
allows lung air to be used to produce speech, perhaps using an esophageal
passage if necessary. Item26 in the figure is a typical prosthesis which lets
lung air pass into the pharynx, allowing a more normal way of speaking than
that produced by esophageal air.—DLR

6,192,135

43.70.Dn DEARTICULATOR

Donald S. Monopoli, Melbourne, Florida
20 February 2001„Class 381Õ95…; filed 18 November 1997

It is well known that listening to a delayed version of one’s own
speech causes severe disruption in speaking ability. This device makes that
effect available to general audiences, such as in the home, at a party, or in a
bar. Ideally, a group of users would be seated around a table, at least one of
whom wears a headset with a microphone boom. Others hear the speaker’s

voice, either on headphones or on a loudspeaker. The device incorporates a
delay of 0.5 s from the speaker’s microphone to the audio output. Alternate
arrangements include a video camera to record the speaker’s stumbling
speech, public presentations of the effect, and coin-operated booths featur-
ing the device.—DLR

6,190,173

43.71.Ky METHOD AND APPARATUS FOR
TRAINING OF AUDITORY ÕVISUAL DISCRIMINATION
USING TARGET AND DISTRACTOR
PHONEMESÕGRAPHICS

William M. Jenkins et al., assignors to Scientific Learning
Corporation

20 February 2001„Class 434Õ169…; filed 17 December 1997

This speech perception training device is intended for persons who
suffer from a deficiency in the auditory transition detection capability known
as specific language impairment. A target sound is first presented, along with
appropriate graphical displays, such as a picture involving the sound in a
prominent way. A randomized sequence of sounds is then presented and the
subject must identify the target sound as it occurs in the randomized se-

quence of distractor sounds. Initially, the speech waveforms are processed in
a way which slows the rate of transition of critical frequency shifts. As the
subject improves in the ability to identify the target sound, the degree of rate
slowing is reduced until, eventually, the phonetic output will match that of
normal speech as seen in curve502.—DLR

6,188,979

43.72.Ar METHOD AND APPARATUS FOR
ESTIMATING THE FUNDAMENTAL FREQUENCY
OF A SIGNAL

James Patrick Ashley, assignor to Motorola, Incorporated
13 February 2001„Class 704Õ205…; filed 28 May 1998

This speech pitch analyzer forms an initial integer-sample-period pitch
estimate based on an autocorrelation of the linear prediction residual. This
so-called ‘‘lag estimate’’ is used to drive a number of harmonic analyzers.
These analyzers take the form of second-order filters tuned to frequencies
close to the pitch estimate. Analyzing the phase of the filter outputs provides
a sensitive measure of whether each filter tuning is above or below the
actual fundamental period.—DLR

6,188,981

43.72.Ar METHOD AND APPARATUS FOR
DETECTING VOICE ACTIVITY IN A SPEECH SIGNAL

Adil Benyassine and Eyal Shlomot, assignors to Conexant
Systems, Incorporated

13 February 2001„Class 704Õ233…; filed 18 September 1998

This speech presence detector, designed to discriminate between
speech and silence, is referred to here as either a ‘‘voice activity detector’’ or
a ‘‘voicing detector,’’ both clearly inappropriate choices of terms. The sys-
tem performs a linear prediction analysis followed by line spectral fre-
quency extraction and also measures energy, pitch gain, and pitch lag. All of
these parameters are exponentially smoothed and a decision tree then ex-
tracts an initial speech-presence decision. The frame-by-frame value of that
decision is then itself smoothed and several time interval counts are con-
sulted to determine the final speech-presence result.—DLR
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6,185,528

43.72.Bs METHOD OF AND A DEVICE FOR
SPEECH RECOGNITION EMPLOYING NEURAL
NETWORK AND MARKOV MODEL RECOGNITION
TECHNIQUES

Luciano Fissore et al., assignors to CSELT—Centro Studi e
Laboratori Telecomunicazioni S.p.A.

6 February 2001„Class 704Õ232…; filed in Italy 7 May 1998

This speech recognition system uses a combination of Markov models
~HMMs! and neural networks~ANNs! to recognize isolated words from a
large vocabulary. An initial pass with the ANN identifies a list of possible
candidate words. These portions of the input speech are then further ana-
lyzed by the HMM recognizer to obtain more accurate best likelihood scores
for the candidate items. The list of candidates is then sorted according to the
combined ANN and HMM scores to produce a final list of recognized
words. No specific acoustic analysis method is identified for use with the
patented system.—DLR

6,192,342

43.72.Fx AUTOMATED CAMERA AIMING FOR
IDENTIFIED TALKERS

Adam Akst, assignor to VTEL Corporation
20 February 2001„Class 704Õ275…; filed 17 November 1998

A continuing problem during video conferences is how to point the
cameras, that is, which video images should be transmitted. The patent states
that camera settings, such as aiming, focus, etc., are typically adjusted dur-
ing a conference setup period, reducing the on-line decision to one of cam-
era selection. As described here, that task would be done by a speaker
recognition system. Several issues not addressed here include the time re-
quired to switch camera pointing, what happens when one speaker interrupts
another, and why direct acoustic clues, perhaps which mic line is active,
would not be a better source of the needed information.—DLR

6,192,335

43.72.Gy ADAPTIVE COMBINING OF MULTI-MODE
CODING FOR VOICED SPEECH AND NOISE-
LIKE SIGNALS

Erik Ekudden and Roar Hagen, assignors to Telefonaktiebolaget
LM Ericsson „publ…

20 February 2001„Class 704Õ223…; filed 1 September 1998

This patent presents a modification to the standardized CELP vocoder
intended to improve performance for nonspeech sounds while maintaining
high-quality, low-bit-rate coding for speech signals. The basic change is the
use of spectral and waveform matching to replace the standard perceptually
weighted linear prediction spectrum matching. A waveform match distortion
figure and a corresponding energy match distortion figure are combined into
a single, weighted distortion measure. The relative weighting of the two
factors can thus be adjusted gradually to create a smooth transition between
the different match criteria.—DLR

6,192,344

43.72.Ja MESSAGING SERVER LANGUAGE
CONFIGURATION METHOD AND APPARATUS

Scott Lee et al., assignors to Altigen Communications,
Incorporated

20 February 2001„Class 704Õ277…; filed 16 December 1998

A multi-language speech or text synthesis system is described in which
tables of language-specific structure are processed to generate output in the
language of choice. The language tables include syntactic structure, passage

tables, and property tables. Although not entirely clear, it appears that any
application software which used the system would need to produce all of its
output in the form of codes for language table access. A separate setup
instruction would specify which set of tables to use. The program’s output
would then be generated in the selected language. Some very brief examples
are given as to how the tables might be structured for some specific
languages.—DLR

6,185,527

43.72.Ne SYSTEM AND METHOD FOR AUTOMATIC
AUDIO CONTENT ANALYSIS FOR WORD
SPOTTING, INDEXING, CLASSIFICATION AND
RETRIEVAL

Dragutin Petkovic et al., assignors to International Business
Machines Corporation

6 February 2001„Class 704Õ231…; filed 19 January 1999

This audio analysis system is intended as a sort of preprocessor for a
word-spotting application. The audio signal is scanned for silence intervals
and, on that basis, divided into segments which include at least one audio
event. Selected band zero crossing and energy measures are collected from
the segment. Based on these and various derived measures, such as spectral
energy concentration, the audio activity is classified as speech, music, or a
combination of those. Speech activity is further characterized by the patterns
of spectral changes to determine ‘‘interesting events,’’ such as emphasis,
hesitations, conclusions, and regions of interest for further recognition
analysis.—DLR

6,185,529

43.72.Ne SPEECH RECOGNITION AIDED BY
LATERAL PROFILE IMAGE

Chengjun Julian Chen et al., assignors to International Business
Machines Corporation

6 February 2001„Class 704Õ251…; filed 14 September 1998

This head-mounted device contains a video camera105 and a mirror
103, which provide a real-time side view of the lips as additional input to
improve the performance of a speech recognition system, particularly in a
high-noise environment. Depending on the lighting situation, the camera
may detect visible or infra-red light from a light source. The lateral profile

image is analyzed to determine lip shape, separation, protrusion, and pos-
sible appearances of the tongue tip or the lower teeth. The patent describes
the extraction of several such image features. These features are used along
with the normal acoustic features to train the speech recognition system.—
DLR
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6,185,530

43.72.Ne APPARATUS AND METHODS FOR
IDENTIFYING POTENTIAL ACOUSTIC
CONFUSIBILITY AMONG WORDS IN A SPEECH
RECOGNITION SYSTEM

Abraham Ittycheriah and Stephane H. Maes, assignors to
International Business Machines Corporation

6 February 2001„Class 704Õ255…; filed 14 August 1998

Even though this patent lists 17 other speech patents as references, the
background and summary sections are written as if the idea was new to
these authors. The problem of detecting similarity between new words to be
added and existing vocabulary items is as old as isolated word recognition.
The method covered here seems to be based on comparisons of the HMM
probability distributions corresponding to the phonetic symbols of the new
and existing items.—DLR

6,185,535

43.72.Ne VOICE CONTROL OF A USER INTERFACE
TO SERVICE APPLICATIONS

Jan Hedin and Bernhard Meier, assignors to Telefonaktiebolaget
LM Ericsson „publ…

6 February 2001„Class 704Õ270…; filed 16 October 1998

This two-part speech recognition system is organized for use in a
wireless device, which typically has less available processing power than a
base station. A low-power part of the recognizer, running in the wireless
device is able to recognize terminal functions and predefined markup lan-
guage~WML ! phrases. The latter may be forwarded to the remote server in
the form of text. Other portions of the audio input are encoded and for-
warded to the server, where they are processed by a more powerful part of
the recognition system. This applies particularly to application-specific
phrases. The server computer may also be used to generate speech output,
which is passed to the wireless device in encoded form, where it may be
played over the loudspeaker.—DLR

6,185,537

43.72.Ne HANDS-FREE AUDIO MEMO SYSTEM
AND METHOD

Stephen S. Oh and Stephen Ira Popik, assignors to Texas
Instruments Incorporated

6 February 2001„Class 704Õ275…; filed 3 December 1996

This speech recording device uses voice controls to start and stop
recording. A voice-activated controller unit is connected as needed to start
and stop collection of compressed speech, to activate voice feedback to the
user, and optionally to operate voice mail or telephone functions. Intended
applications include use in an automobile, allowing completely hands-free
operation.—DLR

6,188,976

43.72.Ne APPARATUS AND METHOD FOR
BUILDING DOMAIN-SPECIFIC LANGUAGE
MODELS

Ganesh N. Ramaswamyet al., assignors to International Business
Machines Corporation

13 February 2001„Class 704Õ9…; filed 23 October 1998

This patent can reasonably be paraphrased by saying that the recogni-
tion system language model builder begins with a small domain-specific
seed model and a larger corpus of items from the language and from these,
constructs a larger domain-specific model. The new model is evaluated and,
if it is found to be inadequate, the process repeats. The details of how it all

works are omitted, making reference to various public domain materials.—
DLR

6,188,982

43.72.Ne ON-LINE BACKGROUND NOISE
ADAPTATION OF PARALLEL MODEL
COMBINATION HMM WITH DISCRIMINATIVE
LEARNING USING WEIGHTED HMM FOR NOISY
SPEECH RECOGNITION

Tung-Hui Chiang, assignor to Industrial Technology Research
Institute

13 February 2001„Class 704Õ256…; filed 1 December 1997

This two-stage speech recognition model builder adapts a clean-speech
model for better performance in a noisy environment. In the first stage, as
each training item is processed, the clean-speech HMM parameters are
adapted by estimating the noise component in the cepstral domain. This is
done by subtracting the clean-model cepstral data for frames of the training
item from the actual training item cepstral data. The noise adapted model is
passed to the second stage, where a risk function is computed based on the
differences between HMM parameters for the most confusable pairs of train-
ing items. Final HMM parameters are obtained by adjusting the adapted
HMM models so as to decrease the confusability risk.—DLR

6,188,986

43.72.Ne VOICE ACTIVATED SWITCH METHOD
AND APPARATUS

Richard Matulich and Allan Ligi, assignors to VOS Systems,
Incorporated

13 February 2001„Class 704Õ275…; filed 2 January 1998

This device-embedded speech recognition system includes both
speaker-dependent and speaker-independent recognition modes. The device
will recognize a vocabulary of three or four words, either in preprogrammed
~factory! independent mode or in user-programmable dependent mode. De-
signed in the form of a wall plate to replace either a wall switch or a power
receptacle, the device includes a microphone jack and a rf receiver for a
remote microphone. Device controls, such as user vocabulary training, are
entered by touching a pad on the unit and speaking, while watching a front-
panel LED and receiving voice feedback from the device.—DLR

6,192,337

43.72.Ne APPARATUS AND METHODS FOR
REJECTING CONFUSIBLE WORDS DURING
TRAINING ASSOCIATED WITH A SPEECH
RECOGNITION SYSTEM

Abraham Ittycheriah and Stephane H. Maes, assignors to
International Business Machines Corporation

20 February 2001„Class 704Õ231…; filed 14 August 1998

This patent is a minor variation of United States Patent 6,185,530 by
the same authors and reviewed above. Referring to one of the oldest prob-
lems in speech recognition, that of detecting when a new item would be
confused with an existing item, the patent text states that conventional train-
ing approaches were unable to identify items from the existing vocabulary
that were acoustically similar to the uttered word. The methods described
are the same as those in the related patent.—DLR
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6,192,338

43.72.Ne NATURAL LANGUAGE KNOWLEDGE
SERVERS AS NETWORK RESOURCES

Edward Dennis Hasztoet al., assignors to AT&T Corporation
20 February 2001„Class 704Õ257…; filed 12 August 1997

This patent describes a voice interface to a network database system,
such as an on-line airline reservation system. The primary server performs
speech recognition of the user’s speech input. Access to information pro-
vided by a database server allows more accurate recognition. The most
likely text form of the input is sent to the database server, which contains the

information system as well as software for query semantics analysis and
translation. Query responses in text form are sent back to the primary server
where they are converted to speech and sent on to the user. The arrangement
allows user access to the system from an ordinary telephone.—DLR

6,192,339

43.72.Ne MECHANISM FOR MANAGING MULTIPLE
SPEECH APPLICATIONS

Cory W. Cox, assignor to Intel Corporation
20 February 2001„Class 704Õ270…; filed 4 November 1998

What is patented here is the idea that a common set of user and soft-
ware developer interface standards would result in a more efficient, user-
friendly voice controlled computer system. Of course, the software devel-

opers would have to agree that this particular set of standards was worth
their effort to build applications which conformed to the standard. Assuming
that happened, then the end user would presumably benefit by the ability to
control many applications in a uniform manner. The patent offers a few
examples of what the user and developer interactions might be like using
such a set of standards.—DLR

6,192,343

43.72.Ne SPEECH COMMAND INPUT
RECOGNITION SYSTEM FOR INTERACTIVE
COMPUTER DISPLAY WITH TERM WEIGHTING
MEANS USED IN INTERPRETING POTENTIAL
COMMANDS FROM RELEVANT SPEECH TERMS

Scott Anthony Morgan et al., assignors to International Business
Machines Corporation

20 February 2001„Class 704Õ275…; filed 17 December 1998

This interactive voice-operated computer control system maintains
lists of possible user utterances and their probability of being spoken at any
moment as determined by the current state of the computer. The speech
recognition system goes beyond this, however, by producing visual displays
which guide the user and, almost as a side effect, inform the user of the
current set of most probable items. The latter information is not explicit in
the form of lists and such, but rather in the form of useful cues to the
functions available for the presumed user’s task as predicted by the com-
puter state analysis. Such cues indirectly inform the user of the current state
of the speech recognition system, making the system and the user more
aware of each other.—DLR

6,012,779

43.80.Vj THIN FILM ACOUSTIC ARRAY

Richard F. Morris, assignor to Lunar Corporation
11 January 2000„Class 300Õ459…; filed 4 February 1997

An acoustic transducer array for assessing, in particular, the bone den-
sity of a human heel consists of a planar sheet of PVDF with multiple small
square electrodes arranged in a grid format thereby establishing a large
rectangular set of transducers. Polarization is presumably accomplished after
the electrode pattern is established so that the interstitial areas are not po-
larized. Since time of flight from a source to each transducer is proportional
to the density of the intervening material, a density profile can be made of an
insonified foot placed between the source and this array.—WT
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Remarks about the depth resolution of heterodyne
interferometers in cochlear investigationsa)

Ernst Dalhoff,b) Ralf Gärtner, Hans-Peter Zenner, Hans J. Tiziani, and
Anthony W. Gummer
University of Tu¨bingen, Department of Otolaryngology, Section for Physiological Acoustics and
Communication, Silcherstrasse 5, 72076 Tu¨bingen, Germany

~Received 26 April 2001; revised 19 July 2001; accepted 27 July 2001!

Criteria of depth resolution of interferometric vibration measurements in the cochlea are discussed.
Depending on the aim of the measurement, attention should be directed to the outer flank of the
interference visibility curve, in contrast to the usual criterion of full width at half maximum. The
depth at 30 dB suppression is proposed as a more appropriate criterion, when the measurement site
is to be viewed through tissue. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1404975#

PACS numbers: 43.64.Kc@LHC#

Growing understanding of cochlear mechanics has
drawn attention to vibration modes belonging to sections of
the cochlear partition that lie at different distances from the
focal plane of the imaging microscope. The possibility of the
occurrence of such modes, different with respect to ampli-
tude and phase, poses a problem for the interpretation of
interferometric vibration measurements performed without
introducing reflective targets, such as microbeads. Several
authors have used a criterion of depth resolution as an indi-
cator of the quality of the optical sectioning~Khanna and
Koester, 1989; Cooper, 1999!, in a similar fashion as that
commonly used in describing image formation. Recently,
Ren and Nuttall~2001! questioned the meaning of the crite-
rion when interpreting cochlear vibration measurements.
They showed that an object far out of the focus depth of the
microscope objective could produce a processable signal.
This letter evaluates common criteria of depth resolution of
interferometeric vibration measurements and discusses their
implications for applications in the cochlea.

One of the first definitions of resolution is due to Lord
Rayleigh ~1879!. Two point images of equal intensity are
said to be just spatially resolved if the principal maximum of
the intensity distribution of the one image coincides with the
first minimum of the other. The diffraction~or so-called
‘‘Airy’’ ! pattern of the incoherently, uniformly illuminated
imaging apertures that he considered, is given by (J1(x)/x)2,
whereJ1 is the first-order Bessel function of the first kind.
The pattern shows a first minimum atx51.22p. The total
intensity midway between the two point images falls to 0.74
of the maximum value@Fig. 1~A!#. Another criterion is the
full width at half maximum~FWHM!. Obviously, one can
give a relation between FWHM of the Airy function and the
Rayleigh resolution. Moreover, other criteria for spatial reso-
lution are possible and in many applications the exact crite-
rion chosen is irrelevant. However, in some applications it
can be critical, particularly when the intensities of the two
objects are considerably different. For example, the question

whether two stars are resolvable is known to depend not only
on the intensity ratio but also on the signal-to-noise ratio
~SNR! of the measurement and ona priori knowledge of the
objects. If one assumes, for example, that a star is generally
an ideal point source, a weak star can be resolved as a faint
bulge on the intensity profile of the bright one, provided the
SNR is sufficient@Fig. 1~B!#.

For heterodyne interferometry, it is known that the beat
signal power, as well as the SNR, are directly proportional to
the reflected object light power~omitting for the moment the
mixing efficiency!. Therefore, to a first approximation the
depth resolution of the heterodyne interferometer is the same
as the depth of focus of the image. If the FWHM of the
carrier power1 is used as the criterion for depth resolution,
then one would conclude that an ‘‘unwanted’’ reflection of a
surface spaced half of the FWHM from the image plane pro-
duces an unwanted signal of 1/& relative amplitude, and
unknown phase difference, adding vectorially to the image
plane signal, provided the reflected light power of the two
surfaces is identical. Therefore, the unwanted contribution
yields a maximum amplitude error of210.7 dB and a maxi-
mum phase error of635.3°. This is certainly not acceptable,
and since the shape of the function of carrier voltage ampli-
tude versus defocusing depends on the exact arrangement of
the interferometer, a more detailed analysis is required. The
unwanted contribution here is analogous to the second Airy
distribution in the case of imaging. The fact that, in the case
of only one object surface, the interferometrically measured
vibration is recordable at depths far beyond the FWHM with-
out major change of amplitude and phase indicates nothing
else than high dynamic range of the apparatus~Ren and Nut-
tall, 2001!. However, contrary to the assertion in Ren and
Nuttall ~2001!, this finding does not detract from the validity
of the usual definitions of depth resolution, provided they are
applied in the context of the underlying assumptions.

The heterodyne signal voltage,u, of the photodetector is

u}mAPoPr cos~2p~ f ht2w!!, ~1!

wherePo , Pr is the optical power at the detector of object
and reference light, respectively,m the mixing efficiency~a
measure of wavefront match, also called relative interference

a!Published as Letter to the Editor.
b!Author to whom correspondence should be addressed; electronic mail:

ernst.dalhoff@uni-tuebingen.de
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amplitude!, f h the heterodyne frequency, andw the differ-
ence phase of the two interfering fields.Po , m, andw de-
pend on the object distance,z.

The object light power depends on the nominal intensity
reflection coefficient of the object, its roughness, the absorp-
tion of the traversed tissues, and the confocal suppression at
a distance,z, from the focal plane, denoted asV(z). For
further discussion, all of these parameters except the confo-
cal suppressionV(z) can be collectively given as the effec-
tive reflectivity r . Here, we present two alternative ap-
proaches to obtain an estimate of the depth response. The
depth response for a confocal microscope with moderate nu-
merical aperture can be written as~cf. Wilson, 1990!

V~z!5S sin~Z!

Z D 2

, with Z5p~N.A.!2z/nl ~2!

wheren is the refractive index of the intervening medium
and l is the wavelength in air.2 The numerical aperture is
defined asN.A.5n sina, wherea is the angular aperture of
the imaging lens, or the 1/e2-divergence of a Gaussian beam,
if it does not fill the aperture of the lens completely. A dif-
ferent approach is required if the focus is imaged onto the
core of a monomode fiber, as in the interferometer developed
by our own group. In this case, the monomode fiber acts as
the confocal pinhole, and the coupling efficiency and hence
the confocal depth response take the form~cf. Marcuse,
1977!

V~z!5
4~4Z211!

~4Z212!214Z2,

with Z5p~N.A.!2z/n2nl, ~3!

wheren2 is the refractive index of the fiber cladding.3

Consider now the situation at the basilar membrane
~BM!. Two major concerns arise:~i! is a measurement made
on the BM affected by reflections from tissue located behind
the object plane? and~ii ! could vibration measurements be
made from such remote sites, if it were possible to focus on
them? In the absence of any experimental data, assume that
the reflectivity of the BM seen from the scala tympani side is
similar to that of the cuticular plate from the scala vestibuli
side. Let us for the moment assume that as the wavefront is
being distorted when transversing the structures of the co-
chlea, the effective reflectivity of the second reflecting plane
is reduced by a factor of 20. Then, in case~i!, we obtain a
maximum phase error of69.0° at a distance corresponding
to half of the FWHM, and a maximum amplitude error of
21.5 dB. On the other hand, to focus through the tissues on
more remote structures, which corresponds to case~ii !, using
the same factor of 20 a confocal suppression of 29 dB is
required to achieve the same maximum phase error. Conse-
quently, in this case defocus values at large depth suppres-
sion (>30 dB) should be considered. Of course, the assump-
tion of a factor of 20 seems acceptable only in case~ii !,
where we obtain 30-dB distances of some 50mm ~Fig. 2!,
where scattering, wavefront distortion, and absorption for the
double passage of the light could sum to such a value. This
rather arbitrary example serves to illustrate the importance of
the sequence of object and second reflecting plane, when
there is a considerable attenuation between them.

As a first example, consider the heterodyne interferom-
eter reported by Cooper~1999!. It shows the general behav-
ior of an on-axis confocal arrangement, even without pin-
holes, because only if the object is in the focal plane does the
wavefront of the reflected signal, as well as its extent, match
the reference wave. Using Eqs.~2! and ~3!, we find that the
theoretical depth responses coincide with the experimental
result of Cooper@Fig. 2~A!#, provided N.A.50.25 andn
51.0. The experimental curve suggests that structures more
than about 20mm behind the focal plane are not likely to
introduce large phase errors~,613°, if effective reflectivity
is the same for both planes!. On the other hand, the 30-dB
confocal suppression appears about 100mm away from the
focal plane, so that focusing through the cochlear partition
might be impossible to achieve.

As a second example, consider the low-coherence fiber
heterodyne interferometer developed by Dalhoffet al.
~1998!. The N.A. of the Gaussian beam~1/e2-definition! is
0.14. Figure 2~B! shows the square root of the reflected ob-
ject light together with the heterodyne signal amplitude as a
function of defocus. Measurements were made from a mirror
under water. For this interferometer the interference signal is
additionally suppressed due to the short coherence length of
the multimode laser diode as the plane comes out of focus.
We see that on the outer flank the depth response declines
much steeper than in Fig. 2~A! ~30 dB at260mm defocus,
corresponding to the case of reflections in the foreground

FIG. 1. Resolution criterion of Rayleigh.~A! Normalized intensity distribu-
tion of an Airy pattern~solid line!, Airy intensity distribution shifted by
1.22p ~dotted line!, and superposition of the two Airy distributions placed
according to the Rayleigh criterion~dashed line!. ~B! Superposition of two
Airy distributions according to the Rayleigh criterion, but the right-hand one
reduced in intensity to 1/10.

1726 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Dalhoff et al.: Letters to the Editor



when focusing through tissues to a more remote site!, al-
though the FWHM~27 mm! is considerably broader than in
Cooper~1999! ~16 mm with respect to carrier power! or than
in Khanna and Koester~1989! ~9–22 mm, depending on
slight tilt of the mirror!. The suppression due to the coher-
ence properties of the laser is given by the squared magni-
tude of the autocorrelation function of the electromagnetic
field which is related to the spectral distribution~Born and
Wolf, 1975!

V~z!5expS 2
z2

1.44zHWHM
2 D

with zHWHM5
l2

1.44npDlHWHM
, ~4!

whereDlHWHM52.3 nm is half width at half maximum of
the emission spectrum of the laser diode~Dalhoff et al.,
1998!. Here, only the envelope of the emission spectrum is
considered, neglecting effects due to multiple longitudinal
modes. The confocal arrangement chosen by Khanna and

Koester ~1989!, with geometrically separated transmission
and receiving optics, yields a suppression on a plane mirror
of 30 dB atz5268 to 292mm with N.A.50.35, depend-
ing on the tilt of the mirror (62°).4

The foregoing applies to other interferometric arrange-
ments~homodyne phase modulation!, where interference sig-
nal power is proportional to object light power. It applies as
well to the case of self-mixing interferometry as used by
Kössl and Russell~1995! and Beardenet al. ~1993!, where
weak feedback is used, so that the relationship between laser
intensity and effective object reflectivity is linear@cf. Eq. ~3!
in Wang et al., 1993#. In these cases, only those unwanted
reflections that are in quadrature will introduce an error; the
error can also be estimated with the confocal equations~2!
and ~3!.

In conclusion, there is too little quantitativea priori op-
tical information to substantiate the assessment of possible
measurement errors of interferometric methods applied to the
cochlea. Nevertheless, it is seen that with some guesswork it
is instructive to assess which properties of the interferometric
setups deserve special attention. Moreover, it would be
worthwhile investigating the optical properties of the co-
chlea, for example, surface microshape and multiple scatter-
ing.
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1We prefer here a FWHM definition with respect to carrier power rather than
detector voltage amplitude, since this is consistent with a 3-dB drop of the
carrier as well as of the reflected object light power reaching the detector.

2This equation was developed originally for the incoherently illuminated
confocal microscope. It is also an approximation for the case of the hetero-
dyne interferometer, provided the focal plane of the microscope/
interferometer is conjugated to the detector plane; this requires that the
reference light be focused onto the detector. In this case, only object light
coming from the plane mirror lying in the focal plane will contribute maxi-
mally to the interference signal. In the case of defocus, the object light spot
blurs on the detector, and part of the light not matching the reference light
spot is shed.~Although this increases the noise level, it can be neglected
because the object light level in cochlear measurements is always much less
than the reference light level.! The reference light spot is said to ‘‘act like
a synthetic pinhole’’~cf. Wilson, 1990, p. 399!. Since we define the depth
suppression using the heterodyne carrier signal power rather than its volt-
age, the depth suppression is proportional to the amount of object light
overlapping the reference light and Eq.~2!, which characterizes the amount
of incoherent light passing through a confocal pinhole, applies without
change. Note that Eq.~2! is a rough estimate even in the case of incoherent
illumination because the details of the depth response depend on several
factors, one of them being the aberrations of the microscope optics. For the
case of coherent illumination for interferometric measurements, an addi-
tional suppression appears due to the changing curvature of the phase front
of the object light. However, it can be shown that this effect does not
change the depth response considerably.

3Provided theN.A. is moderate (<0.25), the mode field diameter of the
fiber in the original equation~Marcuse, 1977! can be substituted by
l/(pN.A.). Since a beam coupled into a monomode fiber matches per-
fectly to the reference light field coupled into the same fiber, this formula
takes the changing curvature of the defocused object light field into ac-
count. Note that in the limit of large defocus, the envelope of Eq.~2! equals
Eq. ~1!.

FIG. 2. ~A! Theoretical depth response for the interferometer used by Coo-
per ~1999! with N.A.50.25,l5633 nm,n51, n251, using Eqs.~2! ~solid
line! and ~3! ~dashed line!, compared with his experimental data~open
circles!. Note the close correspondence between the two theoretical curves.
~B! Theoretical and experimental depth response for the low-coherence fiber
heterodyne interferometer developed by Dalhoffet al. ~1998!. Experimental
value of the square root of the object light power coupled into the fiber
~triangles!. Theoretical value of the detector voltage signal~solid line! com-
pared with measured values~circles!. The detector voltage depends pre-
dominantly on the coherence properties of the laser diode. Open circles and
triangles: object out of focus toward shorter distances; full circles and tri-
angles: out of focus toward longer distances. Note that when comparing data
and figures with the original publications, our definition of FWHM refers to
heterodyne carrier signal power rather than to its voltage. Arrows indicate
relative amplitudes at half of the full width at half maximum~open arrow!
and at 30-dB suppression~closed arrow!.
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4This divided aperture confocal arrangement is a very interesting setup,
which can achieve even higher depth suppression, when numerical aper-
tures around 0.5 are used~Khannaet al., 1996!. The principal difference to
the in-line arrangement is that when considering only geometrical optics
the illuminating cone of light separates completely from the receiving cone
behind a certain, relatively small amount of defocus. Thus, it is claimed by
Koesteret al. ~1989! that for larger defocus values, reflected object light
can not directly enter the receiving aperture, so that the difference between
the theoretically predicted and the experimentally measured depth re-
sponses is due to stray light. This is not strictly true because diffraction
prevents the illuminated area at any possible object plane from having
sharp boundaries. Nevertheless, using a coarse estimate with a rectangular
aperture model, we have come to the conclusion that indeed stray light
must dominate in all experimentally obtained depth responses known to us.
Apart from such considerations, this arrangement is very effective, and a
combination with a low-coherence light source appears to give the highest
suppression.
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The Mongolian gerbil is a small rodent with human-like absolute auditory sensitivity in the speech
range below 4 kHz. Here, gerbil ‘‘speech DLs’’~difference limens! are measured along several
synthetic speech continua and compared with human data. Results show that gerbils are similar to
humans in that they discriminate ‘‘within-category’’ information more easily for vowels than for
consonants. However, gerbils are less sensitive to all the speech stimuli, with DLs about 2–3 times
higher. Interestingly, gerbil speech DLs are not accurately predicted by their pure-tone frequency
DL, which is 36 times that of the human at 1 kHz. Thus, gerbils are actually much more similar to
humans in speech sound discrimination than in pure-tone discrimination. It is concluded that the
gerbil offers a promising ‘‘small-mammal’’ model for the processing of spectral cues in human
speech sounds. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1398055#

PACS numbers: 43.66.Fe, 43.66.Gf, 43.71.Es@MRL#

I. INTRODUCTION

The Mongolian gerbil ~Meriones unguiculatus! is a
small rodent with human-like absolute auditory sensitivity in
the speech range below 4 kHz~Ryan, 1976; Sinnottet al.,
1997!. Thus, gerbil hearing is quite distinct from that of other
small rodents such as mice and rats, which hear mainly high
frequencies ~Fay, 1988!. Largely because of this low-
frequency specialization, gerbils have become favorite
‘‘small-mammal’’ models for auditory anatomy and physiol-
ogy research and have produced a wealth of data too numer-
ous to reference here. However, gerbilpsychoacoustic ca-
pacities are relatively unknown. Gerbils have been
systematically studied only for absolute auditory thresholds
~Ryan, 1976; Sinnottet al., 1997!, sound localization~Hef-
fner and Heffner, 1988!, and pure-tone frequency and inten-
sity discrimination ~Sinnott et al., 1992!. The goal of the
present study is to help correct this imbalance between the
vast amount of gerbil auditory anatomical and physiological
data, on the one hand, and the relative scarcity of gerbil
psychoacoustic data, on the other.

An important question in exploring a potential animal
model for human hearing is: What stimuli are most relevant
to investigate? Beginning in the late 1970’s, many prominent
auditory physiologists began to use complex human speech
sounds, rather than simple tones and noises~e.g., Sachs and
Young, 1979; Young and Sachs, 1979!. Following this ever-
growing trend, we also choose to use speech sounds to ex-
plore gerbil psychoacoustic sensitivity. As many data already
exist for human and monkey speech sound discrimination
~Sinnott, 1994!, the gerbil can easily be put into a compara-
tive perspective using speech stimuli.

How does the processing of speech sounds relate to
simple pure-tone resolution? A superficial examination of

gerbil pure-tone frequency DLs~difference limens! might
lead one to infer that the gerbil has a very poor capacity to
discriminate the spectral cues in human speech. For example,
the gerbil DL at 1 kHz is 108 Hz, or 36 times that of the
human~Sinnottet al., 1992!. However, evidence is emerging
from comparative psychoacoustics that animal pure-tone fre-
quency DLs do not reflect their true resolution for speech
sounds: The monkey, for example, is much closer to the hu-
man in discrimination of speech sounds compared to pure
tones ~Sinnott, 1994!. This striking mismatch between the
monkey’s ability to discriminate frequency differences in
pure tones versus speech sounds leads us to ask if the gerbil
will also perform relatively better on speech sounds com-
pared to simple pure tones. In this study we measure gerbil
‘‘speech DLs’’ along several synthetic continua differentiat-
ing vowel, liquid-, and stop-consonant contrasts, and compare
them with human data, in order to assess both qualitative and
quantitative differences in sensitivity.

II. METHOD

Twenty-five gerbils~10 females and 15 males aged 1–2
years old! participated in either vowel (n59), liquid (n
58), or stop-consonant (n58) conditions~see below!. All
gerbils were third- or fourth-generation offspring of three
‘‘wild’’ gerbil pairs obtained from the Tuva Research Insti-
tute in Russia, via the University of California at Davis in
1990. This wild strain is distinct from the more widely used
domestic ‘‘Tumblebrook Farms’’ strain that originates from
six gerbil pairs imported to the USA from Japan in 1950
~Thiessen and Yahr, 1977!. According to McGinn and Faddis
~1998!, the wild strain is not marked with serious cochlear
nucleus degeneration compared to the domestic strain. Dur-
ing testing, our gerbils were typically maintained at 90% of
their free-feeding weights~about 60–80 g for females,
70–90 g for males!. All animal care and experimental proce-
dures were approved by the Animal Care and Use Committee
of the University of South Alabama.

a!Published as Letter to the Editor.
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Testing was conducted inside a double-walled IAC
booth lined with acoustic foam~see Sinnott, 1995; Sinnott
et al., 1997!. Briefly, gerbils were tested in wire cage (20
320320 cm) containing a cue light, a food cup, a platform
with an embedded photobeam emitter, and a sensor mounted
above the platform that sensed when the gerbil was on and
off the platform. The stimulus system consisted of a 16-bit
D/A converter, a low-pass filter~8 kHz!, a programmable
attenuator~all made by Tucker-Davis Technologies!, and an
amplifier ~NAD!. A loudspeaker~Genesis! was located in the
corner of the booth, 84 cm from the cage.

Stimuli were synthesized using the Computerized
Speech Research Environment~AVAAZ Innovations, On-
tario, Canada!. All stimuli were 300-ms long, with anF0
that began at 125 Hz and decreased linearly to 100 Hz at the
end of the stimulus. All stimuli used the default bandwidths
(F1550, F2570, andF35110 Hz! and the cascade branch
to automatically set the formant amplitudes. Three speech
continua, each consisting of 8 stimuli~S1–S8!, were con-
structed.Vowels: The /I–i/ continuum~Sinnott and Kreiter,
1991! was constructed by changing the steady-state values
F1, F2, and F3. F1 ranged from 390–270 Hz~217-Hz
steps!; F2 ranged from 1990–2290 Hz~145-Hz steps!, and
F3 ranged from 2550–3000 Hz~164-Hz steps!. Liquids:
The /ra–la/ continuum~Sinnott and Brown, 1997! was con-
structed using the steady-state vowel /a/~F15700 Hz, F2
51200 Hz, andF352500 Hz).F1 was similar for all eight
stimuli: It began at 350 Hz, stayed flat for 35 ms, and then
began a 35-ms transition to 700 Hz.F2 remained flat for all
stimuli at 1200 Hz. The continuum was generated by increas-
ing theF3 onset frequency in 200-Hz steps from 1600–3000
Hz. For /ra/,F3 began at 1600 Hz, remained flat for 35 ms,
and then began an 85-ms transition to 2500 Hz. For /la/,F3
began at 3000 Hz, and then followed the same temporal pat-
tern as /ra/.Stops: The /ba–da/ continuum~Sinnott et al.,
1976! also used the steady-state vowel /a/ as described
above.F1, F2, and F3 all contained initial 30-ms transi-
tions. TheF1 onset frequency~400 Hz! was similar for all
stimuli. TheF2 onset frequency ranged from 900 Hz for /ba/
to 1700 Hz for /da/, and theF3 onset frequency ranged from
2000 Hz for /ba/ to 2800 Hz for /da/, both formants using
approximate 115-Hz steps.

Note that the acoustic cues are shorter and more com-
plex progressing from vowels to liquids to stop consonants.
For vowels, the differentiating cues are steady-state changes
in all three formants~total duration5300 ms). For liquids,
the cues are both a 35-ms steady state and an 85-ms transi-
tion ~total duration5120 ms! in F3. For stops, the cues are
brief transitions in bothF2 andF3 ~total duration530 ms!.
Despite these different cues, all the continua were synthe-
sized such that the human phoneme boundary occurred in the
center of each continuum between stimuli 4 and 5~see Fig.
1!. This method of construction allowed us to equate these
three types of multidimensional speech stimuli in terms of
the human phoneme boundary.

At the age of 6 months, gerbils were trained on a pro-
cedure to measure their absolute auditory thresholds~Sinnott
et al., 1997!. By about 9 months, all gerbils produced normal
human-like thresholds for the vowel /a/~5-15 dB SPLC!. At

about 12 months, they were introduced to the ‘‘repeating
background’’ discrimination procedure~Sinnott, 1995!,
which trained the gerbil to report when a ‘‘background’’
stimulus ~e.g., ‘‘BA’’ ! changed to a ‘‘target’’ stimulus~e.g.,
‘‘DA’’ !. Each trial began with the flashing cue light, which
signaled the gerbil to mount the platform inside the testing
cage. When the gerbil mounted, the light steadied and the
background started pulsing~1 per 750 ms!. After 2–8 pulses,
a ‘‘target’’ was pulsed twice, for a total response time of 1.5
s. If the gerbil reported the target by jumping off the platform
during this interval, ahit was scored and the gerbil was re-
warded with a food pellet and a brief 100-ms, 2-kHz tone as
a secondary reinforcer. If the gerbilmissedthe target, a 3-s
time-out occurred, during which the light extinguished and a
300-Hz tone was presented. Control trials occurred on 25%
of the trials. Afalse alarmto a control trial as well as any
other report response in the absence of a target resulted in a
4-s time-out. Acorrect rejectionto a control trial was imme-
diately followed by a superthreshold ‘‘probe’’ target at
110 dB, which was normally 100% discriminable and thus
always led to a reward.

To measure speech DLs, continuum stimuli were pre-
sented at 60-dB SPL using the method of constant stimuli.
The DL was defined as ad8 of 2.0, which approximates the
50%-level of detection with a false-alarm rate of 5%. Data
were discarded for test sessions in which a gerbil responded
to .25% control trials, or,15% probe trials, since such
events indicated that the gerbil was not attentive during test-
ing. Gerbils worked in 15-m daily sessions to earn a total of
60 rewards, which resulted in about 8 presentations of each
test stimulus. Gerbils were tested for at least 30 consecutive
days~about 1 month! to obtain a stable DL. If their lowest
DL occurred in the last three sessions tested, then additional
sessions were run until the lowest DL did not occur in the
last three sessions. The ‘‘final DL’’ was obtained by averag-
ing the three lowest DLs obtained during the monthly run.

FIG. 1. Human identification functions for the vowel, liquid-, and stop-
consonant continua showing the location of the phoneme boundary in the
center of each continuum. Data were based on the mean boundaries from
authors JMS and KWM and two other human listeners.
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III. RESULTS AND DISCUSSION

Examples of daily psychometric functions from three
gerbils discriminating along the vowel, liquid-, and stop-
consonant continua are shown in Fig. 2. Note that they all
show normal monotonic psychometric functions as the target
stimulus difference~S2–S8! increases from the background
~S1!. These functions can be compared with Fig. 1 to assess
gerbil sensitivity in relation to the human phoneme bound-
ary.

To more easily quantify gerbil sensitivity, the concept of
a ‘‘speech DL’’ is introduced here. There are several ways to
calculate a speech DL for these multidimensional stimuli.
One way that would be of most interest to speech-oriented
researchers is in terms of ‘‘steps along the continuum.’’ Since
the background stimulus was always S1, a DL could range
from ,S2 through.S8. For example, a DL of S4.5 would
place the DL at the center of the continuum, which was the
approximate location of the human phoneme boundary~see
Fig. 1!. This DL will be referred to as the ‘‘continuum DL’’
or DLC. Mean gerbil DLCs summarized in this way are
shown in Table I~column A!. If the human phoneme bound-
ary at S4–S5 is taken as a reference, then gerbil DLCs were
clearly lowest for the vowel continuum, occurring well
within the /I/ phoneme category at S2.8. The next lowest
DLCs were for the liquid continuum, occurring slightly
within the /ra/ category at S3.7. The highest gerbil DLCs
occurred for the stop continuum at S4.7, coinciding almost
exactly with the location of the human /ba–da/ phoneme
boundary at S4–S5.

A second way to calculate the DL is in terms of absolute
formant frequency changes, e.g., the formant frequency DL
or ‘‘DLFF.’’ DLFFs for each of the relevant formants in the
vowel, liquid-, and stop continua are shown in Table I~col-
umn B!. According to this analysis, gerbil DLFFs are also
clearly lower for the vowel continuum~31–115 Hz! than for
either of the consonant continua~540 Hz for liquids; 422 Hz

for stops!. A third way to calculate the DL is in terms of
formant frequency changes relative to the background stimu-
lus ~S1!, e.g., the relative formant frequency DL or ‘‘DLFF/
FF,’’ as shown in Table I~column C!. According to this
analysis, gerbil DLFF/FFs are also clearly lower for the
vowel continuum~0.04–0.08! than for either of the conso-
nant continua~0.30 for liquids, 0.19–0.37 for stops!.

The present results show that gerbils can easily discrimi-
nate the spectral cues used in human speech with DLs that
are close to the phoneme boundary~liquids or stop conso-
nants! or within the phoneme category~vowels!. In addition,
the DLs analyzed in three different ways indicate that gerbils
are more sensitive to changes in steady-state vowels than in
liquids or stop consonants. This result appears to be qualita-
tively the same effect as shown in human ‘‘categorical per-
ception’’ studies using more memory-loaded procedures such
as the ABX~Libermanet al., 1967!.

Table II compares the present gerbil DLFFs with previ-
ous human and monkey DLFFs using similar stimuli and
procedures. For vowels and stops, DLFFs are based onF2,
which is traditionally considered to be the single most im-
portant formant in human speech perception~Liberman
et al., 1967!. For liquids, DLFFs are based onF3, which is
the only formant that changes. Note the general trend for all
species to have lower DLFFs for the simpler vowel stimuli
compared to the more complex liquids and stops. However,
the most interesting trend emerges by comparing the gerbil

FIG. 2. Individual psychometric functions from three different gerbils dis-
criminating along the /I–i/, /ra–la/, and /ba–da/ continua. On thex axis, S1
denotes the repeating background stimulus /I/, /ra/, or /ba/. Responses to S1
indicate each gerbil’s false-alarm rate to the catch trial. The gerbils are
rewarded for correctly discriminating the target stimuli~S2–S8!.

TABLE I. Mean gerbil ‘‘speech DLs’’ measured in different ways for the
three types of speech continua~Vowel, Liquid, Stop!: Column A shows the
means~SDs! of DLs calculated in terms of continuum steps~DLC!. Column
B shows DLs in terms of absolute formant frequency changes for each
formant ~DLFF!. Column C shows DLs in terms of formant frequency
changes relative to S1, the background stimulus~DLFF/FF!.

A
DLC

B
DLFF

C
DLFF/FF

Vowel S2.8~0.70!
F1 31 0.08
F2 77 0.04
F3 115 0.05

Liquid S3.7~1.00!
F3 540 0.30

Stop S4.7~1.10!
F2 422 0.37
F3 422 0.19

TABLE II. Comparison of human and animal frequency DLs for four types
of stimuli. The gerbil speech DLs are from the present study. The gerbil
1-kHz tone DL is from Sinnottet al. ~1992!. The human and monkey data
are from Sinnottet al. ~1985; 1-kHz tone!, Sinnott and Kreiter~1991; /I–i/!,
Sinnott et al. ~1976; /ba–da/! and Sinnott and Brown~1997; /ra–la/!. All
studies used stimuli presented at 50–60-dB SPL. The G:H ratio denotes the
ratio between the gerbil and human DL for each type of stimulus.

Stop
/ba–da/

Liquid
/ra–la/

Vowel
/I–i/

Pure tone
1–kHz

Gerbil 387 540 75 108
Monkey 320 80 48 33
Human 160 180 21 3
G:H ratio 2.4 3.0 3.6 36.0
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and human DLFFswith each other, specifically by calculat-
ing the gerbil DLFF: human DLFF ratios for the three types
of speech stimuli. Note that the ratio is smallest for the stops
~2.4!, next smallest for the liquids~3.0!, and largest for the
vowels ~3.6!. Thus, the gerbil is closest to the human in
sensitivity to the 30-ms-transition-based stop-consonant con-
tinuum. A fourth stimulus comparison is also shown in Table
II: The simple pure-tone DL~DLF!. It is with this compari-
son that the most intriguing difference between gerbils and
humans emerges, for here gerbil sensitivity is 36 times that
of the human. This is quite a change from the ratio of 2.4 for
the stop-consonant /ba–da/ continuum!

It is beyond the scope of this paper to go into a detailed
discussion of the possible significance of the extremely di-
vergent~relative to animal! human pure-tone frequency DL
~but see Sinnottet al., 1985, for a discussion of this issue!.
Suffice it to say that, if human data are taken as a reference,
then the gerbil pure-tone frequency DL does not accurately
predict sensitivity to spectral speech sound continua.Gerbils
are much closer to humans in spectral sensitivity for speech
sounds than for pure-tone stimuli. Thus, if we are interested
in assessing and developing the gerbil as a model for human
speech sound perception, it appears almost irrelevant to
study its pure-tone frequency DL.

IV. CONCLUSION

Psychoacoustic data are a necessary adjunct to anatomi-
cal and physiological data to uncover the best potential ani-
mal models of the human auditory system. There are many
obvious advantages to working with gerbils in auditory ana-
tomical, physiological, and behavioral research. First and
foremost, their acute low-frequency hearing makes them ex-
cellent models for human hearing. Second, being small, they
are relatively cheap to maintain in the laboratory and easy to
handle. Third, their altricial birth process and short life span
renders them useful models for auditory development and
aging. The present study indicates that Mongolian gerbils are
qualitatively similar to humans in their spectral sensitivity to
speech sounds, although they are quantitatively less sensi-
tive. We propose that they offer promising small-mammal
models for the study of higher-level aspects of speech per-
ception involving categorical perception, trading relations,
and perceptual constancy for phoneme categories.
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To better understand how lithotripter shock waves break kidney stones, we treated human calcium
oxalate monohydrate~COM! kidney stones with shock waves from an electrohydraulic lithotripter
and tracked the fragmentation of the stones using micro-computed tomography~mCT!. A desktop
mCT scanning system, with a nominal resolution of 17mm, was used to record scans of stones at
50-shock wave intervals. EachmCT scan yielded a complete three-dimensional map of the internal
structure of the kidney stone. The data were processed to produce either two- or three-dimensional
time-lapse images that showed the progression of damage inside the stone and at the surface of the
stone. The high quality and excellent resolution of these images made it possible to detect separate
patterns of damage suggestive of failure by cavitation and by spall. Nondestructive assessment by
mCT holds promise as a means to determine the mechanisms of stone fragmentation in SWLin vitro.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1401742#

PACS numbers: 43.80.Gx@FD#

I. INTRODUCTION

Shock wave lithotripsy~SWL! was first introduced in
19801 and has subsequently revolutionized the treatment of
kidney stones. Despite its predominance in the treatment of
urinary calculi there is a growing recognition that shock
waves~SWs! cause trauma to the kidney2–4 that can result in
acute problems5 and can lead to long-term complications in
some patient groups.6–8 We present an imaging technique
that provides new information on the fragmentation of kid-
ney stonesin vitro, information that may lead to advances in
SWL that reduce side-effects.

A number of mechanisms have been proposed by which
lithotripsy shock waves may destroy kidney stones. These
include: Spall: the compressive component of the shock
wave reflects off the distal surface and the stone fails in
tension.1,9,10 Cavitation: the tensile component of the shock
wave makes small bubbles grow in the fluid surrounding the
stone; the violent collapse of the bubbles acts principally on
the proximal surface of the stone.9,11,12 Squeezing: as the
shock wave propagates through the stone a differential stress
between the stone and the fluid develops which leads to a
bulging and splitting along the SW axis.13 Superfocusing:

reflections from curved surfaces or corners of the stone can
interfere constructively to produce localized regions of high
stress.14 Fatigue: microscopic flaws in the stone grow due to
the tensile stress15 or shear stress16 induced by successive
SWs until macroscopic cracks develop and the stone breaks.
These mechanisms are dependent to variable extent on dif-
ferent components of the lithotripter pressure pulse17 and the
material properties of kidney stones.18

There is limited agreement in the literature as to the role
of the mechanisms discussed above in the fragmentation pro-
cess of kidney stones. We suggest that examination of a kid-
ney stone at frequent intervals during its exposure to SWs
will reveal the role of the various mechanisms. To test this
idea we used an emerging imaging technique, x-ray micro-
computed tomography~mCT!, which allows for the nonde-
structive assessment of x-ray attenuating materials. InmCT,
focused beams of x-rays are passed through an object and the
absorption measured by a detector on the opposite side. The
object is rotated about an axis and computed tomography
~CT! is used to determine a 2D absorption map through thin
slices. Stacks of 2D slices are then used to provide a 3D
reconstruction of the object. The principal advantage ofmCT
is that it is nondestructive and therefore allows time-lapse
measurements. We demonstrate that withmCT it is possible
to track the early progression of SW damage in human kid-
ney stones and that the pattern of damage is dependent on
experimental manipulation of the environment surrounding
the stone.

a!Published as Letter to the Editor
b!Author to whom correspondence should be addressed; electronic mail:

robinc@bu.edu
c!Now at: Institute for Biomedical Engineering, ETH and University of Zu¨-
rich, Moussonstrasse 18, 8044 Zu¨rich, Switzerland.
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II. MATERIALS AND METHODS

A. Kidney stones

Calcium oxalate mono-hydrate kidney stones~;4 mm
diameter! were harvested from patients by percutaneous
nephrostolithotomy~PCNL!; COM is the most common
stone formed in the body. At PCNL the stones were trans-
ferred directly into vials of sterile water for storage. Stone
composition was determined by Beck Analytical Services
~Indianapolis, IN! using microscopic visual inspection, quali-
tative chemical analysis, and infrared spectroscopy.

The stones were packaged so that they could be trans-
ported back and forth between the lithotripter~Indianapolis!
and themCT facility ~Boston! and could be re-positioned to
their original spatial orientation within the lithotripter and
the mCT scanner. The stones were placed in polypropylene
screw-cap cryovials~2 ml, 12348 mm, Dot Scientific, Bur-
ton, MI! that were packed with water-saturated cotton gauze
sponges~Johnson and Johnson, New Brunswick, NJ!. In or-
der to minimize transfer of air into the vial the gauze was
soaked for 3 h in deionized water and kneaded by hand to
displace bubbles. Gauze was inserted into the vials under
water and packed tightly so that when a stone was put in and
the cap secured, all under water, it would be held securely
near the cap. One stone~stone A1! was packed entirely sur-
rounded by gauze. This was done to reduce the opportunity
for cavitation to take place at the surface of the stone. A
second stone~stone A2! was loaded into a vial that had an
optically clear, 0.1mm thick, mylar window in the cap and
was packed without gauze at its proximal surface. That is,
the leading face of this stone was open to the surrounding
water and was visible through the mylar window. Stone A1
was scanned bymCT prior to treatment, and then scanned at
50 SW intervals until 350 SWs had been administered~8
mCT scans performed!. Stone A2 was treated until damage
was visible through the mylar window~10 SWs!. This stone
was then scanned bymCT.

B. Micro-computed tomography

A desktopmCT imaging system~mCT 20, Scanco Medi-
cal AG, Basserdorf, Switzerland! was used to image the
stones. The system used a microfocus x-ray tube with a focal
spot of 10mm as an x-ray source. The filtered 40 kVp x-ray
spectrum was peaked at 25 keV, allowing excellent stone-
water contrast due to the pronounced photoelectric effect.
The source produced a fan beam that was detected by a
charge coupled device~CCD! array with 1024 elements.

Measurements were obtained by mounting the unprocessed
specimen on a turntable that could be shifted automatically
in the axial direction. Six hundred projections were taken
over 216°~180° plus half the fan angle on either side!. A
standard convolution-back-projection procedure with a
Shepp–Logan filter was used to reconstruct the CT images in
102431024 pixel matrices. The spatial resolution of the sys-
tem was defined by the 10% contrast level in the modulation
transfer function~MTF! resulting in a spatial resolution of 28
mm.19

The vial that was used for shock wave treatment of the
stone was placed directly inside themCT imaging device,
that is, without disturbing the kidney stone. At each scan a
total of 250 to 300 micro-tomographic slices, using a slice
increment of 17mm, were acquired depending on the height
of the sample~4.3–5.1 mm!. The typical imaging time for a
single scan of 300 slices was 8 h. Measurements were stored
in three-dimensional image arrays with an isotropic voxel
size of 17 mm. A constrained three-dimensional Gaussian
filter was used to partly suppress the noise in the volumes.
Stone samples were segmented from background using a
global thresholding procedure.20 Because of the amount of
data collected~of the order 1 GByte per 3D image of a stone!
special visualization software was used that addresses the
demands of rendering large triangulated objects including
real-time functional animations.21

C. Shock wave lithotripsy

Shock wave exposures were performed using a research
electrohydraulic lithotripter in which the acoustic output is
equivalent to the Dornier HM3 lithotripter.22 The HM3 is the
most widely used lithotripter in the US.23 Vials were posi-
tioned with the stone at the focus of the lithotripter and the
cap facing the SW source. The orientation of the vial ensured
that SWs entered through the flat surface of the vial, which
reduces artifacts associated with the interaction of the SW
and the vial.24 SWs were delivered at 20 kV and pulse rate of
1 Hz.

III. RESULTS

Figure 1 shows time-lapsemCT images of a slice
through the center of the stone A1~gauze surrounded stone!.
Dark gray coloring was added during post-processing to re-
gions of low absorption which we interpret to be associated
with fractures or voids. The pre-SWL scan showed an inter-
nal region of low absorption in the form of a narrow band

FIG. 1. SerialmCT images of a COM stone ‘‘A1’’ at 0, 200, 300, and 350 SWs. Shock waves were incident from the lower left as indicated by the arrow. The
black arrow in the baseline image denotes a region of low absorption that was in-line with a prominent lamella~dashed line!. The gray color indicates regions
of very low x-ray absorption. The small white arrows at 200 and 300 SWs denote the locations of new crack formation. By 300 SWs small gaps are visible
along the lamellae and by 350 SWs the stone has separated into an outer shell and central core. The black arrows at 350 SWs indicate regions of high x-ray
absorption.
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near the distal side~relative to the SW source! of the stone.
This region appeared to be in line with a prominent lamella
that circumscribed the core of the stone. At 200 SWs and 300
SWs precursors of cracks were evident at both ends of this
region, appearing to grow in from the surface of the stone.
Also at 300 SWs small cracks had formed at midline on the
right and the left. This is the location where squeezing and
stress concentrations associated with curvature would be ex-
pected. In addition, at 300 SWs minute defects could be seen
along the lamella previously observed in frame 0-SW. At 350
SWs growth of fractures along this lamella had separated the
stone into an inner core and an outer shell. The growth of the
cracks observed in these images consistent with a fatigue
type of process. A broad chip had separated from the distal
side of the stone. Loss of this piece is consistent with failure
by spall. At 350 SWs there were also localized regions of
very high x-ray absorption, as indicated by the presence of
bright white spots.

Figure 2 shows two images formed using 3D surface
rendering from the same measurement series. The 3D images
clearly show the formation and separation of a cap at the
distal surface. Figure 3 shows the 350 SW frame of Fig. 2
rotated approximately 180 deg and demonstrates that the
SW-entry side of this stone~stone A1, surrounded by gauze!
suffered no loss of material. After 350 SWs the stone was
removed from the vial and was observed to have broken into
sevenmain pieces which corresponded with the 3DmCT
image. These included the distal cap, a central core, and five
pieces that made up the remainder of the outer shell.

Figure 4 shows correlativemCT and optical images of
the proximal surface of stone A2 after 10 SWs. This face of
the stone was open to the surrounding water, thus creating an
environment that should allow cavitation to occur. Damage
at this surface showed loss of broad, thin chips that revealed
the lamellar substructure of the stone, in contrast to stone A1
which had no damage~Fig. 3!. The mCT scans~data not
shown! indicated no other noticeable damage to the stone.
Surface damage of this type is consistent with damage
caused by cavitation in the surrounding fluid.

IV. DISCUSSION AND CONCLUSIONS

Our findings show for the first time that withmCT it is
possible to detect the initiation of micro-fractures within kid-
ney stones treated by SWL. The resolution of the images was
sufficient to reveal intrinsic structural features within the
stones, such as concentric lamellae, and to nondestructively
monitor the propagation of SW-induced cracks in relation to
these landmarks. The long scan time~8 h/image! restricts the
use of the technique toin vitro systems.

This demonstration involved only two stones. Thus it is
premature to make any firm conclusions about the mecha-
nisms that were involved in fragmentation. In this first test
we chose to manipulate the environment surrounding the
stones in order to alter cavitation. One stone~stone A2! was
positioned with its proximal face open to the surrounding
water, giving conditions that should be conducive to cavita-
tion. This stone showed damage at its leading surface after
only 10 SWs. Such damagein vitro seems comparable to the
damage that occurs to target foils due to cavitation bubble
collapse.25

We packed the other stone~stone A1! tightly in water-
saturated gauze in order to reduce the potential for cavitation
to occur. This may not have eliminated cavitation altogether,
but it is likely that gauze would interfere with bubble expan-
sion, therefore, reducing the opportunity for effective bubble
collapse.10 This stone showed essentially no damage at its
proximal face, rather it suffered the loss of a large chip from
its distal side. This is consistent with failure by spall. The
mCT images showed that cracks in this stone required hun-
dreds of SWs to grow consistent with the idea that fatigue
contributed to the failure. This stone also exhibited localized
regions of high absorption and we speculate that the stone
material may have been compacted in these regions, al-
though the mechanism for the compaction is not clear.

FIG. 2. Serial 3D surface rendered images of kidney stone A1 at 200 and
350 SWs. The formation of a circular chip at the distal side of the stone is
consistent with failure by a spall mechanism.

FIG. 3. Opposite side of stone A1~Fig. 2, 350 SW!. This image shows that
the location of the SW entry, indicated by the arrow, has no sign of damage.

FIG. 4. Proximal surface of COM stone ‘‘A2’’ after 10 SWs. The upper
frame is a surface rendering frommCT data and shows that this surface has
been chipped away, in contrast to Fig. 3. The lower frame shows an optical
micrograph for comparison. The damage on this surface is consistent with a
cavitation mechanism.
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In conclusion, we have demonstrated thatmCT imaging
can reveal the internal structure of kidney stones and can be
used to track the propagation of micro-fractures within the
stone interior and at the stone surface. This preliminary test
suggests thatmCT can detect patterns of SW-induced dam-
age that are consistent with mechanisms of stone failure pre-
dicted by theory.
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Comment on ‘‘Ultrasound-induced lung hemorrhage
is not caused by inertial cavitation’’
[J. Acoust. Soc. Am. 108, 1290–1297 (2000)]

Robert E. Apfela)

Yale University, 9 Hillhouse Avenue, New Haven, Connecticut 06520-8286

~Received 21 April 2001; accepted for publication 13 July 2001!

This contribution summarizes the reasons for disagreeing with a conclusion by O’Brienet al.
@J. Acoust. Soc. Am.108, 1290–1297~2000!# that ultrasound-induced lung hemorrhage is not
caused by inertial cavitation. An argument is provided that illustrates how cavitation inception
conditions in the lungs of animals are not altered significantly if the hydrostatic pressure is increased
by increasing the pressure of air that is being breathed by the animal. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1401758#

PACS numbers: 43.80.Gx@FD#

The authors of an otherwise excellent paper by O’Brien
et al.,1 which reports on comprehensive tests of lung hemor-
rhage in adult rats exposed to ultrasound, have misinter-
preted their own data. They report on the effects of hydro-
static pressure on lung hemorrhage and find that ‘‘No effect
of hydrostatic pressure on the probability of hemorrhage was
observed.’’ It then goes on to conclude that ‘‘If inertial cavi-
tation were responsible for lung hemorrhage, then elevated
hydrostatic pressure should have resulted in less rather than
more tissue damage at each ultrasonic pressure level.’’

The problem stems from a clear understanding of the
conditions for the onset of cavitation. An unstable mechani-
cal equilibrium of a bubble is achieved when the following
equation holds:

P012s/R1PA sinvt5Pg1Pv ,

whereP0 is the externally applied static pressure, the second
term is the inward stress due to surface tension for a bubble
of radius,R, the third term is the time-varying acoustic pres-
sure~which is a tension in the negative part of the acoustical
cycle!, Pg is the equilibrium gas tension, andPv is the con-
stant vapor pressure.

When an animal is exposed to an increased ambient
pressure due to an increase in the gas pressure that the ani-
mal is breathing, two things happen.P0 increases immedi-
ately, andPg increases more slowly. The very first tissues to
equilibrate with the applied increased gas pressure are the
lung tissues, and this occurs on a time scale of seconds to
minutes. That is, the increase ofP0 is eventually just bal-
anced by the increase inPg . Thus if one were to measure the
acoustic cavitation threshold amplitudePA for producing
cavitation in the lungs before increasing the hydrostatic pres-
sure, and then were to apply gas pressure and repeat that
measurement, it would be surprising to see much of a differ-
ence in the threshold~as shown in the paper’s Fig. 1!.

This equilibration effect on thresholds for cavitation
is well known for decompression sickness~‘‘the bends’’!,
but in small animals~and especially mice that have a
much higher respiration and perfusion rate! the equilibration
rate can be very rapid not only for lung tissues but
other tissues in proximity to the circulation system.2

The authors comment that for increased hydrostatic
pressure, the severity of the lesions increased. This too is not
unexpected. If the same acoustic threshold pressures produce
lesions of about the same size while the animal is under
pressure, then it is expected that once the chamber is decom-
pressed and the mice are removed, the bubbles in the hydro-
statically compressed group will grow.

The only information given about time scales for com-
pression and decompression are given on p. 1292 of the ar-
ticle. The 6 min allocated for compression is certainly ad-
equate for saturating the lung tissues even for the reduced
respiration rates of the anesthetized animals. The 4 min for
decompression to atmospheric pressure will be sufficient for
much of the gas to diffuse out, especially that which is in
immediate contact with the capillary circulation system. Gas
trapped in bubbles may take longer to give up their extra gas.

The comments made herein point to a conclusion that is
the opposite to that inferred by the title of the paper and its
conclusions. By no means, therefore, does the paper prove in
any conclusive way that ‘‘Ultrasound-induced lung hemor-
rhage is not caused by inertial cavitation.’’ To the contrary,
the results remain consistent with inertial cavitation, if by
this term it is meant bubble motion driven primarily by the
inertia of the material surrounding the bubble induced by the
tension phase of the acoustic cycle.

It should be noted that quite often ‘‘inertial cavitation’’
refers to the effects of the collapse of nearly spherical
bubbles. In situations wherein vivo cavitation is possible, it
will often be likely that the bubble motions will not be sym-
metrical. Rather, the inward imploding motion of bubbles
near free interfaces will produce asymmetric collapse and
high shear velocities in the immediate vicinity of the bubble.
Such motions may be responsible for lesions and are prop-
erly called inertial cavitation, because it is the growth and
collapse of the bubble in relatively few cycles that has pro-
duced the high shear effects.

1William D. O’Brien, Jr., Leon A. Frizzell, Ronald M. Weigel, and James F.
Zachary, ‘‘Ultrasound-induced lung hemorrhage is not caused by inertial
cavitation,’’ J. Acoust. Soc. Am.108, 1290–1297~2000!.

2Robert E. Forster, ‘‘Exchange of gas between alveolar air and pulmonary
capillary blood,’’ Physiol. Rev.37, 391–452~1957!, and conversation
with the author, a physiologist, Dr. Robert E. Forster~Cell Biology and
Physiology Faculty, University of Pennsylvania Health System!.a!Electronic mail: robert.apfel@yale.edu
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We reply to the preceding letter@R. E. Apfel, J. Acoust. Soc. Am.110, 1737~2001!#.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1401759#

PACS numbers: 43.80.Gx@FD#

The comments presented in the letter from Robert Apfel1

raise an important issue. If there is a difference in the behav-
ior of inertial cavitation nuclei in lung versus other tissues
such that overpressure does not affect the inertial cavitation
threshold in lung, then there would be an impact on the con-
clusion in our publication.2 To examine this question, let us
first be clear as to what we believe would and would not
constitute inertial cavitation nuclei. We do not believe that
inertial cavitation nuclei are the relatively large gas bodies in
the adult mouse’s lung called alveoli~mean alveolar
diameter:3–5 38–49mm!. The alveolar spaces essentially fill
the lung and are separated by thin layers of tissue called
alveolar septa, like the air pockets in bubble wrap. Each al-
veolus is surrounded by other air-filled alveoli connected to
each other by Pores of Kohn, and thus would not exhibit the
behavior of a bubble surrounded by liquid. Instead, we be-
lieve that any existing inertial cavitation nuclei would be
much smaller stabilized gas pockets~with diameters likely
less than 1mm! within the blood in the vascular system or
possibly in other tissues or liquid layers within the lung.

If cavitation nuclei were to be present in and/or around
the lung, and we know of no support for this premise, three
anatomic locations could be hypothesized, viz., the mono-
layer of surfactant within alveoli, the capillary beds within
the septa and visceral pleura, and within the tissue layers
forming the visceral pleura. Molecular gases found in the
surfactant, such as oxygen, carbon dioxide, and nitrogen, do
not exist as micron size bubbles but as diffuse gas molecules.
In fact, the blood-gas barrier that exists between the alveolar
space and the alveolar capillaries is less than 1mm thick.
Physiologically, micron size bubbles in the surfactant and
surrounding tissue would impede the very rapid transport of
these gases across the surfactant layer, alveolar wall, and red

blood cells ~all of which occurs in less than 1 s!, thereby
severely affecting respiration.

We would expect the gas pressures within the alveolar
spaces to closely follow the increases in the ambient air pres-
sure within the pressure chamber. We also agree with Dr.
Apfel that it is likely that there would be equilibration, in a
short period of time, of gas pressure within the tissues im-
mediately surrounding the alveoli and ‘‘other tissues in prox-
imity to the circulation system.’’1 In fact, given that most
gas exchange and equilibration processes take place in the
capillary bed of the lung and other tissues throughout the
body, we would expect the same equilibration to take place
fairly rapidly within other tissues in the body. That is, equili-
bration in the lung would raise the partial gas pressures in the
blood. These partial gas pressures would be relatively unaf-
fected during transport in the large vessels until reaching the
capillary beds of other tissues where equilibration again
takes place raising the partial gas pressure in the surrounding
tissues. Thus the state of blood-born nuclei would be similar
in all tissues of the body. Also, it should be noted that very
little oxygen or carbon dioxide is dissolved in plasma which
is why we have red blood cells for transport of these gases
and that nitrogen equilibration takes much longer.

The central question is ‘‘what is the influence of the
overpressure on inertial cavitation thresholds in the lung if
there has been sufficient time for increases in the partial gas
pressures in the blood and other tissues of the lung?’’ Some
insight can be gained from first considering anin vitro study
that showed that overpressure increased the threshold for in-
ertial cavitation.6 These in vitro results also showed that
there was no significant cavitation threshold change under
overpressure regardless of the time period between when the
overpressure was applied and when the ultrasound was ap-
plied ~between 5 min and 3 h!, suggesting that equilibration
of partial pressures of dissolved gases in the liquid sample
had no effect.6

a!Author to whom correspondence should be addressed; electronic mail:
frizz@uiuc.edu
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Clearly overpressure has also had a mitigating effect on
the severity of damage in other body tissuesin vivo.7–9 Fur-
ther, thesein vivo results have been accepted as providing the
levels at which cavitation is involved in the resultant bioef-
fect, hind limb paralysis. If the nuclei in that case are blood-
born, and we have no proof that is the case, then the argu-
ment could be made that we would expect the same effect on
blood-born and tissue-born nuclei in the lung. Of course, if
the nuclei are not blood-born in one or the other of these
tissues, then the comparison becomes much more complex
and we cannot rule out the scenario suggested by Dr. Apfel.
However, we believe this scenario is unlikely.

Regarding the increased volume of the lesions for ani-
mals exposed under overpressure conditions, we do not agree
that this lesion would be a result of the bubbles expanding
after decompression. The nature of the lesions is that they
start to develop at the lung surface and progress into lung,
perhaps associated with increased ultrasound penetration as
the alveoli fill with blood. If this suggestion by Dr. Apfel
were applicable, then the lung damage would not necessarily
be as localized as it is. Rather, it is likely that bleeding into
alveolar spaces is caused by small injuries to tissues in the
pathway of the ultrasound beam originating at the air-blood
barrier immediately beneath the visceral pleura. Because we
and others have observed no tissue or cellular damage in
lung using light microscopy, it is likely that the lesion initi-
ating the hemorrhage is extremely small and not visible with
routine histologic assessment of lung lesions induced by ul-
trasound. Because the lesions and the volume of hemorrhage
have a finite limit, it appears that the punctate lesions heal or
close rapidly following initial injury. These punctate lesions
would allow hemorrhage from capillaries forming the air-
blood barrier into contiguous alveolar spaces. It is unlikely

that bubbles are formed within the walls of the septa that
have no effect until they expand upon decompression to
cause hemorrhage into adjacent alveoli.

Finally, even though it does not directly address the is-
sue raised by Dr. Apfel, we think it is important to point out
that other pieces of evidence continue to develop showing
that lung hemorrhage is not caused by inertial cavitation.10,11

1R. E. Apfel, Comment on ‘‘Ultrasound-induced lung hemorrhage is not
caused by inertial cavitation,’’ J. Acoust. Soc. Am.110, 1737~2001!.

2W. D. O’Brien, Jr., L. A. Frizzell, R. M. Weigel, and J. F. Zachary,
‘‘Ultrasound-induced lung hemorrhage is not caused by inertial cavita-
tion,’’ J. Acoust. Soc. Am.108, 1290–1297~2000!.

3E. R. Weibel, ‘‘Dimensions of the tracheobronchial tree and alveoli’’ in
Biological Handbooks: Respiration and Circulation, edited by P. L. Alt-
man and D. S. Dittmer~Federation of American Societies for Experimen-
tal Biology, Bethedsa, MD, 1971!, Chap. 5.

4S. M. Tenney and J. E. Remmers, ‘‘Comparative quantitative morphology
of the mammalian Lung: diffusing area,’’ Nature~London! 197, 54–56
~1963!.

5M. L. Crosfill and J. G. Widdicombe, ‘‘Physical characteristics of the
chest and lungs and the work of breathing in different mammalian spe-
cies,’’ J. Physiol.~London! 158, 1–14~1961!.

6C. R. Hill, ‘‘Ultrasound exposure thresholds for changes in cells and tis-
sues,’’ J. Acoust. Soc. Am.52, 667–672~1972!.

7L. A. Frizzell, C. S. Lee, P. D. Aschenbach, M. J. Borrelli, R. S.
Morimoto, and F. Dunn, ‘‘Involvement of ultrasonically induced cavita-
tion in the production of hind limb paralysis of the mouse neonate,’’ J.
Acoust. Soc. Am.74, 1062–1065~1983!.

8C. S. Lee and L. A. Frizzell, ‘‘Exposure levels for Ultrasonic cavitation in
the mouse neonate,’’ Ultrasound Med. Biol.14, 735–742~1988!.

9L. A. Frizzell, E. Chen, and C. Lee, ‘‘Effects of pulsed ultrasound on the
mouse neonate: Hind limb paralysis and lung hemorrhage,’’ Ultrasound
Med. Biol. 20, 53–63~1994!.

10C. H. Raeman, D. Dalecki, S. Z. Child, R. S. Meltzer, and E. L.
Carstensen, ‘‘Albunex does not increase the sensitivity of the lung to
pulsed ultrasound,’’ Echocardiogr.14, 553–557~1997!.

11E. L. Carstensen, S. Gracewski, and D. Dalecki, ‘‘The search for cavita-
tion in vivo,’’ Ultrasound Med. Biol.26, 1377–1385~2000!.
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I agree with O’Brienet al.’s comment to our comment1

of their paper that in order for there to be inertial cavitation,
the nuclei must be smaller than resonant size, and therefore
less than 2mm in diameter, much smaller than the mean
alveolar diameter. Yet it seems entirely unreasonable to sug-
gest thatnot a singlesuch small nuclei exist in the immediate
vicinity of the alveoli sacs, which are saturated with gas. It
only takes a single such site to act as a nuclei. Furthermore,
it is well known that once a site undergoes inertial cavitation,
it will produce other small bubble fragments that can them-
selves act as inertial cavitation nucleation sites. Recent stud-
ies support the contention that small nuclei do occur in lung
tissue.2

It is true that gas equilibration will take place fairly rap-
idly in the circulation system of the animal. In unpublished
tests of decompression in mice that I ran with Dr. Karl
Schaefer many years ago, the nominal time for saturation of
the animals in a decompression chamber was about 20 min.
The slowest tissues, of course, are the fatty tissues, which, in
our decompression studies, often were the site of hind limb
paralysis of the mice. If overpressure is to produce a
strengthening of the animal to cavitation, it must compress
the existing sites such that the internal gas in the bubbles has
time to dissolve into the surrounding tissue. That dissolution
time must be shorter than the saturation time, which depends
both on perfusion and diffusion. So it may well be that where
the perfusion is slower, as in fatty tissues, overpressure may
be successful in reducing bubble nuclei size, whereas where
the perfusion and diffusion are faster, as in the lung, this does
not take place.

Finally, in their paper, O’Brienet al. choose to adopt a
negative approach in saying that a particular model doesnot
explain their experimental results. They give no convincing
model of whatis responsible for the effects they have ob-
served. When such a negative approach is adopted~and is
actually emphasized in the title of their paper!, it puts a very
high standard on the proof of the contention, a standard they
do not reach. Saying that it is unlikely that cavitation nuclei
of the appropriate size exist in the lung is, once again, an-
other negative statement that is unverified by any direct evi-
dence, and furthermore is contradicted by the work of others.
If any such nuclei exist, then the explanation I have given in
my comment~which isnot contradicted in the paper or in the
present comments by O’Brienet al.! offers a reasonable ex-

planation for much of the data from their careful experi-
ments.

To illustrate why the standard on the proof of a conten-
tion is greater, consider two of the references given in their
comment to my comment that they say support their argu-
ment. In both, a raised hydrostatic pressure leads to raised
cavitation thresholds. In the paper by Hill,3 a polystyrene
tube with the sample under consideration is in an aqueous
bath. The pressure of the entire environmental chamber is
increased by up to 0.75 atmospheres for anywhere between 5
min and 3 h, and in all cases the cavitation threshold goes up,
suggesting that nuclei are removed or at least reduced in size.
In this situation one must rely on diffusion through the outer
bath and then to the tube opening in order for gas to diffuse
into the tube. Diffusion is a very slow process, and so it is
not surprising that before gas could diffuse into the tube,
many of the small gas nuclei could have dissolved entirely
into solution. Furthermore, in this situation, given the dis-
tance that gas would have to diffuse and given the relatively
small pressure increment of 0.75 atmospheres, even 3 h
might not be sufficient for total saturation of the gas in the
tube.

In a second quoted paper of Frizzellet al.,4 the hind
limb paralysis of neonatal mice was observed. Increased hy-
drostatic pressure reduced this paralysis leading the authors
to conclude that cavitation was involved in causing the pa-
ralysis~because it could be suppressed by raising the hydro-
static pressure!. An important detail of this experiment was
that the mice were kept at 10 °C. I have performed tests with
liquid breathing mice kept at 18 °C, and in those circum-
stances the respiration rate and heart rate are enormously
reduced. Working at 10 °C permitted Frizzellet al. to avoid
chemical anesthesia. The neonatal mice were virtually in sus-
pended animation, a conclusion echoed by Daleckiet al.5 In
this case it is certain that the perfusion of blood is negligible
compared to the present paper where adult mice are held at
30 °C. ~Daleckiet al. also find that for adult mice, the lesion
area in the lung is very much smaller in the case of mice at
37 °C as compared to those for which the blood flow is sig-
nificant reduced at 10 °C.6! Also, the hind limb paralysis in
the neonatal mice study is likely caused by bubbles that are
not carried by the blood but rather that are situated stably in
other tissue, such as fat, putting pressure on the nervous sys-
tem. This tissue will not saturate with the speed of lung
tissue.

These two studies illustrate an essential message: When
discussing cavitation mechanisms, the devil is often in thea!Electronic mail: robert.apfel@yale.edu
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details. In some cases hydrostatic pressure will inhibit cavi-
tation and in other it will not. It is very hard to make gener-
alizations. And the generalization about inertial cavitation
not being a mechanism in lung hemorrhage in the paper un-
der contention is simply not supported by the data or the
arguments given in the paper or in the authors’ comments to
my comment. In fact, a mechanism of inertial cavitation is
consistent with the arguments given in my comment.

1R. E. Apfel, ‘‘Comment on ‘Ultrasound-induced lung hemorrhage is not
caused by inertial cavitation’ ’’@J. Acoust. Soc. Am.108, 1290–1297
~2000!#, J. Acoust. Soc. Am.110, 1737~2001!.

2See, for example, C. K. Holland, R. A. Roy, R. W. Biddinger, C. J. Dis-
imile, and C. Cawood, ‘‘Cavitation mediated rat lung bioeffects from di-
agnostic ultrasound,’’ J. Acoust. Soc. Am.109, 2433~A! ~2001!.

3R. Hill, ‘‘Ultrasound exposure threshold changes in cells and tissues,’’ J.
Acoust. Soc. Am.52, 667–672~1972!.

4L. A. Frizzell, S. S. Lee, P. D. Aschenbach, M. J. Borrelli, R. S. Morimoto,
and F. Dunn, ‘‘Involvement of ultrasonically induced cavitation in the
production of hind limb paralysis of the mouse neonate,’’ J. Acoust. Soc.
Am. 74, 1062–1065~1983!.

5D. Dalecki, S. Z. Child, C. H. Raeman, C. Cox, and E. L. Carstensen,
‘‘Age dependence of ultrasonically induced lung hemorrhage in mice,’’
Ultrasound Med. Biol.23, 767–776~1997!, p. 775.

6 ibid.
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We agree that it is incumbent on the authors of an article
to prove their case, whether the result is ‘‘negative’’ or
‘‘positive.’’ It is also true that it is harder to prove a ‘‘nega-
tive.’’ It is clear that Dr. Apfel and we are going to continue
to disagree on whether we met that burden of proof in our
article.1

Three other points are as follows.~1! Although the au-
thors of a very recent oral presentation2 showed, using an
active cavitation detection system, evidence of echoes char-
acteristic of bubbles when lung hemorrhage occurs at
1-atmosphere hydrostatic pressure, this would not be surpris-
ing as the hemorrhage itself will produce mixing of blood
and air in the alveoli which could be expected to produce
large scattered signals.~2! In the Hill paper,3 referenced in
our first response and again by Dr. Apfel in his second letter,

the liquid in the vessel was exposed directly to the air and
the vessel was rotated. Under these conditions we would
expect that the time for equilibration of gas partial pressures
in the liquid after application of overpressure would be short
compared to the three hours that Hill applied the overpres-
sure. ~3! The neonatal mouse studies using overpressure
showed similar effects of overpressure at both 10 °C and
37 °C, as reported by Lee and Frizzell4 in one of the studies
that we cited in our response to Apfel’s first letter.

1W. D. O’Brien, Jr., L. A. Frizzell, R. M. Weigel, and J. F. Zachary,
‘‘Ultrasound-induced lung hemorrhage is not caused by inertial cavita-
tion,’’ J. Acoust. Soc. Am.108, 1290–1297~2000!.

2C. K. Holland, R. A. Roy, R. W. Biddinger, C. J. Disimile, and C. Ca-
wood, ‘‘Cavitation mediated rat lung bioeffects from diagnostic ultra-
sound,’’ J. Acoust. Soc. Am.109, 2433~A! ~2001!.

3C. R. Hill, ‘‘Ultrasound exposure thresholds for changes in cells and tis-
sues,’’ J. Acoust. Soc. Am.52, 667–672~1972!.

4C. S. Lee and L. A. Frizzell, ‘‘Exposure levels for ultrasonic cavitation in
the mouse neonate,’’ Ultrasound Med. Biol.14, 735–742~1988!.

a!Author to whom correspondence should be addressed; electronic mail:
frizz@uiuc.edu
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The paper addresses the handling of frequency-dependent, local admittance boundary conditions in
acoustic transient finite/infinite-element models. The proposed approach avoids the evaluation of a
convolution integral along the related boundary. Based on a similar technique developed in an
aeroacoustic/finite difference context, the spatially local boundary condition is rewritten in a discrete
form that involves normal accelerations and pressure time derivatives at the current time step and
few steps before. The incorporation of such a discrete~in time! boundary condition in a finite/
infinite-element context is addressed. The infinite-element scheme selected for that purpose relies on
the conjugated Astley–Leis formulation. Implementation aspects cover the handling of
frequency-dependent boundary conditions along both finite- and infinite-element edges. Numerical
examples~waveguide, single source in a half-space bounded by an impedance plane, diffraction by
an acoustically treated screen! are presented in order to demonstrate the efficiency of the proposed
approach. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1404436#

PACS numbers: 43.20.El, 43.20.Fn, 43.20.Px, 43.28.Js, 43.50.Gf@ANN#

I. INTRODUCTION

Domain-based methods1 are more and more widely used
for modeling either interior or exterior acoustic problems. In
this context, hybrid finite/infinite-element methods2–8 exhibit
interesting features9 versus boundary element methods,10 tra-
ditionally considered as reference methods in this field. A
major advantage of finite/infinite-element methods relies on
the fact that they preserve the natural structure of FE pro-
grams, have attractive convergence properties, and prove to
be efficient at a computational point of view.

Acoustic finite/infinite-element schemes are primarily
used for time-harmonic analyses. The discrete problem is
reduced to a~complex-valued! algebraic system whose solu-
tion gives the complex steady-state nodal pressures. Al-
though this approach formally enables the investigation of
broadband excitations~using Fourier and inverse Fourier
transforms!, it loses some efficiency in this case and suffers
from a strong restriction to linear problems. A direct transient
scheme is expected to be more competitive in such a gener-
alized context.

A key factor in acoustic simulations is, however, the
capability to model accurately damping mechanisms. One
such dissipative mechanism is provided by absorbent mate-
rials. In the present context, these materials are described by
local normal admittance conditions that can be obtained ei-
ther by tests11 or numerical studies using appropriate

models.12 The related admittance coefficient usually exhibits
some frequency dependence11 that can easily be accounted
for in time-harmonic analysis. The handling of such fre-
quency dependence in a transient model requires more cau-
tion. The convolution integral induced by a formal inverse
Fourier transform of the admittance condition leads to vari-
ous penalties~evaluation of inverse Fourier transforms, stor-
age of long-time histories! that could adversely affect the
performances of the transient solver. For these reasons, a
more suitable13–15 approach originating from the aeroacous-
tic community ~and originally applied in a finite difference
context! is applied in order to recast the admittance boundary
condition in a more suitable form. The related condition is
incorporated in an hybrid finite/~conjugated! infinite-element
model6,16 in such a way that frequency-dependent admittance
boundary conditions can be handled along both finite- and
infinite-element edges. Numerical applications are presented
in order to demonstrate the efficiency of the proposed ap-
proach.

II. PROBLEM STATEMENT

A. Interior problems

The usual linear acoustic approximations lead to the
derivation of the scalar wave equation for the acoustic pres-
sure within an acoustic domainV ~Fig. 1!

¹2p~x,t !2
1

c2

]2p~x,t !

]t2 50 in V, ~1!

wherep(x,t) is the transient acoustic pressure at pointx and
time t, while c is the speed of sound. This equation is com-

a!Author to whom correspondence should be addressed; electronic mail:
vandennieuwenhof@gce.ucl.ac.be

b!Electronic mail: jean-pierre-coyette@fft.be
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pleted by suitable boundary conditions~that are usually re-
lated to normal acceleration or normal admittance con-
straints! and initial conditions ~related to pressure and
pressure time derivative att50!. In the sequel, it will be
assumed that the boundary surfaceG can be partitioned into
two parts,GF and GA . Along GF , a prescribed normal ac-
celerationān(x,t) is considered while boundaryGA supports
a frequency-dependent admittance boundary condition. For
simplicity, the system is supposed to be initially at rest~zero
initial conditions!. The boundary conditions can therefore be
expressed as

]p~x,t !

]n
52rān~x,t ! along GF , ~2!

]p~x,v!

]n
52

ivb~v!p~x,v!

c
along GA , ~3!

wheren is the unit outward normal alongG5GAøGF ,r is
the fluid density, andb~v! is the specific normal admittance
(b[Anrc) along GA . Note that the boundary condition
alongGA presents a frequency dependence and thus has to be
stated in the frequency domain. A direct transformation of
this boundary condition to the time domain is obtained using
an inverse Fourier transform, and leads to the following con-
volution integral@assuming thatb(t), the inverse transform
of b~v!, exists#:

]p~x,t !

]n
52

1

c Et0

t

b~ t2t! ṗ~x,t !dt. ~4!

B. Exterior problems

The transient exterior problem can be set up in a similar
way. Since a main concern of this paper is the handling of
frequency-dependent admittance conditions along semi-
infinite edges, a half-space acoustic domainV is considered
~Fig. 2!. The finite boundary surfaceGF supports a pre-
scribed normal accelerationān(x,t) while a frequency-
dependent admittance boundary condition is considered
along the infinite planeGH . The system is supposed to be at
rest initially.

The problem is again to solve the wave equation@Eq.
~1!# in the unbounded domainV with the acceleration
boundary condition alongGF @Eq. ~2!# and the admittance
condition along the half-plane, stated in the frequency do-
main

]p~x,v!

]n
52

ivb~v!p~x,v!

c
along GH . ~5!

These boundary conditions have to be supplemented by the
so-called ‘‘Sommerfeld’’ radiation condition, hereafter writ-
ten in a 3D context in order to allow only outgoing waves at
infinity

r S ]p~x,t !

]r
1

1

c

]p~x,t !

]t D→0, as r→`. ~6!

C. Scattering problems

The above relations for exterior radiation problems can
easily be extended to scattering problems. In such a context,
the ‘‘total’’ acoustic pressure field is decomposed into a
known incident fieldpi(x,t) @which satisfies the wave equa-
tion in free field ~i.e., in an unbounded space!# and an un-
known scattered fieldps(x,t)

p~x,t !5pi~x,t !1ps~x,t !. ~7!

This scattered pressure field is obtained by solving the wave
equation subjected to the radiation condition@Eq. ~6!# and
the above boundary conditions@Eqs.~2! and~5!# rewritten in
terms ofps using Eq.~7!

]ps~x,v!

]n
52

ivb~v!ps~x,v!

c
2

ivb~v!pi~x,v!

c

2
]pi~x,v!

]n
along GH , ~8!

]ps~x,t !

]n
52rān~x,t !2

]pi~x,t !

]n
along GF . ~9!

III. TIME-DOMAIN TRANSFORMATION

The treatment of a frequency-dependent boundary con-
dition in a transient context requires to transform Eqs.~3!,
~5!, and~8! from the frequency domain to the time domain.
Using Euler’s law, Eq.~5! can be written in the usual imped-
ance form

p~v!5rcZs~v!vn~v!, ~10!

whereZs(v)5b(v)21 denotes the specific impedance and
vn(v) is the fluid normal velocity.

FIG. 1. Interior problem configuration.

FIG. 2. Acoustic radiation problem in a half-space.
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Assuming thatZs(v) has an inverse Fourier transform,
the time-domain transform of Eq.~10! leads to the convolu-
tion integral

p~ t !5E
t0

t

rcZs~ t2t!vn~t!dt, ~11!

the use of which in a transient scheme leads to various pen-
alties~computation of inverse Fourier transforms, storage of
long-time histories, recurrent evaluation of integrals!.

As shown in Refs. 13–15, the time-domain transforma-
tion can be achieved more efficiently using a rational, com-
plex valued, representation ofZs(v)

Zs~v!5R~v!1 i I ~v!,

with R~v!5
a11a3v21a5v41¯

11a2v21a4v41¯

and I ~v!5
b1v1b3v31b5v51¯

11b2v21b4v41¯

. ~12!

With such a representation and using a time discretization
~with a time stepDt!, a discrete transient model equivalent to
the continuous frequency modelZs(v) can be written

p~m Dt !5(
i 51

K

a ivn~~m2 i 11!Dt !1(
i 51

L

b i p~~m2 i !Dt !.

~13!

Equation~13! may be seen as a local approximation of the
convolution integral from Eq.~11!.

Two steps are thus needed before writing this time rela-
tion: ~a! fitting a rational continuous model to the available
specific impedance data, and~b! transformation of Eq.~12!
into Eq. ~13!.

A. Continuous frequency-domain model

Stability requirements related to Eq.~13! are restricting
the choice for the rational continuous model of Eq.~12!. The
following form14,15 has been used in this work

Zs~v!5r 11
r 22r 1

11 ivr 3
1

ivr 4

11 ivr 52
v2

r 6
2

1 ivr 7 . ~14!

The fitting of Eq.~14! to the specific impedance data reduces
to a nonlinear problem. In a least-square sense, the problem
can be solved by simultaneous minimization of model errors
for real (x r) and imaginary (x i) parts related to theN
sampled data values

x r
25(

j 51

N
~Re~Zs~v j !!2Rj !

2

s j
2

and ~15!

x i
25(

j 51

N
~ Im~Zs~v j !!2I j !

2

s j
2 ,

whereZj5Rj1 i I j is the input value of the specific imped-
ance at frequencyv j ands j

2 is a conventional value of vari-
ance of the experimental data. Now, it is obvious that the
parametersr 1 ,...,r 7 that minimize one of the two functions

are unlikely to be the ones that minimize the second func-
tion. A way of bypassing this problem and of finding a less
rigorous solution is to find the parametersr 1 ,...,r 7 that mini-
mize, for example, the cumulated errorx r

21x i
2. Two meth-

ods of minimization17 have been used~Levenberg–
Marquardt algorithm, simplex method!, but none of them
proved to be really efficient for the particular function to be
minimized. In fact, results are strongly dependent on initial
guesses of the parameters used in the minimization algo-
rithm. A more efficient way for solving this problem is to use
a minimization of the model error related to the modulus and
to neglect the phase. A sensitivity analysis of the model also
showed that the parameterr 6 is related to the circular fre-
quency corresponding to a maximum impedance value,
which should thus be used as an initial guess forr 6 .

Practically, we have used the experimental data and pa-
rameter values extracted from14,15 as listed in Table I.

B. z-Transform and discrete transient representation

In this section, use is made of thez transform to set up
the discrete transient representation in Eq.~13! and to get the
stability properties of the resulting recurrence.

1. Definition

Thez-transform18,19X(z) of a discrete-time signalx(m)
is defined as the series

X~z!5 (
m52`

1`

x~m!•z2m5Z@x~m!#. ~16!

Its mathematical definition implies that it only converges
within a ring of the complex plane.

2. Main properties

The discretez transform, which is by definition analytic
and linear, shares some properties with well-known transfor-
mations like the continuous Fourier~or Laplace! transform
and the discrete Fourier transform. One particular property
that proves to be very useful in the present context is the
shifting property: ifX(z) is the z transform of the discrete
time signalx(m), then thez transform of the signal shifted

TABLE I. Measured and fitted specific resistance and reactance values for
the constant depth ceramic tubular liner~CT 73!—Parameters of the fitted
model ~Refs. 14, 15!.

Frequency
~kHz!

R/rc ~expt.!
~2!

R(v)/rc ~fit!
~2!

I /rc ~expt.!
~2!

I (v)/rc ~fit!
~2!

0.5 0.41 0.406 21.56 21.587
1.0 0.46 0.476 0.03 0.113
1.5 1.08 1.078 1.38 1.638
2.0 4.99 5.009 0.25 20.276
2.5 1.26 1.263 21.53 21.237
3.0 0.69 0.673 20.24 20.286

Parameters of the fitted model

r 150.346 888 140 876 44 r 551.899 634 895 912 631025

r 25109.947 719 535 85 r 6512 379.898 172 461
r 351.66231022 r 756.694 928 001 321 731025

r 458.994 618 670 346 431025
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of k time steps @y(m)5x(m2k)# is given by Y(z)
5z2kX(z). The convergence domains ofX(z) andY(z) are
obviously identical.

Another useful property of thez transform in this con-
text is related to the transformation of the time-derivative
operator. Since thez transform is only defined on discrete
time signals, the time-derivative operator has to be approxi-
mated by a finite difference. This can be done using, for
example, a backward first-order finite difference approxima-
tion

ẋ~ t !>
1

Dt
~x~m!2x~m21!!. ~17!

The shifting property then allows us to write the time-
derivative operator in thez domain as (12z21)/Dt. This last
property leads to a transformation key between the frequency
domain and thez domain:]/]t operator in the time-domain,
iv operator in the frequency domain, and (12z21)/Dt op-
erator in thez domain. Substitution in the rational continuous
model Zs(v) @Eq. ~14!# gives a rational function in thez
domain

Zs~z!5
( i 51

K a i•z2 i 11

12( i 51
L b i•z2 i . ~18!

Using an inversez transform and the shifting property,
the impedance relation in thez domain p(z)
5rcZs(z)vn(z) can be written in the time domain in the
form provided by Eq.~13!. This difference equation relates
the pressure p(mDt) to previous pressuresp((m
21)Dt),...,p((m2L)Dt) and current and previous normal
velocitiesvn(mDt),...,vn((m2K11)Dt).

It is interesting to note that, in the continuous model
Zs(v) of Eq. ~14!, the real partR(v) must necessarily be an
even function and the imaginary partI (v) an odd function.
This can be shown easily using the fact that the coefficients
a i andb i in Eq. ~13! have to be real.

3. Stability and causality

Two conditions have to be examined at this stage: the
system represented by Eq.~18! has to be stable~no algorith-
mic amplification of the system’s response, whatever the ex-
citation is! and causal~the system’s response should not pre-
cede the system’s excitation!. It can be shown19 that all the
poles of the rational functionZs(z) have to be strictly con-
fined within a unit circle centered at the origin of the com-
plex plane in order to ensure both causality and stability
requirements.

A way of satisfying these two conditions is to choose a
stable continuous specific impedance modelZs(v) and to
use the transformation keyiv↔(12z21)/Dt. The stability
condition in the Laplace domain (s5 iv) requires that all the
poles of Zs(s) are strictly located in the half-left Laplace
complex plane. The transformation keys↔(12z21)/Dt
projects the half-left Laplace complex plane into a disk of
radius 1

2 centered at the point~1
2, 0! in the z domain that is

located within the convergence region required forZs(z). It
is clear therefore, that, if one imposes the stability condition

on the continuous modelZs(v), the stability of the integra-
tion scheme based on Eq.~13! will be ensured independently
of the time step selected for the sampling.

Practically, with the frequency-dependence model of Eq.
~14!, the stability conditions can be written

r 3.0 and ReS 2r 56Ar 5
22

4

r 6
2

2/r 6
2

D ,0. ~19!

Note that alternative transformation keys, based on other
approximations of derivation/integration operators, are pos-
sible. In such a context, the key based on the approximation
of the time-derivative operator by a central difference
@ iv↔(z2z21)/(2•Dt)# doesn’t allow for the use of the
above stability verification procedure. The keyiv↔(z
2z21)/(Dt(11z21)) related to the time-integration opera-
tor projects the half-left Laplace complex plane into a unit
disk centered at the origin of thez domain. This transforma-
tion has, however, not been used because it was leading to a
rational functionZs(z) of higher order.

IV. FINITEÕINFINITE-ELEMENT MODEL

This section shows how frequency-dependent admit-
tance boundary conditions can be incorporated in a mixed
finite/infinite-element model. A conventional pressure formu-
lation is selected for that purpose. The derivation of the final
transient model relies on several ingredients. First, a
frequency-domain solution scheme is selected based on the
conjugated Astley–Leis infinite-element method.2–5 The
weak variational form related to this model is formulated.
The boundary integral in this variational form involves the
normal pressure gradient or, using Euler’s law, the normal
particle acceleration which is kept as an unknown field at
this stage. Selection of appropriate test and trial functions
leads to a set of algebraic equations where matrix coeffi-
cients exhibit a simple quadratic dependence versus the fre-
quency. A formal inverse Fourier transform allows us to con-
vert this set of algebraic equations into a set of second-order
differential equations. The related right-hand-side vector now
involves transient normal accelerations along the boundary
surface. If frequency-dependent admittance boundary condi-
tions are considered, the use of Eq.~13! allows us to rewrite
these instantaneous normal accelerations in terms of current
pressure time derivatives and normal accelerations/pressure
time derivatives at a few previous time steps. This substitu-
tion allows for the incorporation of frequency-dependent ad-
mittance boundary conditions in the discrete model.

A. Frequency-domain model

The weak variational form for either interior or exterior
acoustic problems can be easily expressed using the diver-
gence theorem and appropriate functional settings. The solu-
tion of the original problem can therefore be rewritten as:
Find pPHw

1 (V) such that
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E
V

¹p~x,k!•¹q̄~x,k!dV2v2E
V

p~x,k!q̄~x,k!

c2 dV

5E
G

]p~x,k!

]n
q̄~x,k!dG, ;qPHw*

1
~V!, ~20!

where Hw
1 (V) and Hw*

1 (V) denote appropriate weighted
Sobolev spaces that allow for a direct incorporation of the
Sommerfeld radiation condition~see Refs. 7 and 8 for more
details!.

The discrete finite/infinite-element model relies on the
selection of appropriate test and trial functions. Within finite
elements, conventional~Serendipity or Lagrange! interpola-
tion functions are selected

p~x,v!5(
j

Nj
FE~j,h,z!Pj~v!, ~21!

whereNj
FE(j,h,z) are polynomial functions in parent coor-

dinates whilePj (v) are nodal pressures. Infinite elements
refer to particular interpolation functions closely related to a
truncated multipole expansion20

p~x,v!5(
j

Nj
IE~j,h,r ;v!Pj~v!, ~22!

where interpolation functionsNj
IE(j,h,r ;v) are obtained by

a suitable combination of polynomial functionsNn
a(j,h)

along angular directions~j,h! and polynomial functions
Nm

r (r ) in 1/r along the radial direction

Nj
IE~j,h,r ;v!5Nn

a~j,h!Nm
r ~r !e2 ik~r 2r m!. ~23!

Here,r is the radial coordinate andr m is the radial distance
between a node and the finite/infinite-element interface. The
numbering of pressure degrees of freedom within an infinite
element ~Fig. 3! is given by j 5(n21)m1m, m
51,2,3,...,m, n51,2,3,...,n.

Test functions reduce to trial functions for finite ele-
ments

Qj
FE~j,h,z!5Nj

FE~j,h,z!, ~24!

while a scale factor (1/r 2) is applied to infinite-element test
functions

Qj
IE~j,h,r ;v!5

Nj
IE~j,h,r ;v!

r 2 . ~25!

The discrete model~in the frequency domain! reduces to the
following set of algebraic equations:

~A01 ivA12v2A2!P~v!5B~v!. ~26!

The explicit form of matricesA0 , A1 , andA2 can be found
in Ref. 16.

An appropriate expression for vector componentBj re-
sults from substitution of Euler’s law (]p(x,v)/]n
52ran(x,v)) and the test functionQj into the boundary
integral

Bj~v!52E
G
ran~x,v!Q̄j~x,v!dG, ~27!

which takes the following two forms along finite and infinite
boundaries:

Finite boundary:

Bj~v!52E
G
ran~x,v!Nj

FE~j,h,z!dG, ~28!

Infinite boundary:

Bj~v!52E
G
ran~x,v!Nn

a~j,h!Nm
r ~r !e1 ik~r 2r m!~1/r 2!dG.

~29!

B. Time-domain model

A transient model can be easily obtained by a formal
application of the inverse Fourier transform to Eq.~26!. The
resulting system of second-order differential equations can
be written as

A0P~ t !1A1Ṗ~ t !1A2P̈~ t !5B~ t !, ~30!

where B(t) is the inverse Fourier transform ofB(v) @as
given by Eqs.~28! and ~29! along finite and infinite bound-
aries, respectively#

F21H 2E
G
ran~x,v!Nj

FE~j,h,z!dGJ
52E

G
ran~x,t !Nj

FE~j,h,z!dG, ~31!

F21H 2E
G
ran~x,v!N̄j

IE~j,h,z!~1/r 2!dGJ
52E

G
ranS x,t1

r 2r m

c DNn
a~j,h!Nm

r ~r !~1/r 2!dG. ~32!

If the boundaryG supports a prescribed frequency-dependent
boundary condition, the time derivative of Eq.~13! can be
injected into Eqs.~31! and ~32! so that the right-hand-side
vector can be rewritten as

B~ t !5CṖ~ t !1D~ t !, ~33!

FIG. 3. Numbering of pressure dofs within an infinite element.
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where the vectorD includes contributions related to previous
time steps.

As it appears in Eq.~32!, the phase factore1 ik(r 2r m)

induces a time shift for sampled normal accelerations along
infinite boundaries. In the same way,5 the nodal degrees of
freedomPj along infinite elements are related to nodal pres-
sures at retarded timest1@(r j2r m)/c#.

A direct time integration procedure is selected in order
to solve Eq.~30!. An implicit Newmark scheme has been
used here. At each intermediate step, current accelerations
along admittance boundaries are evaluated using the approxi-
mate~discrete! boundary condition. Pressure time derivatives
~as involved in this expression! are also computed at each
time step. In this way, all discrete contributions related to the
handling of frequency-dependent boundary conditions can be
generated efficiently.

V. NUMERICAL SIMULATIONS

The proposed approach has been validated through com-
parisons with available steady-state reference solutions that
can be easily produced using a frequency-domain approach
~numerical21 or analytical! and the inverse Fourier transform.
The frequency-dependence model presented above~see
Table I for parameter values! is used in all examples below.

Three examples are considered hereafter. The first ex-
ample is concerned with the study of the transient pressure
field in a waveguide. A finite-element model is used for that
purpose. The second example~source radiating above an im-
pedance plane! and the third example~source radiating near
a spherical-shaped screen! involve axisymmetric finite/
infinite-element models.

A. Pressure field in a waveguide

This first example involves a waveguide of length a~51
m! ~Fig. 4! with a prescribed pressure at one end (x50) and
a frequency-dependent admittance boundary condition at the
other end (x5a). The tube is filled with air~usual properties
r51.225 kg m23 and c5340 m s21 are assumed!. The pre-
scribed pressure atx50 is given by the following tonal de-
scription:

p̄~x50,t !5 (
m51

6

mv0 sin~mv0t ! @1029Pa#, ~34!

with v052p 500 rad s21. Zero initial conditions are se-
lected. Three finite-element meshes M1, M2, and M3 have
been used~element sizes are equal toa/200, a/400, and
a/800, respectively!. Three different time steps have also
been investigated: 5•1025 s, 1025 s, and 5•1026 s.

Figure 5 shows the acoustic pressure at the mid-distance
(x5a/2). It can be observed that a steady-state response is
obtained after'12 periods and that the transient solution is

stable. The reference solution for this problem can easily be
found from an analytical treatment in the frequency domain.
The transfer function for the pressure is given by

H~x,v![
p~x,v!

p~0,v!
5

e2 ikx

11A1A2
1

e1 ikx

11~A1A2!21 , ~35!

with

A15
1/rc2A~v!

1/rc1A~v!
, A25e22ika. ~36!

Figure 6 shows the comparison of the transient solution with
the reference solution for the three selected time steps~using
mesh M2!. A stable solution is obtained in each case and the
transient solution is shown to converge to the steady-state
response as the time step is refined. Figure 7 compares tran-
sient solutions obtained with meshes M1, M2, and M3 ~using
a time step51025 s!. The spatial convergence is effectively
ensured. The steady-state pressure field is represented in Fig.
8 for the following admittance values:~a! frequency-
dependent admittance;~b! constant admittance valueA
52.5/rc, and~c! constant admittance valueA50.2/rc. The

FIG. 4. Waveguide with frequency-dependent admittance at one end.

FIG. 5. Acoustic pressure at the mid-waveguide: transient numerical solu-
tion.

FIG. 6. Acoustic pressure at the mid-waveguide: comparison of the numeri-
cal simulations to the reference steady-state solution as a function of the
time step.

1748 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 B. Van den Nieuwenhof and J.-P. Coyette: Frequency-dependent admittance



last two values are upper and lower bounds of the actual
frequency-dependent admittance coefficient. Figure 8 clearly
demonstrates the need to handle the frequency-dependent ad-
mittance in order to get an accurate transient solution.

B. Source radiating above an impedance plane

This example involves a spherical source located at a
distance a~50.5 m! above an impedance plane@Fig. 9~a!#.
The impedance along the boundary plane is assumed to be
frequency dependent as before. An axisymmetric model has
been used. The finite-element mesh of radial extension 2a
contains 354 nodes and 637 TRIA03 elements. The average
resolution of the mesh is abouta/10. Infinite elements of
radial interpolation order equal to 7 are added to the finite-
element mesh in order to provide a reflection-free boundary
@Fig. 9 ~b!#. The source amplitude is given by the following
tonal description:

S~ t !5 (
m51,1.2,...,1.8,2

6

mv0 sin~mv0t ! @1029 Pa#, ~37!

with v052p 500 rad s21. Initial rest conditions are sup-
posed. Three time steps for the transient analysis have been
investigated: 1024 s, 5•1025 s, and 1025 s.

The transient acoustic pressure at node 1 quickly con-
verges to the steady-state solution~Fig. 10!. Again, the inte-
gration scheme proves to be stable for each case studied.

A reference solution based on a frequency-domain for-
mulation is presented in Refs. 16 and 22. Comparison of
transient and steady-state reference solutions for the acoustic
pressure at nodes 1 and 191 are presented in Figs. 11 and 12
for the three time steps selected. As expected, the best accu-
racy is obtained with the smallest time step but, even for the
largest time step, numerical stability is ensured.

FIG. 7. Acoustic pressure at the mid-waveguide: comparison of the numeri-
cal simulations to the reference steady-state solution as a function of the
resolution of the mesh.

FIG. 8. Acoustic pressure at the mid-waveguide: comparison of the refer-
ence solutions for different values ofb~v!.

FIG. 9. Source radiating above an impedance plane:~a! spherical source and
receiver positions;~b! finite-element mesh.

FIG. 10. Acoustic pressure at node 1: transient numerical solution.
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C. Source radiating near a screen

In this last example@Fig. 13~a!#, the efficiency of the
method is demonstrated for another 2D axisymmetric con-
figuration involving a point source radiating near a spherical
screen. The screen appears as a spherical cap~radius a
50.5 m, thicknesst5a/25!. A frequency-dependent admit-
tance condition is considered along inner and outer screen
faces. Figure 13~b! shows the finite-element mesh which has
been used. This mesh contains 4606 nodes and 8913 TRIA03
elements. Infinite elements of radial interpolation order equal
to 7 are again added to the finite-element mesh in order to
handle the Sommerfeld radiation condition. The source am-
plitude is given by Eq.~37!. Zero initial conditions are as-
sumed. Three time steps for the transient analysis have been
investigated: 5•1025 s, 1025 s, and 5•1026 s.

For this example, the reference~steady-state! solution
has been obtained by performing frequency-domain calcula-
tions with the same mesh. Figure 14 compares the three tran-
sient solutions with this numerically produced reference so-
lution. Again, a good agreement can be observed.

VI. CONCLUSIONS

Transient solution schemes are known to offer attractive
computational performances and have the capability to
handle broadband excitations. The introduction of frequency-
dependent damping mechanisms in transient models give rise
to some difficulties. The handling of frequency-dependent
admittance boundary conditions in a transient finite/
conjugated infinite-element scheme has been addressed. In-
stead of using a formal inverse Fourier transform of the
frequency-domain boundary condition, which leads to a
computationally expensive convolution integral, a discrete
representation more local in time is selected. It relies on a

FIG. 11. Acoustic pressure at node 1: comparison of the numerical simula-
tions to the reference steady-state solution as a function of the time step.

FIG. 12. Acoustic pressure at node 191: comparison of the numerical simu-
lations to the reference steady-state solution as a function of the time step.

FIG. 13. Diffraction of sound by a screen:~a! spherical source and receiver
positions;~b! finite-element mesh.
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rational approximation of the frequency-dependent admit-
tance. Stability and causality requirements related to this rep-
resentation have been studied using thez transform proper-
ties. In the particular finite/infinite-element context, the
approximate boundary condition involves current local~nor-
mal! acceleration and pressure time derivative and similar
quantities evaluated at a few previous time steps. Numerical
results involving interior and exterior problems show the ef-
ficiency of the method.
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Scattering of Lamb waves by a circular cylinder
Xiao-Min Wanga) and C. F. Ying
Institute of Acoustics, Academia Sinica, P.O. Box 2712, Beijing 100080, People’s Republic of China

~Received 15 January 2001; revised 1 June 2001; accepted 28 June 2001!

Following our previous attempt at the scattering from a cylinder in a slab to the incidence of a
guided shear wave, we hereby discuss the scattering by an elastic cylinder embedded in an isotropic
plate for a variety of bonding states to incidence of the fundamental Lamb wave modesS0 andA0

at the low-frequency regime. The plate is divided up into three regions by introducing two
imaginary planes located symmetrically some distance from the cylinder and perpendicular to
surfaces of the plate. The wave fields in various regions are expanded either into cylinder wave
modes or into Lamb wave modes. A system of equations determining the coefficients of expansion
is obtained according to the traction-free boundary conditions on the plate walls and the
displacement and stress continuity conditions across the virtual planes. By taking an appropriate
finite number of terms of the infinite expansion series and some selected points on the two properly
chosen imaginary planes and the surfaces of the plate through convergence and precision tests, a
matrix equation to numerically evaluate the expansion coefficients is found. Coefficients of the
reflection and transmission versus the normalized radius of the cylinder in welded, slip, and cracked
interfacial conditions are numerically computed. In the low-frequency range, the relative errors are
found to be less than 1%. Contrast curves of the reflection coefficient for the cylinder of nearly all
permissible size in perfect and imperfect interfacial bonding are shown and prominent differences
are noted. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1396330#

PACS numbers: 43.20.Fn@DEC#

I. INTRODUCTION

Much work has been done on the study of wave scatter-
ing from cylindrical objects embedded in an infinite elastic
medium since the 1950s.1–10 The increasing prominence of
fibrous composite materials has excited a new interest in
these acoustic studies.11–18 In general, the fiber-reinforced
materials are composed of a matrix and cylindrical fibers.
The mechanical performance of the fibrous composites is
determined by the quality of the interface bonding of the
fibers with the matrix. Ultrasonic scattering from such inter-
faces carries important information about the bonding state
of the fibers, thus having potential application for fiber-
matrix interface characterization.

Guided waves that travel along a rod, tube or plate could
be much more efficient than the traditional technique of
point-by-point examination in defects detection and material
evaluation. With the help of mode and frequency selection,
one may improve inspection sensitivity to various disconti-
nuities.

Therefore, the scattering of guided waves has been vig-
orously studied. Tan and Auld have analyzed the scattering
of Lamb waves from a crack normal to the surface of the
plate using a variational method.19 Rokhlin has studied the
diffraction of Lamb waves by a finite crack parallel to the
plate surfaces by the modified Winer–Hopf method.20 Scat-
tering of a fundamental symmetric Lamb wave from an in-
ternal crack and a surface crack has been investigated by
Koshibaet al. using a combination of the finite-element and
the analytical method.21

Not long ago, Choet al.employed the boundary element

method to analyze the Lamb wave interaction with various
defects having different sharpness and depth.22 The reflection
and transmission coefficients were numerically calculated to
evaluate mode sensitivity and extract physical information
for defect characterization. Experimental results of measure-
ment of transmission factor for a particular incident mode
had been presented to verify the theoretical predictions.

Recently, Pavlacovicet al. have used the propagation
and reflection properties of the guided waves in a solid rod
embedded in an infinitely thick layer to detect defects in the
grouted steel tendons and evaluate their condition.23 For the
purpose of guided wave mode selection, numerical modeling
work has been undertaken to get the phase velocity and at-
tenuation dispersion curves for the axisymmetric modes of a
steel bar surrounded by infinite medium of grout. The behav-
ior of the guided wave modes has been validated experimen-
tally.

In Ref. 18, we considered the scattering from an infinite
elastic cylinder in a two-dimensional traction-free slab to the
incidence of a guided SH wave. An approach termed mode
matching technique used by Nilsen24 and Lakhtakiaet al.25,26

to the scattering of electromagnetic and elastic waves was
applied in that article for the scattering of a SH wave for
several conditions of physical contacts between the cylinder
and the slab.

Extending our previous work, we use the mode match-
ing technique to examine the scattering by an infinite elastic
cylinder in a two-dimensional isotropic plate for a variety of
interfacial conditions to a Lamb wave mode incidence, of
which we are unaware of any attempt before. An analytic
solution is obtained and is approximately plotted. This search
turns out to be more complicated than that of the guided SHa!Electronic mail: lab8@sina.com
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wave incidence, and therefore only two special cases of in-
cidence of the fundamental Lamb modesS0 andA0 are ex-
amined in the low-frequency regime.

The theory developed here is based, as in Ref. 18, on the
method of expanding the field into a sum of wave modes and
on the method of mode matching. Ideally, exact results may
be obtained for any cylinder of diameter no larger than the
plate thickness if an infinite number of terms in the field
expansion are retained. In practice, however, for numerical
computation, truncation of the field expansion is needed. The
cutoff errors from the finite term approximation will inevita-
bly affect the precision of the numerical results. We accord-
ingly adopt a convergence criterion for the choice of the
number of retained terms as well as formulated an expression
to estimate the precision of the numerical results so obtained.

II. THEORY

The plate considered is assumed to be two-dimensional,
of uniform thickness 2h with traction-free surfaces, and of
densityr and Lame constantsl andm. A Cartesian coordi-
nate system is shown in Fig. 1, the origin of which is in the
middle plane of the plate. An elastic circular cylinder of ra-
dius b is centered in the plate with its axis coinciding with
the z axis of the coordinate system. The material of the cyl-
inder is taken to be of densityrc and Lame constantslc and
mc .

The waves are assumed to be time harmonic, but the
complex time factore2 j vt ~wherev is the angular frequency,
t is the time, andj 5A21! will be omitted in all the follow-
ing expressions. Let a single Lamb mode of orderm travel-
ing in the direction of positivex-axis impinge on the inter-
face of the cylinder. For clearness, the incident Lamb wave
mode will be assumed to be symmetric. Antisymmetric
Lamb mode incidence can be similarly formulated.

An incident Lamb wave of modem can be expressed
as27,28 ~see Appendix A!

uin5AmŪm~y!exp~ jkmx!, ~1a!

v in5AmV̄m~y!exp~ jkmx!, ~1b!

sxx
in 5AmS̄m~y!exp~ jkmx!, ~1c!

sxy
in 5AmT̄m~y!exp~ jkmx!, ~1d!

whereAm is the amplitude of the given incident wave,km is
the wave number of the incident mode, andŪm , V̄m , S̄m and
T̄m are the normalized modal functions of the incident Lamb
mode. By virtue of the problem’s symmetry, for a symmetric
Lamb mode incidence the antisymmetric Lamb waves are
not exited.

On dividing the plate up into three regions R1, R2 and
R3 by two imaginary planes atx56x0 (x0.b), the respec-
tive fields in the two half infinite outer regions R1 and R3
can be expanded into the sum of all propagating and non-
propagating Lamb wave modes27,28

uI5uin1 (
n50

`

BnŪn~y!exp~2 jknx!, ~x,y!PR1, ~2a!

v I5v in1 (
n50

`

BnV̄n~y!exp~2 jknx!, ~x,y!PR1, ~2b!

sxx
I 5sxx

in 1 (
n50

`

BnS̄n~y!exp~2 jknx!, ~x,y!PR1,

~2c!

sxy
I 5sxy

in 1 (
n50

`

BnT̄n~y!exp~2 jknx!, ~x,y!PR1,

~2d!

uIII 5 (
n50

`

CnŪn~y!exp~ jknx!, ~x,y!PR3, ~3a!

v III 5 (
n50

`

CnV̄n~y!exp~ jknx!, ~x,y!PR3, ~3b!

sxx
III 5 (

n50

`

CnS̄n~y!exp~ jknx!, ~x,y!PR3, ~3c!

sxy
III 5 (

n50

`

CnT̄n~y!exp~ jknx!, ~x,y!PR3, ~3d!

where Bn and Cn are the amplitudes of the reflected and
transmitted waves, respectively. The fields in the finite cen-
tral region R2 outside the cylinder can be expanded into the
sum of cylindrical wave modes4 ~see Appendix B!:

uII ~x,y!5(
l 50

`

DlUl
D~r ,u!1(

l 51

`

ElUl
E~r ,u!,

r .b, ~x,y!PR2, ~4a!

v II ~x,y!5(
l 50

`

DlVl
D~r ,u!1(

l 51

`

ElVl
E~r ,u!,

r .b, ~x,y!PR2, ~4b!

sxx
II ~x,y!5(

l 50

`

DlSl
D~r ,u!1(

l 51

`

ElSl
E~r ,u!,

r .b, ~x,y!PR2 ~4c!

FIG. 1. Incidence of Lamb wave on an elastic cylinder in a plate.
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sxy
II ~x,y!5(

l 50

`

DlTl
D~r ,u!1(

l 51

`

ElTl
E~r ,u!,

r .b, ~x,y!PR2, ~4d!

syy
II ~x,y!5(

l 50

`

DlG l
D~r ,u!1(

l 51

`

ElG l
E~r ,u!,

r .b, ~x,y!sPR2, ~4e!

where Dl and El are complex expansion coefficients, and
Ul

D , Ul
E , Vl

D , Vl
E , Sl

D , Sl
E , Tl

D , Tl
E , G l

D andG l
E are func-

tions pertinent with the displacement and stress components
of the cylinder wave modes containing the Bessel and Neu-
mann functions of thel th order and the trigonometric func-
tions. In the arguments (r ,u) of these functions,r is the
distance from the cylinder axis to the field point, andu is the
polar angle. Interfacial contact conditions for the welded, the
slip or the completely cracked state between the cylinder and
the matrix are considered in terms of the spring model15

discussed in Appendix B.
From the equations~2!–~4!, it is found that the fields in

all three regions R1, R3, and R2 outside the cylinder are
expressed in terms of the unknown complex expansion con-
stantsBn , Cn , Dl andEl . These unknown coefficients can
be evaluated by using the continuity conditions of the dis-
placement and stress on the virtual planes and the traction-
free boundary conditions on the top and bottom of the plate.
These boundary conditions are given by

uIII 5uII ~x,y!, v III 5v II ~x,y!, sxx
III 5sxx

II ~x,y!,
~5a!

sxy
III 5sxy

II ~x,y!, x51x0 ,

sxy
II ~x,y!50, syy

II ~x,y!50, y56h, ~5b!

uI5uII ~x,y!, v I5v II ~x,y!, sxx
I 5sxx

II ~x,y!,
~5c!

sxy
I 5sxy

II ~x,y!, x52x0 .

Since the fields are all symmetrical about thexOz plane,
only half of the plate corresponding to, say,y.0, has to be
taken into account. Equation~5b! then will be evaluated only
for y51h. The set of linear equations determiningBn , Cn ,
Dl and El can now be shown to be, corresponding respec-
tively to Eqs.~5a!, ~5b!, and~5c!,

(
n50

`

CnŪn~ya!exp~ jknx0!2(
l 50

`

DlUl
D~r a ,ua!

2(
l 51

`

ElUl
E~r a ,ua!50, ~6a!

(
n50

`

CnV̄n~ya!exp~ jknx0!2(
l 50

`

DlVl
D~r a ,ua!

2(
l 51

`

ElVl
E~r a ,ua!50, ~6b!

(
n50

`

CnS̄n~ya!exp~ jknx0!2(
l 50

`

DlSl
D~r a ,ua!

2(
l 51

`

ElSl
E~r a ,ua!50, ~6c!

(
n50

`

CnT̄n~ya!exp~ jknx0!2(
l 50

`

DlTl
D~r a ,ua!

2(
l 51

`

ElTl
E~r a ,ua!50, ~6d!

ya5x0 tanua , r a5
x0

cosua
, 0,ua<tan21S h

x0
D ,

(
l 50

`

DlTl
D~r b ,ub!1(

l 51

`

ElTl
E~r b ,ub!50, ~7a!

(
l 50

`

DlG l
D~r b ,ub!1(

l 51

`

ElG l
E~r b ,ub!50, ~7b!

r b5
h

sinub
, tan21S h

x0
D<ub<p2tan21S h

x0
D ,

(
n50

`

BnŪn~yc!exp~ jknx0!2(
l 50

`

DlUl
D~r c ,uc!

2(
l 51

`

ElUl
E~r c ,uc!52AmŪm~yc!exp~2 jkmx0!, ~8a!

(
n50

`

BnV̄n~yc!exp~ jknx0!2(
l 50

`

DlVl
D~r c ,uc!

2(
l 51

`

ElVl
E~r c ,uc!52AmV̄m~yc!exp~2 jkmx0!, ~8b!

(
n50

`

BnS̄n~yc!exp~ jknx0!2(
l 50

`

DlSl
D~r c ,uc!

2(
l 51

`

ElSl
E~r c ,uc!52AmS̄m~yc!exp~2 jkmx0!, ~8c!

(
n50

`

BnT̄n~yc!exp~ jknx0!2(
l 50

`

DlTl
D~r c ,uc!

2(
l 51

`

ElTl
E~r c ,uc!52AmT̄m~yc!exp~2 jkmx0!, ~8d!

yc52x0 tanuc , r c5
2x0

cosuc
, p2tan21S h

x0
D,uc<p.

The unknown complex expansion constantsBn , Cn , Dl

and El depend on the known amplitudeAm of the incident
mode as is evident from the combined equations~6a!–~6d!,
~7a!–~7b! and~8a!–~8d!. Therefore, we have now apparently
solved our problem by finding out the wave functions in all
regions of the plate: R1, R2 and R3. From the expansion
coefficientsBn andCn , two field quantities of practical in-
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terest may be defined and emphasized because they are more
easily measurable. They are

Rmn5reflection coefficient of thenth scattered

mode for themth incident mode

5Bn /Am , ~34!

Tmn5transmission coefficient of the same5Cn /Am , ~35!

both holding in the regionuxu>x0 . These two field quantities
will later be numerically illustrated.

III. APPROXIMATE EVALUATION OF THE EXPANSION
COEFFICIENTS

The expansion coefficientsBn , Cn , Dl and El are de-
termined by Eqs.~6a!–~6d!, ~7a!–~7b!, and~8a!–~8d!. Their
practical evaluation is yet difficult because the Lamb wave
modes and the cylinder wave modes are infinite in number,
that is,n, l P@0,1`). For the infinite expansion series, one
may truncate them somewhere such thatnP@0,N#, l
P@0,L#, N andL being some finite positive integers. In ad-
dition, the locations of the virtual planes atx56x0 in Fig. 1
need to be settled. Then, a system of linear equations to
obtain the expansion coefficients of the truncated series has
to be formed in someway with proper parametersN, L and
x0 . The question is, how to choose values ofN, L and x0

such that relatively small errors in the evaluation of the ex-
pansion coefficients will be assured.

It turns out, however, that before the demand on preci-
sion, a demand on convergence has to be satisfied first in
choosingN, L and x0 . During our numerical computation
we find that certain choices of these three crucial parameters
will induce divergence and hence evidently should be
avoided. The details of how to chooseN, L andx0 , the way
to form the system of linear equations, were given in Ref. 18.

One of the possible schemes to make the optimized se-
lection of these three parametersN, L andx0 is first to set a
reasonable initial value forx0.b approximately and then to
search for the appropriate values ofN andL such that all the
boundary conditions implied in Eqs.~6a!–~6d!, ~7a!–~7b!,
and ~8a!–~8d! be satisfied in a certain precision. Once the
values ofN andL are found, the initial choice ofx0 has to be
modified so as to improve the precision of the results in the
case of the precision being unsatisfactory, especially when
the diameter of the cylinder is close to the thickness of the
plate. On account of the finite thickness of the plate and the
symmetry of the geometrical configuration, a reasonable ini-
tial value forx0 is approximately equal of the half thickness
of the plate.

It should be noted that the placement of the matching
planex56x0 in mode matching techniques is always diffi-
cult. There is no restriction on the specific choice thatx0 has
to be equal to the half thickness of the plate. One should
choose an appropriate matching surface or zone according to
a specific problem. For instance, Lakhtakiaet al. select the
tangent plane of the periodically spaced cylinders to be the
matching plane to study the reflection characteristics of an
elastic slab containing a periodic array of cylinders.25,26 On
the contrary, Lakhtakiaet al. choose the overlapping zones

of subregions as the matching zones where the continuity of
the internal magnetic field is enforced when they calculate
the power absorption in biological models exposed to inci-
dent electromagnetic plane waves.29

To determine a suitable value ofN in the plate wave
mode expansion, all the propagating modes and an appropri-
ate number of nonpropagating modes have to be included.27

Thus,N5Np1NE , whereNp is the number of the propagat-
ing modes andNE represents a finite number of the non-
propagating modes. The nonpropagating modes always exist
in pairs since the squaredkn of the complex Lamb wave
number appears in the dispersion equation.27 So, appropriate
pairs of the nonpropagating modes are to be taken into ac-
count in the selection ofNE .

To determine the suitable number ofL in the cylinder
wave mode expansion, it is necessary to work out a small
auxiliary program so as to examine the variations of the cy-
lindrical functions with increase of orderl for different argu-
ment values. In this way, the appropriate number ofl 5L can
be found through the convergence test with the selected val-
ues ofN, L andx0 . This procedure has the characteristics of
trial and error.

For chosen values ofN, L and x0 , there are to be de-
termined 2(N1L11) unknown coefficientsBn , Cn , Dl and
El , nP@0,N#, l P@0,L#. A system of linear equations needed
to obtain these unknown coefficients may be formed by the
inner-product method or the point-mate method. On account
of the fact that the Bessel and Neuman functions involved in
cylinder wave mode expansion are highly oscillatory func-
tions, we prefer the point-mate technique. Based on the fact
that any arbitrary point on the top surface of the plate has to
satisfy Eqs.~7a! and ~7b!, any arbitrary point on the upper
half part of the right virtual plane has to satisfy Eqs.~6a!–
~6d!, and any arbitrary point on the upper half part of the left
virtual plane has to satisfy Eqs.~8a!–~8d!, a set of equations,
2(N1L11) in number, needed for solving the problem can
be found from Eqs.~6a!–~6d!, ~7a!–~7b! and ~8a!–~8d! by
taking the advantage of the arbitrariness ofua , ub , anduc .
For example, if one takes a single point on each partition, ten
equations can be selected from Eqs.~6a!–~6d!, ~7a!–~7b! and
~8a!–~8d! by giving ua , ub , anduc a specific value, respec-
tively; if two points are taken on each partition, 20 equations
can be selected, and so on. For the problem at hand, the
number of the points needed on each partition is Mp52(N
1L11)/10. On letting the chosen geometric points spread
with equal angular spacing on each respective partition, the
corresponding values ofua , ub , anduc can subsequently be
calculated. Substituting these values ofN, L, Mp, x0 , ua ,
ub , anduc , as well as the values of the material parameters,
the dimensionless quantitykTh and the ratiob/h, into Eqs.
~6a!–~6d!, ~7a!–~7b! and ~8a!–~8d!, a matrix equation nec-
essary to solve the problem can be constructed.

The method to select a few specific points, Mp in num-
ber, on each involved boundaries whenx0 /h, N, L, and
hence Mp are known, can be found in Ref. 18. The selected
points are dispersed in the whole range of each partition.
Their coordinates~r a , ua!, ~r b , ub! and~r c , uc! in the polar
coordinate system can easily be obtained from trigonometry.
One may choose these points in a different way as long as

1755J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 X.-M. Wang and C. F. Ying: Lamb wave scattering by a cylinder



the relative errors calculated by Eq.~11! in the final results
are satisfactory.

Finally, to check the accuracy of the numerical tech-
nique, the principle of conservation of energy is used. This
states that

Pin5 (
n50

Np

~Pn
r 1Pn

t !, ~9!

wherePin is the energy flux transported by the incident mode
through the imaginary planes,Pn

r and Pn
t represent the en-

ergy fluxes transported by the reflected and transmittednth
mode through the imaginary planes, andNp , as before, is the
number of propagating modes. Now, the error involved in the
numerical calculation can be estimated by the deviation from
Eq. ~9!. Thus28 the relative error of the reflected and trans-
mitted energies from the input energy fluxPin is

«512
(n50

Np ~Pn
r 1Pn

t !

Pin . ~10!

Because the wave structure of each mode has been normal-
ized by the factorAQn related closely to the energy flux27

~see Appendix A!, the relative error can finally be expressed
as28

«512 (
n50

NP

~ uRmnu21uTmnu2!, ~11!

whose absolute value in percentage is used to evaluate the
consistency of the numerically computed results.

IV. NUMERICAL IMPLEMENTATION

In this section, some numerical results are presented
showing the coefficients of reflection and transmission
against the ratio of the radiusb/h of the cylinder to the half
thickness of the plate for given value ofkTh. The relative
errors are estimated for each case.

The material constants used for numerical calculations
are chosen to becP55.6 km/s, cT53.5 km/s, r52.4 g/cm3

for the plate, andcL57.8 km/s, cs54.5 km/s, rc53.2
g/cm3 for the cylinder. The cylinder is hard compared to its
matrix, so waves propagate faster in the cylinder. The
welded, the slip and the completely cracked interface bound-
ary conditions are considered. We set the half thickness of
the plate toh51.0 mm, and let the radiusb of the cylinder
vary from 0.01 to less than 0.9 mm. The incoming Lamb
wave is the fundamental symmetric or antisymmetric single
propagating mode of orderm50 with unit amplitude in the
low-frequency domain.

A. S0 mode incidence

Figure 2 shows the numerically calculated reflection and
transmission coefficientsuR00u and uT00u versus the normal-
ized radiusb/h for the incidence ofS0 mode at the values of
kTh50.2p, 0.4p and 0.6p, in the welded boundary condi-
tions, wherekT5vAr/m. All the Lamb wave modes higher
thanS0 are nonpropagating ones. In these cases of low fre-
quency, the results are satisfactory since the relative errors«
estimated by Eq.~11! are found to be less than 1% even for
b/h as large as 0.9. The number of the Lamb modesN and
that of the cylinder wave modesL used in the numerical
evaluations are 7 and 8, respectively, the number of the geo-
metric points Mp on each partition of the plate are 3 and the
location of the virtual planes are selected atx056h.

From Fig. 2 it may be seen that when the normalized
radius b/h is very small or the nondimensional frequency
value kTh is very low, little energy of the incident mode is
scattered such thatuT00u'1 anduR00u'0, as expected. As the
diameter of the cylinder or the frequency of the incident
wave increases,uT00u descends anduR00u ascends due to the
reflection from the scattering of cylinder to the incident
mode.

Figures 3 and 4 show theR’s andT’s whenkTh takes
the values of 0.8p and 1.0p, respectively. At these frequen-
cies, the cylinder generates stronger reflections such that
uT00u decreases, whileuR00u and the new propagating modes

FIG. 2. Reflection and transmission
coefficients versus normalized cylin-
der radiusb/h for kTh50.2p, 0.4p
and 0.6p ~S0 mode incidence!.
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uR01u anduT01u creep up rapidly,uR01u anduT01u being respec-
tively the reflection and transmission coefficients of modeS1

for the S0 mode incidence. The cut-off frequency of theS1

mode iskTh50.77p for the studied solid plate. Thus, thisS1

mode becomes propagating whenkTh.0.77p and mode
conversion fromS0 to S1 occurs due to the scattering of the
cylindrical post to the incidentS0 mode.

Yet, the numerical results given in Figs. 3 and 4 only
have those parts for which the principle of conservation of
energy has been satisfied to within 1% error, for we find that
the relative errors ascend drastically when the normalized
radius b/h. 1

4 for kTh50.8p and b/h. 1
3 for kTh51.0p.

This therefore restricts the applicability of the present ap-
proach to only the low-frequency regime unless the cylinder
radius is very small relative to the plate thickness. It may be
mentioned that in the numerical calculations forkTh50.8p
and 1.0p in Figs. 3 and 4, two propagating modes plus two

pairs of nonpropagating modes of the Lamb wave and 12
cylindrical wave modes are taken into account while the po-
sitions of the two imaginary planes are chosen to be atx0

561.4h.
Contrasts among the reflection coefficients versus the

normalized radius of the cylinder at the frequencykTh
50.5p are given in Fig. 5 for the welded, the slip and the
cracked bonding states between the cylinder and the matrix.
The relative errors« for all these results are found to be less
than 1%. In Fig. 5, it is seen that the reflection coefficient
uR00u in the perfect bonding condition varies smoothly with
b/h, in consistence with Fig. 2. However, the reflection co-
efficients in the imperfect bonding condition~slip and
cracked! have rather different appearances. Remarkable dif-
ferences in the reflection coefficients can also be found be-
tween the slip and the cracked bonding states.

FIG. 3. Reflection and transmission
coefficients versus normalized cylin-
der radius b/h for kTh50.8p ~S0

mode incidence!.

FIG. 4. Reflection and transmission
coefficients versus normalized cylin-
der radius b/h for kTh51.0p ~S0

mode incidence!.
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B. A 0 mode incidence

The reflection and transmission coefficientsuR00u and
uT00u versus the normalized radiusb/h for incidence of
the A0 mode are shown in Fig. 6 at the values of
kTh50.1p, 0.3p and 0.5p respectively in the welded
boundary conditions. These results are satisfactory since the
relative errors« estimated according to Eq.~11! are less
than 1%. The parametersN, L, Mp andx0 chosen in the nu-
merical evaluations are the same as those forS0 mode inci-
dence.

From Fig. 6, one finds that the transmission coefficient
uT00u is almost always equal to 1.0 while the reflection coef-
ficient uR00u is always smaller than 0.25, indicating that the
incident mode is transmitted without being much disturbed at
these low frequencies. Further numerical studies reveal that,
similar to the case ofS0 mode incidence, large relative error

appears when the frequency is higher thankTh50.52p
where theA1 mode starts to propagate.

Similar to Fig. 5, Fig. 7 gives the contrasts among the
reflection coefficients versus the normalized radius of the
cylinder at the frequencykTh50.4p in the welded, the slip
and the cracked bonding states. The relative errors« for
these results are found to be still less than 1%. In Fig. 7, it is
found that, contrary to the welded contact condition, the re-
flection coefficients in the imperfect bonding condition~slip
and cracked! ascend steeply up to nearly 1 with the increase
of b/h. The reflection coefficient for the cracked bonding
state is always larger than that for the welded and the slip
conditions and its increasing rate is also much larger. Suffi-
cient contrast of the reflection coefficients for the perfect and
imperfect bonding situations can be found from Fig. 7. This
will be useful for the testing of disbonds.

FIG. 5. Reflection coefficientsuR00u
versus normalized cylinder radiusb/h
for kTh50.5p in the welded, slip and
cracked bonding conditions~S0 mode
incidence!.

FIG. 6. Reflection and transmission
coefficients versus normalized cylin-
der radiusb/h for kTh50.1p, 0.3p
and 0.5p ~A0 mode incidence!.
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V. CONCLUSIONS

Solutions are obtained for the scattering of a Lamb wave
propagating in a traction-free two-dimensional plate by an
infinite cylinder centered therein, bonded perfectly or imper-
fectly, by the use of the method of wave expansion and the
method of mode matching. The expressions for the reflection
and transmission coefficients can be numerically evaluated
by truncating the infinite expansion series. The numerical
results forS0 andA0 mode incidence are found to be suffi-
ciently accurate in the low-frequency range for cylinder di-
ameter as large as910 of the plate thickness with the relative
errors being smaller than 1%. By the low frequency, it is
presently understood to be that lower than the frequency of
generation of the scatteringS1 or A1 mode, respectively.

According to the theoretical predictions, detection of
disbonds between the cylinder and the matrix is possible by
choosing a suitable incident Lamb wave mode and examin-
ing the amplitude of a suitable scattered mode as illustrated
in the present article.
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APPENDIX A: CONSTRUCTION OF THE
NORMALIZED MODAL FUNCTIONS FOR LAMB
WAVES

Consider the propagation of the time-harmonic Lamb
wave in a traction-free plate of thickness 2h, with material
parametersr, l, andm. Denote theP andSV wave numbers
by kp5v/A(l12m)/r and kT5v/Am/r, respectively.
Choose the two-dimensional Cartesian coordinate system
xOy with the positivex axis in the propagation direction of
the Lamb wave, they axis perpendicular to the surfaces of

the plate and the origin O lies in the middle plane of the
plate, the Lamb wave displacement componentsum, vm and
the stress componentssxx

m , sxy
m for the mth order are given

by27

um~x,y,t !5Um~y!exp@ j ~kmx2vt !#, ~A1!

vm~x,y,t !5Vm~y!exp@ j ~kmx2vt !#, ~A2!

sxx
m ~x,y,t !5Sm~y!exp@ j ~kmx2vt !#, ~A3!

sxy
m ~x,y,t !5Tm~y!exp@ j ~kmx2vt !#, ~A4!

wherev is the angular frequency,j 5A21, m is an integer,
Um(y), Vm(y), Sm(y) and Tm(y) are termed as the modal
functions,km is the Lamb wave number which can be ob-
tained by the dispersion relations

tan~amh!

tan~bmh!
52

~km
2 2bm

2 !2

4km
2 ambm

~A5!

for the symmetric mode, and

tan~amh!

tan~bmh!
52

4km
2 ambm

~km
2 2bm

2 !2 ~A6!

for the antisymmetric mode, respectively, wheream

5Akp
22km

2 andbm5AkT
22km

2 .
The modal functions for the symmetric or anti-

symmetric mode are:

Um~y!5~ jkm!Fcos~amy!2
~km

2 2bm
2 !

2km
2

•

cos~amh!

cos~bmh!
cos~bmy!GA, ~A7!

Vm~y!52amFsin~amy!2
2km

2

~km
2 2bm

2 !

•

sin~amh!

sin~bmh!
sin~bmy!GA, ~A8!

FIG. 7. Reflection coefficientsuR00u
versus normalized cylinder radiusb/h
for kTh50.4p in the welded, slip and
cracked bonding conditions~A0 mode
incidence!.
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Sm~y!5mH @~2n221!kT
222km

2 #cos~amy!1~km
2 2bm

2 !

•

cos~amh!

cos~bmh!
cos~bmy!J A, ~A9!

Tm~y!52m• j 2kmamFsin~amy!

2
sin~amh!

sin~bmh!
sin~bmy!GA ~A10!

for the symmetric mode, and

Um~y!5~ jkm!Fsin~amy!2
~km

2 2bm
2 !

2km
2

•

sin~amh!

sin~bmh!
sin~bmy!GB, ~A11!

Vm~y!5amFcos~amy!2
2km

2

~km
2 2bm

2 !

•

cos~amh!

cos~bmh!
cos~bmy!GB, ~A12!

Sm~y!5mH @~2n221!kT
222km

2 #sin~amy!1~km
2 2bm

2 !

•

sin~amh!

sin~bmh!
sin~bmy!J B, ~A13!

Tm~y!5m• j 2kmamFcos~amy!2
cos~amh!

cos~bmh!
cos~bmy!GB

~A14!

for the antisymmetric mode, respectively, wheren denotes
the velocity ratio ofSV to P waves, andA and B are con-
stants.

It is seen that the Lamb wave modal functions are ex-
pressed in terms of the unknown constantsA in Eqs.~A7!–
~A10! for the symmetric mode andB in Eqs. ~A11!–~A14!
for the antisymmetric mode. Hence, it is necessary to nor-
malize the Lamb wave modal functions for direct compari-
sons of the reflection and transmission coefficients of arbi-
trary modes with that of the incident mode. The
orthogonality relations of the Lamb wave modal functions
are used to obtain the normalized modal functions. We
choose the normalization factorAQm for the mth mode of
Lamb wave such that

Ūm~y!5Um~y!/AQm, ~A15!

V̄m~y!5Vm~y!/AQm, ~A16!

S̄m~y!5Sm~y!/AQm, ~A17!

T̄m~y!5Tm~y!/AQm, ~A18!

whereQm is defined by27

Qm5E
2h

h

$@Um~y!Sn* ~y!1Vm~y!Tn* ~y!#

2@Sm~y!Un* ~y!1Tm~y!Vn* ~y!#% dy, ~A19!

where kn5km* , the superscript asterisk denotes a complex
conjugate, and the subscriptsm andn stand for themth and
nth Lamb modes, respectively.

Positivem refers to the wave of modem propagating
~for real values ofkm! or decaying exponentially~for com-
plex values ofkm! in the 1x direction, while negativem
refers to the modem propagating or decaying in the opposite
direction. That is,

k2m52km . ~A20!

It will be noted thatum andsxx
m are even functions but

vm and sxy
m are odd functions about they50 plane for the

symmetric mode, and vise versa for the antisymmetric mode.
This phenomenon occurs also in the construction of cylindri-
cal waves~see Appendix B!.

APPENDIX B: DISPLACEMENT AND STRESS
COMPONENTS OUTSIDE AN ELASTIC CYLINDER

Consider an elastic cylinder~rc, lc andmc! of radiusb
embedded in a bounded region~uxu,x0 , uyu,h! of a plate
having the densityr, and the Lame constantsl and m as
shown in the middle part R2 of Fig. 1. Denote theP andSV
wave numbers outside the cylinder to bekp

5v/A(l12m)/r andkT5v/Am/r, respectively, and let the
respectiveP and SV wave numbers in the cylinder bekL

5v/A(lc12mc)/rc andks5v/Amc /rc.
Assume that the time-harmonic waves are polarized in

the plane perpendicular to the cylinder’s axis and choose the
cylindrical coordinate system such that the origin is located
at the center of the cylinder’s cross-section and thez-axis is
directed along the cylinder axis. With the time-harmonic fac-
tor e2 j vt being suppressed throughout, the displacement
componentsur , uu and the stress componentss rr , suu and
s ru in the bounded region but outside the cylinder are given
by4

rur~r ,u!5(
l 50

1`

Dl
sU1l~r !cos~ lu!1(

l 51

1`

El
sU2l~r !cos~ lu!,

~B1!

ruu~r ,u!52(
l 50

1`

Dl
sU3l~r !sin~ lu!2(

l 51

1`

El
sU4l~r !sin~ lu!,

~B2!

r 2s rr ~r ,u!

2m
5(

l 50

1`

Dl
sT1l~r !cos~ lu!1(

l 51

1`

El
sT2l~r !cos~ lu!,

~B3!

r 2suu~r ,u!

2m
5(

l 50

1`

Dl
sT3l~r !cos~ lu!2(

l 51

1`

El
sT4l~r !cos~ lu!,

~B4!

r 2s ru

2m
52(

l 50

1`

Dl
sT5l~r !sin~ lu!2(

l 51

1`

El
sT6l~r !sin~ lu! ~B5!
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for the symmetric waves, and

rur~r ,u!5(
l 51

1`

Dl
aU1l~r !sin~ lu!2(

l 50

1`

El
aU2l~r !sin~ lu!,

~B6!

ruu~r ,u!5(
l 51

1`

Dl
aU3l~r !cos~ lu!2(

l 50

1`

El
aU4l~r !cos~ lu!,

~B7!

r 2s rr ~r ,u!

2m
5(

l 51

1`

Dl
aT1l~r !sin~ lu!2(

l 50

1`

El
aT2l~r !sin~ lu!,

~B8!

r 2suu~r ,u!

2m
5(

l 51

1`

Dl
aT3l~r !sin~ lu!1(

l 50

1`

El
aT4l~r !sin~ lu!,

~B9!

r 2s ru

2m
5(

l 51

1`

Dl
aT5l~r !cos~ lu!2(

l 50

1`

El
aT6l~r !cos~ lu! ~B10!

for the antisymmetric waves, respectively. In these equations,

U1l~r !5kprJl8~kpr !2« l
PTlYl~kTr !2« l

PPkprYl8~kpr !,
~B11!

U2l~r !5 lJ l~kTr !2« l
TPkprYl8~kpr !2« l

TTlYl~kTr !,
~B12!

U3l~r !5 lJ l~kpr !2« l
PTkTrYl8~kTr !2« l

PPlYl~kpr !,
~B13!

U4l~r !5kTrJl8~kTr !2« l
TPlYl~kpr !2« l

TTkTrYl8~kTr !,
~B14!

T1l~r !5j l
J~kpr !2« l

PTf l
Y~kTr !2« l

PPj l
Y~kpr !, ~B15!

T2l~r !5 f l
J~kTr !2« l

TPj l
Y~kpr !2« l

TTf l
Y~kTr !, ~B16!

T3l~r !5gl
J~kpr !1« l

PTf l
Y~kTr !2« l

PPgl
Y~kpr !, ~B17!

T4l~r !5 f l
J~kTr !1« l

TPgl
Y~kpr !2« l

TTf l
Y~kTr !, ~B18!

T5l~r !5 f l
J~kpr !2« l

PTh l
Y~kTr !2« l

PPf l
Y~kpr !, ~B19!

T6l~r !5h l
J~kTr !2« l

TPf l
Y~kpr !2« l

TTh l
Y~kTr !. ~B20!

In Eqs.~B11!–~B20!, Jl(.) andYl(.) are the Bessel and Neu-
mann functions of thel th order, while the functionsf l

Z , gl
Z ,

j l
Z andh l

Z are defined as follows:

f l
Z~kr !5 l @~kr !Zl8~kr !2Zl~kr !#, ~B21!

gl
Z~kr !5krZl8~kr !1F S 12

1

2n2D ~kr !22 l 2GZl~kr !,

~B22!

j l
Z~kr !5F l 22

1

2n2 ~kr !2GZl~kr !2krZl8~kr !, ~B23!

h l
Z~kr !5F l 22

1

2
~kr !2GZl~kr !2krZl8~kr !, ~B24!

where Zl may be the Bessel functionJl or the Neumann
function Yl , and Zl8 is the derivative ofZl , and n is the
velocity ratio of SV wave to P wave. The constants
« l

PP ,« l
PT ,« l

TP and« l
TT are determined by the boundary con-

ditions on the circler 5b. The boundary conditions on the
surface of the cylinderr 5b are here expressed in terms of
the spring model described in Ref. 15:

ur2ur
c5sNs rr

c , uu2uu
c5sTs ru

c ,
~B25!

s rr 2s rr
c 50, s ru2s ru

c 50,

wheresN andsT are the normal and transverse compliances
of the spring, the superscriptc denotes the wave fields in the
cylinder at r 5b, and the corresponding fields outside the
cylinder are represented by the letters without the super-
scripts. AssN→0 andsT→0, the welded boundary condition
can be obtained, whensN→0 andsT→`, the slip boundary
condition results, while forsN→` and sT→`, the cracked
boundary condition occurs.

Also in Eqs.~B11!–~B20!,

« l
PP5

D l
PP

D l
, « l

PT5
D l

PT

D l
, « l

TP5
D l

TP

D l
, « l

TT5
D l

TT

D l
,

~B26!

where

D l5UkpbYl8~kpb! lYl~kTb! kLbJl8~kLb!1sNj l
J~kLb! lJ l~ksb!1sNf l

J~ksb!

lYl~kpb! kTbYl8~kTb! lJ l~kLb!1sTf l
J~kLb! ksbJl8~ksb!1sTh l

J~ksb!

j l
Y~kpb! f l

Y~kTb! m̃j l
J~kLb! m̃ f l

J~ksb!

f l
Y~kpb! h l

Y~kTb! m̃ f l
J~kLb! m̃h l

J~ksb!

U ,

D l
PP5UkpbJl8~kpb! lYl~kTb! kLbJl8~kLb!1sNj l

J~kLb! lJ l~ksb!1sNf l
J~ksb!

lJ l~kpb! kTbYl8~kTb! lJ l~kLb!1sTf l
J~kLb! ksbJl8~ksb!1sTh l

J~ksb!

j l
J~kpb! f l

Y~kTb! m̃j l
J~kLb! m̃ f l

J~ksb!

f l
J~kpb! h l

Y~kTb! m̃ f l
J~kLb! m̃h l

J~ksb!

U ,
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D l
PT5UkpbYl8~kpb! kpbJl8~kpb! kLbJl8~kLb!1sNj l

J~kLb! lJ l~ksb!1sNf l
J~ksb!

lYl~kpb! lJ l~kpb! lJ l~kLb!1sTf l
J~kLb! ksbJl8~ksb!1sTh l

J~ksb!

j l
Y~kpb! j l

J~kpb! m̃j l
J~kLb! m̃ f l

J~ksb!

f l
Y~kpb! f l

J~kpb! m̃ f l
J~kLb! m̃h l

J~ksb!

U ,

D l
TP5U lJ l~kTb! lYl~kTb! kLbJl8~kLb!1sNj l

J~kLb! lJ l~ksb!1sNf l
J~ksb!

kTbJl8~kTb! kTbYl8~kTb! lJ l~kLb!1sTf l
J~kLb! ksbJl8~ksb!1sTh l

J~ksb!

f l
J~kTb! f l

Y~kTb! m̃j l
J~kLb! m̃ f l

J~ksb!

h l
J~kTb! h l

Y~kTb! m̃ f l
J~kLb! m̃h l

J~ksb!

U ,

D l
TT5UkpbYl8~kpb! lJ l~kTb! kLbJl8~kLb!1sNj l

J~kLb! lJ l~ksb!1sNf l
J~ksb!

lYl~kpb! kTbJl8~kTb! lJ l~kLb!1sTf l
J~kLb! ksbJl8~ksb!1sTh l

J~ksb!

j l
Y~kpb! f l

J~kTb! m̃j l
J~kLb! m̃ f l

J~ksb!

f l
Y~kpb! h l

J~kTb! m̃ f l
J~kLb! m̃h l

J~ksb!

U ,

in which m̃5 mc /m.
The wave fields in Eqs.~B1!–~B10! involve cosines and

sines of the argumentlu which are even and odd functions,
respectively, abouty50. Hence, displacement and stress
components have already been decomposed into two sets of
waves termed symmetric and antisymmetric modes, which
are denoted by the superscriptss in Eqs.~B1!–~B5! anda in
Eqs.~B6!–~B10! in the expansion constants, respectively.

For the purpose of solving the scattering of the Lamb
wave by a cylinder in a traction-free plate, we have to obtain
the displacement and stress components in the Cartesian co-
ordinate systemxOy from that of the cylindrical coordinate
system. With the coordinate transform relations

x5r cosu, y5r sinu, ~B27!

and the following relations,21

u5ur cosu2uu sinu, v5ur sinu1uu cosu ~B28!

sxx5s rr cos2 u1suu sin2 u2s ru sin 2u,

syy5s rr sin2 u1suu cos2 u1s ru sin 2u, ~B29!

sxy5~s rr 2suu!sinu cosu1s ru cos 2u,

the displacement components and stress components outside
the cylinder in the Cartesian coordinate systemxOy for the
symmetric and antisymmetric waves can be obtained.

As in Appendix A, from Eqs.~B28! and~B29! one finds
that u and sxx are even functions butv and sxy are odd
functions about they50 plane for the symmetric waves, and
vise versa for the antisymmetric waves.
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At sufficiently high frequencies, cylindrical shells support a wave whose properties are analogous to
those of the lowest antisymmetric Lamb wave on plates. When the shell is in water and the
frequency exceeds the coincidence frequency, the flexural wave is a leaky wave that can be a major
contributor to the scattering by tilted shells@G. Kaduchak, C. M. Wassmuth, and C. M. Loeffler, J.
Acoust. Soc. Am.100, 64–71~1996!#. While the meridional ray-scattering contributions for such
leaky flexural waves were previously modeled, the helical contribution can also be significant. A ray
theory for those contributions is compared with the exact partial wave series~PWS! solution for
infinitely long empty shells. The agreement between the ray theory and the PWS is only possible
when a weak anisotropy of the flexural wave parameters is included in the evaluation of the ray
theory. The anisotropy is determined numerically from the roots of a denominator in the PWS
because approximations for the anisotropy from thin-shell mechanics are not applicable significantly
above the coincidence frequency. ©2001 Acoustical Society of America.
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PACS numbers: 43.20.Fn, 43.40.Fz, 43.30.Ft@ANN#

I. INTRODUCTION

Investigations into the scattering of high-frequency
sound by submerged cylindrical shells have shown that leaky
antisymmetric~flexural! Lamb waves can be important at
large tilt angles.1–3 Ray theories were previously employed
to describe meridional leaky ray-scattering contributions.1

Ray calculations of scattering contributions are extended
here to include helical rays. The emphasis here is on situa-
tions where formulations based on thin-shell mechanics4 are
not directly applicable. The emphasis of most other studies
concerns coupling mechanisms that are important for tilts
relatively close to broadside illumination.4–6 The class of
moderately damped scattering contributions considered here
is important for wide-bandwidth high-frequency sonar.2,3 The
subtleties associated with the previously unexplored aspects
of ray theory make certain computational tests described here
for infinitely long tilted shells a prerequisite for the quanti-
tative understanding of antisymmetric Lamb wave contribu-
tions to the scattering by truncated cylindrical shells.

Relevant ray paths are shown in Fig. 1. Rays are
launched at those points on the cylinder where the angle
between the incident wave vector and the local shell normal
is equal to the leaky wave coupling angle,u l5sin21(c/cl),
for the lth class of leaky wave under consideration. Here,cl

is the phase velocity (cl.c) of the leaky wave of typel, and
c is the speed of sound in the surrounding fluid. The outgoing
rays leave the cylinder at the same coupling angle relative to
the shell normal at the detachment points. When the tilt angle
of the cylinder,g, measured from broadside incidence, is
equal to the coupling angleu l , an incident ray A can launch
a meridional leaky ray that runs strictly in the axial direction
on the cylinder~ray B! and leaks radiation in the specular
direction~ray C!. For tilt angles less than the coupling angle,
g,u l , an incident ray D launches a leaky ray on the shell at

a nonzero azimuthal anglef, measured from the meridian as
shown in Fig. 1. The resulting leaky ray E travels along a
helical path on the cylinder with helix angle,c.

Helical rays and meridional rays1,7,8 radiate wavefronts
into the surrounding fluid with a vanishing principal curva-
ture. Helical rays typically have longer ray paths on the shell,
which tends to decrease their scattering contributions be-
cause of radiation damping. Nevertheless, helical waves of
the lowest-order antisymmetric (a0) leaky Lamb mode make
appreciable scattering contributions and are important for un-
derstanding the high-frequency response from shells at tilt
angles smaller than the coupling angle,g,u l , where the
meridional contribution is diminished. Our ray formulation is
compared with the partial wave series solution~PWS! for
scattering by infinitely long empty cylindrical shells in water.
Amplitudes are calculated for scattering in the specular di-
rection, so that both helical and meridional rays are included
in the analysis. By allowing the meridional and helical ray
contributions to interfere, the important scattering features of
the shell are described over a wide tilt-angle range. The
range of relevantg increases as the frequency is decreased to
near the coincidence frequency sinceu l approaches 90°.

The agreement between the ray model and the PWS so-
lution was facilitated by allowing thea0 leaky wave speed
(cl with l 5a0) and also the radiation damping to vary with
helix anglec. The calculation of the dependence ofcl and
the attenuation rate onc is summarized in Sec. IV, since
relevant results above the coincidence frequency appeared to
be unavailable. It was not necessary to include this weak
anisotropy in the derivation of the expressions, Eqs.~5! and
~6!, for the ray amplitude. The anisotropy of the ray param-
eters was included in the numerical evaluation of Eq.~5! for
the helical wave contribution.
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II. EXTENSION OF RAY THEORY TO INCLUDE
HELICAL FLEXURAL WAVES

Consider a plane wave of wave numberk5v/c and tilt
angle g incident on an infinitely long cylindrical shell of
radius a and inner radiusb ~Fig. 1!. Let the phase of the
plane wave be referenced to the cylinder’s axis. Reference 8
~referred to hereafter as Paper M! gives an approximation for
the pressure at an interface radiated by leaky waves, ex-
pressed as a convolution integral of the incident acoustic
pressure over the object’s surface@Eq. ~2a!, Paper M#. This
formulation is applied to smooth surfaces, such as a cylinder,
as explained in Paper M.

In Sec. V of Paper M, the convolution approach is ap-
plied to helical waves on cylinders. The results, summarized
below, are extended in the present application to allow for
the summation of repeated circumnavigations and for the
interference with the meridional ray contributions. In the
high-frequency limit, the convolution integral is evaluated
using the stationary phase approximation, with the stationary
phase points corresponding to the launch points of leaky rays
on the cylinder. Figure 2 shows the plane of the unwrapped
cylinder surface parametrized by the Cartesian coordinatesx
andy. The y axis is parallel to the cylinder’s axis and thex
axis runs in the circumferential direction perpendicular to the
cylinder’s axis. One set of stationary phase points is given by
the central dashed line in Fig. 2 parallel to they axis atx
5fa. Here,f satisfies the stationary phase condition

cosf5cosu l /cosg. ~1!

By symmetry, there is also a set of stationary points atx
52fa which satisfies the condition of Eq.~1!. Another sta-
tionary phase condition, given by Eq.~29b! of Paper M

cosc5sin g/sin u l , ~2!

uniquely determines the helix anglec, which indicates the
direction of propagation of the leaky ray on the cylinder

surface. Equations~1! and ~2! can alternatively be derived
using the trace velocity matching condition.

Consider the specularly directed helical wave contribu-
tions. By symmetry arguments, leaky rays launched atx
5fa will reradiate in the specular direction at detachment
points alongx52fa ~ray F in Fig. 1!. The leaky wave
pressurepl is needed atx5(2p2f)a ~the right-most
dashed line in Fig. 2!, which is physically equivalent to the
line x52fa. This may be found using the method of Paper
M, Sec. V, which gives

p1
~0!'k~2/pkp!1/2pie

iwBA1 ip/4e2 ika cosu leiky0 sin g

3Afs
21/2/p. ~3!

The superscript~0! on the left-hand side of Eq.~3! indicates
that this is only the lowest-order contribution to the leaky
wave pressure atx5(2p2f)a. This contribution is due to
the ray that travels once around the backside of the cylinder
from x5fa to x5(2p2f)a, such as ray BA in Fig. 2. On
the right-hand side of Eq.~3!, kp5kl1 ia is the complex
leaky wave number for thelth class of leaky wave where
kl5v/cl anda is the leaky wave attenuation,pi is the mag-
nitude of the incident pressure,k'2akl exp(iwbl) is a
leaky wave-coupling parameter whose coupling background
phasewbl is discussed in Appendix A of Paper M and in Ref.
7, andwBA5(kl1 ia)s, wheres5(2p22f)a/sin c is the
path length of ray BA. The Fresnel areaAf is that area
around the helical ray launch point~point B! containing the
launch points of all leaky paths that arrive at the detachment
point ~point A! with a phase defect<p with respect to the
phase along the Fermat path~ray BA!. The Fresnel zone is
elliptical in shape. The expression forAf is given by Eq.
~30a! of Paper M, where in that equationu8 corresponds to

FIG. 1. Typical leaky ray paths on a cylinder. Leaky rays are launched at
those points on the cylinder where the angle between the incident wave
vector and the local shell normal is equal to the leaky wave coupling angle
u l . When the tilt angle is equal to the coupling angle,g5u l , an incident
ray ~ray A! can launch a meridional leaky ray which runs along the meridian
of the cylinder~ray B!. This reradiates in the specular direction at the same
coupling angle~ray C!. For g,u l , an incident ray~ray D! may launch a
helical leaky ray~ray E! at a point off the meridian at azimuthal angle,f,
measured from the meridian. It travels along a helical path with helix angle
c. It reradiates in the specular direction at the azimuthal angle2f ~ray F!.

FIG. 2. Diagram of helical rays on the unwrapped plane surface of the
cylinder. The y axis is parallel to the cylinder’s axis. A helical ray is
launched alongx5fa at some point B, wheref satisfies the condition
given by Eq.~1!. It travels on the cylinder with helix anglec, wherec
satisfies the condition given by Eq.~2!. The ray reradiates in the specular
direction at point A wherex5(2p2f)a. A family of other helical rays
launched further to the left atx5(f22pn)a will also contribute to the
leaky wave pressure at point A. One such ray is launched at point C, where
x5(f22p)a. This ray also travels with helix anglec. It makes one full
circumnavigation of the cylinder before reaching point A. A similar family
of helical rays is launched atx52fa which travels with helix angle2c.
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the azimuthal angle denoted byf here. The other phase fac-
tors in Eq.~3!, not analyzed in Paper M, are essential for the
numerical tests given in Sec. III. These account for the phase
of the illumination at the helical ray launch point, wherey0

is the coordinate of the launch point.
In general, a family of leaky rays will make contribu-

tions pl
(n) to the radiated leaky wave pressure at point A.

They are launched at azimuthal anglesf22pn (n
50,1,2, . . . ), each of which satisfies the stationary phase
condition of Eq. ~1! and propagates with the same helix
anglec. These rays correspond to higher-order helical rays
which maken complete circumnavigations of the cylinder.
An example of one such ray is ray CA shown in Fig. 2. It is
launched at point C on the linex5(f22p)a ~the left-most
dashed line in Fig. 2! and completes one full circumnaviga-
tion of the cylinder (n51). Because of its longer ray path,
the pressure contribution of ray CA takes on a slightly dif-
ferent form from the expression ofpl

(0) in Eq. ~3!. In the
expression ofwBA , the length of path BA,s, must be re-
placed by the length of path CA,s12pa/sin c, where
2pa/sinc is the distance from C to B.@A similar substitution
is not necessary fors in the factors21/2 of Eq. ~3! since
this cancels with a factor ofs1/2 embedded in the expression
for Af .] There is also a phase advance due to the fact
that ray CA is launched at a smaller value ofy: y05Dy,
where Dy52pa/tan c ~see Fig. 2!. Replacing y0 with
y02Dy in Eq. ~3! gives a phase advance of (k sin g)Dy
52pka sin g/tan c, where k sin g is the projection
of the incident wave vector along they axis. Thus,pl

(1) ,
the pressure contribution of ray CA, is given by the
expression on the right-hand side of Eq.~3! with an addi-
tional factor of exp(iG1), whereG15@2p(kl1 ia)a/sin c#
2 @2pka sin g/tan c#52pkla@(sin c)21 2(sin g/sin u l)/
tan c#1 i2paa/sin c. Here, we have used sinu l5kl /k, an
alternative form for the definition of the leaky wave-coupling
angle. Using Eq.~2!, this result can be written asG1

52pklasin c1 i (2paa/sin c).
It follows from similar arguments that the contribution

to the leaky wave pressure at point A by thenth leaky ray in
the family,pl

(n) , is given by Eq.~3! with an additional factor
of exp(inG1). Summing all contributionspl

(n) gives the total
helical leaky wave pressurepl at point A due to thelth class
of leaky wave, with the resulting sum being proportional to a
geometric series. An analogous result is obtained in summing
the backscattering contributions from repeated circumnavi-
gations of leaky Lamb waves on cylindrical shells under
broadside illumination.4,9

Construction of a relevant ray tube allows one to propa-
gate the leaky wave pressurepl from the surface of the cyl-
inder atx5(2p2f)a to the far field in the specular direc-
tion. This far-field pressure will be denoted bypl f f . Figure 6
of Paper M shows the projection of helical ray paths onto a
plane perpendicular to the cylinder axis~a plane of constant
y), where the angle labeled as the leaky wave-coupling angle
u l in that figure is replaced here by the azimuthal launching
angle f for oblique incidence. In this plane, the outgoing
wave appears to diverge from a point at a distancea cosf
behind the detachment point of the helical ray on the cylin-
der surface~point B8 in Paper M, Fig. 6!. This results in a

far-field pressure of magnitudeupl f f u5(a cosf/r )1/2upl u,
wherer is the distance from the cylinder’s axis to the obser-
vation point. The phase ofpl f f corresponds to the phase of
pl exp(ikq cosg1 iky sin g), whereq5r 2a cosf andy
is the axial coordinate of the observation point. Here,q is the
length of the propagation distance of the outgoing ray from
the detachment pointB8 to the far-field point as projected
onto a plane of constanty andk cosg gives the magnitude
of the projection of the outgoing wave vector in that plane.
Part of the phase can also be writtenkq cosg5kr cosg
2ka cosu l using the identity cosu l5cosg cosf which
follows from Eq. ~1!. Thus, the far-field pressure in the
specular direction is

pl f f 5~a cosf/r !1/2ple
ikr cosg2 ika cosu leiky sin g. ~4!

It is convenient to express the far-field pressure in terms
of a dimensionless form functionf defined by the equation
pl f f 5pi(a/2r )1/2f exp(ikr cosg1 iky sin g) as in Eq.~1!
of Ref. 7. Here,y is the axial coordinate of the far-field point.
The coordinatey0 is determined in Eq.~3! from the required
phase dependence ony and geometric construction. Compar-
ing the form function definition with Eq.~4! and using the
expression for the total leaky wave pressurepl , we find that

f lh52
8aa

sin c
A p

ka cosg
eiwbl1 ip/2e2 i2ka cosu l

3
eikls sin2 ce2as

~12ei2pkla sin c22paa/sin c!
, ~5!

where, to obtain this expression, the approximationkp'kl is
used for the factor (kp)21/2 in Eq. ~3!. This is the form func-
tion due to helical wave contributions in the specular direc-
tion. Note that a factor of 2 is included in the final expression
for f lh to account for an identical scattering contribution due
to rays that circumnavigate the cylinder with the opposite
helicity ~helix angle2c!. In the broadside limit,g→0, this
expression agrees with Eq.~3! of Ref. 9 ~modified to allow
for wblÞ0), which gives the backscattering form function
for leaky wave contributions from an infinite cylindrical
shell under broadside illumination.

The form-function symbol has the subscriptlh to indi-
cate that this result only accounts for the contributions due to
leaky helical rays. The form-function modulus for meridional
ray contributions,u f lmu, is given by Eq.~26! of Ref. 7 for a
tilted infinite cylinder. Upon combining this with the correct
phase of f lm , as discussed in Appendix A of Ref. 7, the
meridional ray form function may be added to the helical ray
form function of Eq.~5!, giving

f lt5 f lh1 f lm . ~6!

Equation~6! gives the total leaky ray contribution for leaky
waves of classl to the far-field scattering form function in
the specular direction. It should be kept in mind with regard
to Eq. ~6! that meridional ray contributions require a differ-
ent ray analysis from the one used here~see Ref. 7!. One
cannot recover the meridional ray enhancement from the he-
lical ray analysis by simply setting the tilt angle equal to the
meridional condition,g5u l , in the helical ray form func-
tion. In fact, f lh vanishes in the limitg→u l according to Eq.
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~5!. This can be interpreted physically as the damping out of
the helical ray contributions due to the elongation of their ray
paths as the helix anglec goes to zero.

III. COMPARISON OF RAY THEORY WITH PARTIAL
WAVE SERIES

The ray prediction for the total leaky ray contribution to
the form functionf lt was compared against an exact PWS
solution for the case of an infinitely long evacuated stainless-
steel shell of type 304~SS304!. The material parameters for
SS304 and those used for water are given in Sec. I of Ref. 1.
Two shells of differing thicknesses, labeled A and B, were
used in the comparison, as was done in Ref. 1. Shells A and
B have thickness-to-radius ratios ofh/a50.076 andh/a
50.1625, respectively, whereh5a2b is the thickness of
the shell. From the dispersion curves for these shells, the
coincidence frequencies correspond toka;16 and 7,
respectively.1 There is evidence that flexural helical wave
contributions to the scattering are significant for these
shells.1,3

Figure 3 shows both the ray theoretic and PWS solutions
for the form-function magnitude in the specular direction

plotted as a function of tilt angleg. Figure 3~a! is the plot for
the thinner of the two shells, shell A, atka530, and Fig.
3~b! is the corresponding plot for shell B atka520. In both
figures, the dashed curve is the form-function magnitude for
the ray solution given by Eq.~6! and the solid curve is the
PWS solution. As in Ref. 1, a rigid background was sub-
tracted from the PWS solution in order to eliminate the con-
tribution of the specular reflection which was not included in
the ray analysis.

A large peak in the scattering atg'51° in Fig. 3~a! and
g'43° in Fig. 3~b! corresponds to thea0 meridional ray
enhancement. The broad oscillations at smaller tilt angles are
due to contributions ofa0 helical rays. The ray theory is in
good agreement with the PWS solution from near broadside,
g'0°, to the meridional condition,g'u l , although the
agreement seems to be better for those helical wave peaks
that are not too close to the meridional peak. This is because
near the meridional condition helical ray paths lengthen,
which increases the sensitivity of the errors in the calculation
of leaky wave attenuations. This discrepancy is more pro-
nounced at higher frequencies where the complex leaky
wave numberskp are larger, thus yielding larger percent er-
rors. The peaks in the PWS result nearg of 90° ~correspond-
ing to axial illumination! are also evident in Ref. 1. These
peaks are unrelated to the leaky helical and meridional ray
contributions under investigation. It should also be men-
tioned that the dashed curves in Fig. 3 are not meant to
reproduce the sharp peaks in the PWS solution that appear in
the tilt-angle range 0°<g<30°. These are meridional or
helical wave contributions from weakly damped compres-
sional waves on the shell~analogous tos0 leaky Lamb
waves! or contributions from weakly damped torsional
waves. In Fig. 3, the ray theory only attempts to model the
flexural wave contributions, since it is those contributions
that are likely to be the most important in wide-bandwidth
sonar.

IV. ANISOTROPY OF HELICAL FLEXURAL LEAKY
WAVE PARAMETERS

The general agreement of the ray synthesis of the helical
flexural leaky wave contributions with the PWS result was
only possible by including the weak anisotropy of the param-
eterscl and a in the evaluation of Eq.~5!. This anisotropy
appears to be a more significant difficulty than in previous
studies of helical leaky wave-scattering contributions associ-
ated with compressional waves on thin shells.4,5

Leaky wave numberskp on the shell were calculated by
extending the method of Kargl10 to the case of a cylindrical
target. They are, in essence, the roots of the determinant
Dn(ka,kya) in the denominators of the exact PWS,11 where
n is the partial wave index andky5k sin g is the projection
of the incident wave vector along the cylinder’s axis. The
expression forDn is simplified here by taking the interior of
the shell to be a vacuum. Morse1 previously found the leaky
wave numbers for meridional rays by settingn50 and cal-
culating theky roots of the equationDn(ka,kya)50 for
fixed ka. The partial wave index corresponds to the circum-
ferential component of the leaky wave vector~in units of
1/a), which is zero for the meridional ray. The calculated

FIG. 3. Far-field scattering form function in the specular direction as a
function of tilt angle at fixed frequency for plane-wave scattering by an
infinitely long, empty steel cylindrical shell~SS304!. ~a! Corresponds to a
shell 7.6% thick~shell A! at ka530 and~b! corresponds to a shell 16.25%
thick ~shell B! at ka520. The solid curve is the partial wave series solution
with a rigid background subtraction. The dashed curve is the ray theory
given by Eq.~6! which has no free parameters. The ray theory combines the
helical and meridional ray contributions of leaky flexural waves. The large
peak in both plots is the meridional ray enhancement and the smaller peaks
at smaller tilt angles are due to helical waves. It is important to allow the
meridional and helical ray contributions to interfere with each other to re-
cover the correct shape of the form function out to the position of the
meridional peak.
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roots were used forkp in the expression forf lm , the meridi-
onal ray contribution to the total form function of Eq.~6!.
The helical wave roots were calculated in a different manner
since their corresponding wave vectors do have circumferen-
tial components. Ifkp is the leaky wave number for a helical
ray which travels on the cylinder with helix anglec, then the
x component of the leaky wave vector iskx5kp sin c, as
can be inferred from the diagram in Fig. 2. They component
is thenky5kp cosc. The leaky wave numberskp for helical
rays are then found from the complexkp roots of the equa-
tion

Dn~ka,kya!50, ~7!

wherekya5kpa cosc andn5kpa sin c for fixed ka andc.
Thus, the helical ray wave numbers depend not only on the
frequencyka but also on propagation directionc, so that the
shell appears to the helical rays to be an anisotropic medium.
This procedure for finding the roots was tested by replacing
Dn(ka,kya) by the simpler determinant given in Ref. 7 for a
solid rod.

Figure 4 shows a plot of helical ray leaky wave numbers
as a function ofc. These were calculated for shell A atka
530, corresponding to the form function plot in Fig. 3~a!.
The real part of the leaky wave number,kla, is plotted in
Fig. 4~a! and the imaginary part,aa, in Fig. 4~b!. The leaky
wave numbers were calculated starting atc590°, corre-
sponding to leaky waves that propagate strictly in a circum-

ferential direction, and continuing downward in helix angle
in 1-degree steps untilc'40°. The meridional ray root, as
calculated by Morse~Table I of Ref. 1!, is plotted atc50.
Except atc50, the root-finding algorithm fails forc,40°
for reasons that are not easily determined. The relevant pa-
rameters may be interpolated between the available roots by
fitting those roots to the first five terms of a Fourier series
using the method of least squares

kl~c!5k0l1(
j 51

4

kjl cos~2 j c!, ~8!

with an analogous series for the damping parametera. The
fitted curves are given by the solid lines in Fig. 4. The fun-
damental period is required to bep. This ensures that the
fitted curves are symmetric about the pointsc50 and
c590°, which must be true for physical reasons. Five terms
were sufficient to provide an adequate fit. The interpolation
functionskl(c) anda~c! can be converted to functions of tilt
angleg using Eq.~2!, giving kp as a function ofka andg.
This is then inserted into the helical ray form-function ex-
pressionf lh of Eq. ~5! and used to construct the plots of Eq.
~6! in Fig. 3. The interpolation for 0,c,40° affects only
the helical contribution close to the meridional ray peak,
which is where the helical contribution is generally weak as
explained below Eq.~6!. For example, in Fig. 3~a!, g536.4°
corresponds toc540°.

Inspection of Fig. 4~a! shows thatkl increases for propa-
gation along the cylinder’s axis~c50! when compared with
propagation perpendicular to the cylinder’s axis~c590°!.
The sign and magnitude of the anisotropy are similar at other
frequencies for theka range examined~30 to 40 for shell A
and 20 to 30 for shell B!. Pierce and Kil12 discuss an ap-
proximation for the anisotropy ofkl for flexural waves on
thin shells@their Eq.~19a!# which makes use of an assump-
tion that the frequencyv greatly exceeds the ring frequency
v ring5@E/re(12n2)#1/2, whereE is Young’s modulus,re is
the density of the shell, andn is Poisson’s ratio. Expressed
using the wave number in waterk, the ring frequency is
(ka)ring5cp /c53.52 ~for stainless steel!, wherecp denotes
the compressional plate wave speed. Consequently theka
values considered by us greatly exceed the (ka)ring and, as
reviewed by Pierce and Kil, it is appropriate to classify one
of the shell waves as a flexural wave. The anisotropy pre-
dicted by Pierce and Kil gives a decrease inkl for c50 and
the anisotropy is smaller in magnitude. Evidently, their ap-
proximation breaks down above the coincidence frequency
because the assumptions of thin-shell mechanics are not ap-
plicable at such high frequencies for steel shells in water.
Their result thatkl is predicted to decrease for propagation
with c50 remains when fluid loading is included in the
analysis for thin shells.13

V. DISCUSSION

Ray methods are important tools used to describe and
interpret the scattering responses from shell structures. These
theories are not limited to extremely high frequency, as Fig.
3 clearly shows that there is agreement between ray and
wave solutions at frequencies as low aska520. Compari-

FIG. 4. Helical flexural leaky ray wave numbers for shell A atka530 as a
function of helix angle.~a! Is a plot of the real part and~b! the imaginary
part of the wave number. The solid points are wave numbers calculated by
finding complex roots of Eq.~7!. The solid curve is the least-squares fit of
those points to a Fourier series of periodp @Eq. ~8!#. The shell medium is
noticeably anisotropic. Both the real and imaginary parts of the wave num-
ber are greater in the axial direction~c50°! than in the circumferential
direction ~c590°!.
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sons at largerka values not presented here show similar
agreement except for the discrepancies at tilt angles slightly
less than the meridional tilt (g5u l) discussed in Sec. III.
The ray theory was applied to the infinite cylinder to facili-
tate a good computational test since an exact PWS solution is
available. One objective of ray theories is to understand and
model the scattering from structures more complicated than
infinite cylindrical shells, where exact wave solutions may
not be available. The verification given here of the combined
meridional and helical ray models is important for the ray
analysis of more realistic targets. The meridional ray en-
hancement is an important scattering mechanism to model
because the path does not involve the backside of the cylin-
der. Helical waves, by contrast, propagate around the back-
side of the shell and tend to give weaker contributions. Fig-
ure 3 shows, however, that helical flexural waves give
significant contributions to the scattering. The helical wave
scattering amplitudes appear to be relatively large for the
thicker of the shells~compare the form function of shell B to
shell A!.
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This paper presents the experimental and theoretical results of applying resonant acoustic
spectroscopy~RAS! to determine elastic parameters and losses in such consolidated granular
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I. INTRODUCTION

Among the fundamental characteristics of crystalline
and noncrystalline materials are their elastic constants.
Knowledge of the elasticity tensor is very important, in par-
ticular, for geophysical applications, where elastic constants
obtained from seismic data provide information about
Earth’s interior structure.1 Elastic constants are determined
as derivatives of the free elastic energy with respect to the
components of strain tensor. In the linear approximation,
when the elastic energy is quadratic in strain, the number of
independent elements of elastic tensorCi jkl is, in the general
case, 21. Symmetries of a specific crystal group~or crack/
pore distribution! further reduce the number of independent
constants~e.g., 2 for an isotropic medium, 3 for a cubic
symmetry, 5 for hexagonal, and 6 for tetragonal!.

There exist various methods for measuring elastic con-
stants. They are considered in detail, for example, in Refs. 2
and 3. Until recently, most often used have been the methods
based on pulse propagation. However, along with an obvious
simplicity, they have shortcomings associated with a rela-
tively low preciseness. In particular, errors are associated
with high-frequency sound scattering by grains in rock
samples.4 Another group is resonance methods based on the
measurement of resonance frequencies of a sample and an
inversion for its elastic parameters. Introduced as early as the
1960s–70s, they have attracted a broad interest relatively
recently, with the development of computer data processing.
These methods are known as resonant ultrasound spectros-
copy, RUS. The method was designed first for samples of
spherical geometry.4 Later, with the advent of the numerical
solutions to inverse problems, it became possible to analyze
resonant frequencies of a sample of arbitrary geometry. In
Ref. 3 it is stated that the RUS technique provides the high-
est accuracy for elastic moduli determination.

A typical algorithm of RUS is based on the Lagrangian
approach: a basis of eigenfunctions is substituted into La-
grangian equations which leads to an eigenvalue problem.
Since the infinite-dimensional eigenvalue problem cannot be
solved in general, approximate variational methods such as
the Rayleigh–Ritz algorithm are used which involve a finite
set of basis functions. Then, someM approximate eigenval-
ues and the corresponding eigenfunctions are obtained. If the
series of basis functions is chosen properly, the lower eigen-
values can be calculated quite accurately. For rectangular
samples, products of Legendre polynomials are typically
used as basis functions for displacement.

In later works, products of power functions were sug-
gested as a basis. Visscheret al.5 have pointed out that using
basis functions of the formxlymzn allows for a solution for
samples of several different shapes~shells, bells, cylinders,
eggs, potatoes, etc.!. This approach is known as the ‘‘algo-
rithm of Ming/Migliori/Visscher.’’

The RUS analysis algorithm requires that RUS measure-
ments determine the natural frequencies of a sample with
stress-free boundary conditions. Resonance oscillations are
excited by one transducer. The second transducer measures
the amplitude and phase of the sample’s response. To obtain
the desired accuracy, one must minimize sample loading by
the transducers. Ohno6 proposed a method to control such a
loading: a rectangular sample was supported by transducers
at its opposite corners. The corners were used for contact
because the displacements have a maximum in these points.
Unlike conventional ultrasonic pulse measurements where
strong coupling between the transducer and the sample is
needed, the RUS method is attractive in that the sample acts
as a natural amplifier due to resonance with a gain equal to
the quality factor, so that strong coupling with the source is
not necessary.

In our study we used the RUS technique modified for
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finding the complex elasticity tensor of large samples of
structured materials such as rocks and ceramics. Because of
the relatively low frequency range, this method is free of the
shortcomings of impulse measurements such as local scatter-
ing from local inhomogeneities, at least when the macro-
scopic sample parameters are of interest, or the nondestruc-
tive testing is being performed. We also suggest a
modification of the RUS algorithm to significantly reduce the
computing time for prolate cylindrical bars often used in
experiments. Due to the large size of the rock samples in
contrast to most of RUS measurement in crystals, the fre-
quency range for our measurements was between 1 and 40
kHz. Thus, instead of RUS~resonant ultrasound spectros-
copy! we suggest the name RAS~resonant acoustic spectros-
copy!.

A first application of resonant spectroscopy to rock
~granites! is described in the early work by Birch4 who used
a spherical sample and derived its elastic parameters. Hence,
the present paper can be somewhat considered a develop-
ment of Birch’s work with the use of more recent RUS al-
gorithms, different materials and specimen shapes. The code
developed here is applicable for both rectangular and cylin-
drical sample geometries. Experimental verification of the
code, including its modification for elongated samples, was
performed for rectangular parallelepipeds. Workability of the
modified code for thin cylindrical bars was tested by using
asymptotic analytical solutions.

II. BASIC RELATIONS FOR THE RAS METHOD

A. General consideration

As mentioned above, RAS analysis is based on the use
of the variational principle and the Rayleigh–Ritz method,
i.e., an approximation of eigenvectors of variational equa-
tions by a proper set of basis functions.3 We begin with out-
lining the direct problem: finding the resonance frequencies.
Since the RUS algorithm is thoroughly described in, e.g.,
Ref. 3, here we omit all intermediate equations and concen-
trate on main results on which our program has been based
and then on the specifics of long samples~subsection E!. The
most usable sets of basis functions for a cylindrical sample
are products of exponents:5

Cn~x1 ,x2 ,x3!5S x1

R D n1S x2

R D n2S 2x3

H D n3

,

n5$n1 ,n2 ,n3%, ~1!

whereR andH are the radius and the length of the cylinder,
respectively. The basis Eq.~1! can also be used for the rect-
angular parallelepiped shape~for the sake of brevity, we shall
occasionally refer to the latter as rectangular shape!. For the
analysis of our experiments with rectangular samples we
shall use Legendre polynomials.3 @However, in the last sec-
tion we shall use the representation Eq.~1! as well#:

Cn~x1 ,x2 ,x3!5Pn1S 2x1

L1
D Pn2S 2x2

L2
D Pn3S 2x3

L3
D ,

n5$n1 ,n2 ,n3%, ~2!

whereL j are sides of the parallelepiped.

The displacement vectoru can be represented as a se-
ries:

ui~x1 ,x2 ,x3!5ainCn~x1 ,x2 ,x3!. ~3!

The indexesn1 , n2 andn3 in Eq. ~1! are chosen to provide
integration inside the sphere

uku<K ~4!

in the wave number space. The value ofK can be evaluated
using a simple idea:K5max(v)/min(V), where max(v) is
maximal frequency to be determined and min(V) is minimal
phase velocity in the considered frequency range, min(v)
<v<max(v). On the other side, the absolute value of wave
vector can be evaluated as (uku<K)

uku.pAS n1

L1
D 2

1S n2

L2
D 2

1S n3

L3
D 2

, ~5!

whereL j are characteristic dimensions of the sample. If the
number of frequencies which have wave vectors inside the
sphere Eq.~4! is large enough and all sizesL are of the same
order, this coincides with the rule

n11n21n3<N, ~6!

proposed in Refs. 7 and 5 for a nearly cubic shape. HereN is
related to the number of resonance frequencies to be deter-
mined: (N11)(N12)(N13)/6.

As mentioned, the Lagrangian approach is typically used
for such problems. As the LagrangianL(ag) is stationary at
natural frequencies~ag are the complex amplitudes of eigen-
modes!, all derivatives]L/]ag must be zero. As a result,
resonance frequenciesvg can be determined as a solution for
the eigenvalue problem~the notation of Ref. 5 is used!:

v2Êikngakg5Ĝ ikngakg . ~7!

Here the ‘‘mass’’ matrixÊ for a homogeneous sample is
defined as follows:

Êikng5rv2^CnuCg&d ik . ~8!

For a homogeneous sample, the ‘‘rigidity’’ matrixĜ can be
written in the following form:

Ĝ ikng5(
j ,l

3

Ci jkl bjl ~n1 ,n2 ,n3uñ1 ,ñ2 ,ñ3!. ~9!

The values of̂ CnuCg& andbjl related to the basis func-
tions Cg are defined in the Appendix for both rectangular
and cylindrical geometries of a specimen.

As the tensorCi jkl is symmetrical,8 the matrixĜ is sym-
metrical too. Because the matrixÊ is positive definite, the
corresponding eigenvalues of Eq.~7! are real. Then, we can
use one of the standard methods to solve the problem in Eq.
~7! ~see, e.g., Ref. 9!.

In what follows we shall use this standard approach for
our experiments with RAS of rectangular specimens.

B. Calculation of dissipative parameters

For the materials considered here, due to their complex
grainy structure, losses are a very important characteristic
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which can, in particular, prevent using high-frequency im-
pulse methods of testing. Usually losses in solids are de-
scribed by small imaginary parts of elastic moduli. Such a
description is valid for a wide range of frequencies10 and can
be invalid only for specific conditions, for example, when
grain sizes are compatible with the length of the elastic
waves. Therefore, the elastic moduli can be written as fol-
lows ~the standard double-subscript notation is used below8!:

Ckl2 iC̃kl5Ckl~12 ihkl!, ~10!

wherehkl are small dimensionless parameters representing
the internal friction normalized by the elastic constantsCkl .

In the paper in Ref. 11, a possible way to determine
dissipation parameters was proposed. The main idea of this
paper is, in fact, the perturbation method: i.e., to use a RAS
solution for a medium without losses as a basic solution and
then make corresponding adjustments. The resonance fre-
quency of each mode is a function of the elastic moduliCkl ,
the size of the sampleL j , and the material densityr:

vn5vn~Ckl ,L j ,r!. ~11!

It is assumed that the functionsvn of all their arguments
in Eq. ~11! are regular. Using the Cauchy–Riemann condi-
tions for the complex functions Eq.~11!, written separately
for each variable, one immediately obtains~all derivatives
correspond toCkl

(0) that are the solutions of RUS problem
without losses!:12

Dvn5(
k,l

S ]vn

]Ckl
DCkl2

]ṽn

]Ckl
Ckl

(0)hklD ,

~12!

ṽn5(
k,l

S ]vn

]Ckl
Ckl

(0)hkl1
]ṽn

]Ckl
DCklD ,

whereDCkl are the adjustments of the real parts of elastic
moduli due to losses,Dvn is the perturbation of annth reso-
nance frequency,ṽn5vn/2Qn , andQn is the Q-factor for
the frequencyvn . If Qn@1, all terms in the first equation of
Eqs. ~12! and, consequently,Dvn are of the second order
with respect toṽn . Hence, the change of resonance frequen-
cies due to losses can be neglected. Similarly, the last term in
the expression forṽn can also be omitted. As a result, the
loss factorshkl for the elastic moduli can be determined as a
solution of a linear set of equations:

(
k,l

]vn

]Ckl
Ckl

(0)hkl5
vn

2Qn
. ~13!

For the overdetermined set of equations in Eq.~13!, hkl are
the medium parameters to be found. The measured values in
Eq. ~13! are resonance frequenciesvn and quality factors
Qn . From Eq.~13! one can also predictQn using the tensor
hkl .

C. Inverse problem

Equations~7! and ~13! allow one to solve a general di-
rect problem of resonant acoustic spectroscopy for samples
with dissipation. To solve the inverse problem, one should
start with a guessed set of elastic constants in the direct prob-
lem and then use an iteration procedure to find the set of

constants in question. Random errors can be reduced by us-
ing a larger number of measured frequencies and solving a
least squares problem. In general, numerous iteration algo-
rithms and fitting criteria can be used to find the best ap-
proach for obtaining the values of the elastic constants with
the needed accuracy.13

The problem is commonly formulated as one of minimi-
zation of the mean-square-root difference between the mea-
sured and calculated resonance frequencies or, more exactly,
of the corresponding functional. The latter can be defined as

«5A(
n51

N

~ f n2 f̆ n!2Y (
n51

N

~ f̆ n!2, ~14!

where f n are calculated frequencies depending on current
values ofCi jkl ; subscript ‘‘n’’ denotes the number in the list
of frequencies~in ascending order!; f̆ n are the corresponding
measured values of the frequencies. Experimental mode
identification can be successfully used to eliminate ambigu-
ity and regular errors in the evaluation ofCi jkl .14 However,
such identification is a very complicated problem, and we
did not use it here. In this paper we restricted ourselves to the
use of Eq.~14! to define fit error in the inverse RAS prob-
lem.

The problem of finding medium parameters which mini-
mize the difference between experimental data and calcula-
tions can be represented by a system of equations

dl~p!50, l 51,2,. . . ,n, ~15!

wherep5p1 , . . .pn is the vector of parameters to be deter-
mined. In our case, functionsdl in Eq. ~15! are the differ-
encesf j

( i )2 f̆ j
( i ) . In terms of the extremal problem, the sys-

tem Eq.~15! is equivalent to the problem of minimization of
the function:15

D~p1 ,p2 , . . . ,pn![(
l 51

n

udl~p1 ,p2 , . . . ,pn!u2, ~16!

or of any other monotonically increasing function ofudl u. In
particular, the value of« defined above can also be used as
the functionD.

To solve the problem Eq.~16! by an iteration method,
one should start with some arbitrary valuespl

[0] . Then se-
quential approximations are created:

pl
[k11]5pl

[k]1dpl
[k] , ~17!

which should converge to the ‘‘exact’’ valuesp when k
→`.

To reduce the time of calculations, gradient schemes are
usually used. In what follows we use Newton’s gradient
method. Namely, one finds sequential approximations for
pl

[k] as the solution of a set of linear equations:

dl~p[k] !1(
j 51

n
]dl

]pj
U

p5p[k]

dpj
[k]50. ~18!

The convergence conditions for procedure Eq.~18! are de-
fined by the Kantorovich theorem.15

The number of measured and predicted~from the direct
problem! resonance frequencies is typically greater than the
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number of parameters to be determined. In this case the so-
lution of Eq. ~18! can be obtained as that of the correspond-
ing least squares problem:

dp52~ÂTÂ!21ÂTd, ~19!

wheredp5p[k11]2p[k] , Â5(]dl /]pj ) , d is the vector of
functionsdl , and Â T is a transposed matrix. We shall use
this scheme in calculations presented below.

D. Test of the code

To verify the workability of our code we applied it to the
data given in the book3 ~page 112, data for steel sample
5120!. The corresponding parameters are: elastic moduli
C1152.7372•1011Pa, C4458.9190•1010Pa, density r
57790 kg/m3 and sample size 3.04532.66532.645 mm3.
Data presented in Ref. 3 were obtained forN510 and the
inequality~6! was used. We used the same conditions in our
calculations too. The difference in calculated frequencies ap-
pears only in sixth digit. Thus our code works as well as that
of Ref. 3 for rectangular geometry.

To evaluate this code for cylindrical geometry, we com-
pared its results with analytical models such as Pochgammer-
Chree equation16 for compression modes and Timoshenko’s
equations for flexural modes.17 As is well known, these mod-
els give a good approximation for long cylindrical bars. In-
deed, as a cylinder becomes longer/thinner, the difference
between the corresponding asymptotic solutions and numeri-
cal calculations becomes negligible~see Ref. 18!. Both in-
equalities~6! and~20! ~see the next subsection for the latter!
were tested to verify the code for the cylindrical geometry.

E. Modification of RAS method for prolate specimens

To conclude the theoretical part, we suggest a useful
modification of RAS that may enable one to significantly
save computer time when prolate objects withL1@L2,3 ~such
as many borehole specimens! are tested. In this case, the use
of the condition Eq.~6! that actually supposes that the same-
order amount of modal numbers is used for all sides of the
sample is excessive, and it is natural to accept the same order
of spatial scaleof the modes for each side to keep the same
preciseness. For prolate samples we use the following natural
restriction on numbersnj :

n1

L1
1

n2

L2
1

n3

L3
<

N

max~L j !
. ~20!

To obtain the same resolution in all directions, we keep all
three terms in the left-hand part of Eq.~20! comparable in
order @this is actually the reason for using max(Lj) in the
right-hand side of that inequality#. As a result,n1,2!n3 , and
instead of a sphere in then-space it suffices to consider a
prolate spheroid of a much smaller volume, practically with-
out an increase in error in comparison with the sphere
Eq. ~6!.

III. EXPERIMENTAL SETUP, DATA PROCESSING, AND
RESULTS OF MEASUREMENTS

A. Experimental design

The first tested specimen was a black rock of rectangular
shape~from Zhitomir, Ukraine!. The sizes of the parallelepi-
ped sides wereL15150.5 mm, L25114.2 mm, andL3

5102.8 mm; its mass wasM55.435 kg. The sample had a
fine granular structure with no visible flaws.

The block-diagram of the experimental setup for mea-
suring the amplitude-frequency response of tested samples is
shown in Fig. 1. A function generator produced a frequency-
modulated signal with the frequency swept linearly in time
under computer control. After passing a power amplifier, the
signal was applied to the transmitting acoustical transducer
which excited vibrations in the specimen. The receiving sen-
sor ~accelerometer! transformed the specimen vibrations into
an electrical signal which was then amplified by a charge
amplifier and forwarded to the first input channel of the data
acquisition board~ADC&DSP!. The transmitting and receiv-
ing sensors were thin piezoelectric plates 16 mm in diameter
and 2.5 g made of lead zirconate titanate. Epoxy glue was
used to attach them to the sample. The electrical signal pro-
duced by a function generator was sent to the second chan-
nel. Both signals were used for signal processing by a DSP.
The signal from the receiving acoustical sensor~accelerom-
eter!, after frequency conversion by a function generator and
subsequent narrow-band filtering, was recoded into real–
imaginary form and sent to the hard disk together with the
corresponding frequencies. The total sweep time was chosen
according to theQ-factor values to record all peaks with
high accuracy. TheQ-factors were about 103 for measured
modes so that all resonant peaks were resolved quite well. In
this case the positions of maximums coincide well with reso-
nance frequencies, and theQ-factor for each peak could be
defined from the peak width. In Fig. 2 the amplitude-
frequency response of the rock is shown on a log-lin scale.
To reduce the influence of supports, the sample was hung on
thin threads. Simple evaluation of the resonances of the
threads gives resonance frequencies of about 0.04 Hz for
transverse~‘‘pendulumlike’’! motions and about 4 Hz for
vertical oscillations~due to thread elasticity!. Also the effect
of transducer masses on resonance frequencies was estimated

FIG. 1. Block-diagram of experimental setup for measuring the amplitude-
frequency response of tested samples. DSP—digital signal processor;
ADC—analog-to-digit converter.
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to not exceed a fraction of a percent. Therefore, at the fre-
quencies of 3 to 20 kHz used in the experiments, free bound-
ary conditions can be considered as a good approximation.

The second sample tested as an example of a building
material was a standard ceramic brick of rectangular shape,
having a lowerQ-factor ~that is closer to that of some
sandstone-type rocks!. The sizes of the parallelepiped were
L15250 mm, L25125 mm andL3585 mm; the mass was
M55 kg. This sample had larger grains than the first one,
also with no visible flaws.

To excite and measure all oscillation modes in the brick,
we put five small sensors to positions shown in Fig. 3. Be-
cause of lower values of theQ-factor, several positions of
the emitter and receiver were used to resolve all resonant
frequencies within the frequency band of interest. The third
and the fifth of the sensors were used to excite acoustic vi-
brations in the brick and the others to receive them. The
transmitting and receiving sensors are piezoelectric plates
~20 mm in diameter and 1 mm thick! made of lead zirconate
titanate. Epoxy glue was used to attach them to the sample.
Similarly to the first sample, the brick was hung on thin
threads. For example, in Fig. 4 we show the amplitude-
frequency response of the brick excited by the transmitter in
position 5 and measured by the receiver in position 2~see
Fig. 3!.

Resonant frequencies and correspondingQ-factors were
associated with local maxima in the amplitude-frequency re-

sponse. We picked all local maxima in the amplitude-
frequency response which exceeded the background level by
2–3 dB and more~as seen from Figs. 2 and 4, in most cases
this ratio was much larger!. To measure theQ-factors, we
used the vicinity of a resonance maximum and represented
this vicinity by a standard Lorentz shape. Taking advantage
of several transmitters and receivers, for each resonance the
amplitude-frequency response was chosen which gives the
largest signal/background ratio.

The corresponding frequencies andQ-factors of the vi-
brations in the samples were calculated according to the
scheme described above. Tables I and II demonstrate the re-
sults for the rock sample. Tables III and IV demonstrate the
results for the ceramic brick.

B. Elasticity and loss parameters of the tested
samples

A comparison of measured and calculated frequencies
and Q-factors for the rock sample is given in Table I. The
mean-square-root difference between measured and calcu-
lated frequencies is 0.17%. Such a small error can, at least
partly, be caused by the small lumped impedance of the
piezo-ceramics transmitters. Indeed, their total mass was ap-
proximately 5 g, while the specimen mass was slightly over
5 kg. According to the estimate, the maximal frequency shift
due to the lumped impedance can reach 0.1%. We considered
this fit error as small enough, and no special procedures were
undertaken to reduce this effect.

The results of inverse RAS problem solution are shown
in Table II. To start the iterations for the elastic modulus, we
performed special pulse-delay measurements for the com-
pressional wave~the result isCl'6380 m/s!, whereas the
initial value of the Poisson ratio (n.0.1) was taken from
standard tables19 to define the shear modulus.

The sample has parameters which are rather close to a
basalt from the mantle top:20 C1150.81 to 1.04
31011N/m2, C445331010, Poisson ration50.23 and den-
sity r53300 kg/m3. This seems to agree with the fact that

FIG. 2. Amplitude-frequency response of the rock sample.

FIG. 3. Sensor positions for experiments with the brick.

FIG. 4. Amplitude-frequency response of the brick obtained for transmitter
in position 5 and receiver in position 2.
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the corresponding site lies on the Ukraine’s shield known to
have reached a very shallow area.

For comparison we performed the same procedure sup-
posing that the specimen’s material is anisotropic with cubic
symmetry. As there were noa priori data regarding symme-
try axes, we aligned them along the specimen axes. From
Table II it is seen that error remains of the same order as for
an isotropic sample model. As there is no evident physical
reason for any systematic anisotropy, it can be concluded that
the sample is isotropic.

The values of theQ-factor have greater dispersion than
those of resonance frequencies. This seems natural because
the measuredQ is found from the widths of the correspond-
ing resonance curves that are ‘‘contaminated’’ by neighbor-
ing resonances. Factors such as sound radiation into air may

also be significant. A simple estimate shows that at the fre-
quency of 10 KHz, the radiation alone limits theQ-factor by
a maximum of about 104. The corresponding error is com-
parable with the values given in Table II.

The results of inverse RAS problem solution for the
brick are shown in Tables III and IV. One can see a good
correspondence between measured and calculated resonance
frequencies. The errors inQ are larger in comparison with
the first sample. As the values of theQ-factor are typically
3–4 times less than those for the rock sample, these errors
can be due to interference of neighboring resonances. Some
ways to better resolve interferring resonances is the subject
of our present research.

Data in parentheses in Table IV correspond to the results

TABLE I. Calculated and measured frequencies andQ-factors for a rectan-
gular rock specimen of 150.53114.23102.8 mm3 having a 5.435 kg mass
and considered isotropic. The number of polynomials is limited byN513
with the constraint Eq.~6!. Q-factors were calculated from Eq.~13! after
finding theh’s.

#

Frequencies~kHz!
Error

%

Q-factors
Error

%Calc. Meas. Calc. Meas.

1 10.8051 10.8020 10.03 1304 1441 29.48
2 13.9212 13.9510 20.21 1221 1601 223.8
3 14.4560 14.4570 20.01 1215 1415 214.1
4 16.5271 16.4760 10.31 1303 1546 215.7
5 17.1951 17.2460 20.29 1292 1360 25.02
6 18.1429 18.1350 10.04 1261 1128 111.8
7 18.1692 18.1820 20.07 1291 1256 12.76
8 19.7260 19.6780 10.24 1265 1513 216.4
9 20.5777 20.6520 20.36 1162 1311 211.4

10 20.8999 20.9100 20.05 1270 1016 125.0
11 21.0045 21.0200 20.07 1265 1335 25.28
12 21.2718 21.2630 10.04 1281 1291 20.81
13 21.9518 21.8910 10.28 1285 1255 12.40
14 22.5604 22.5800 20.09 1218 1280 24.84
15 23.3352 23.3670 20.14 1292 1461 211.6
16 23.6955 23.7150 20.08 1193 1444 217.4
17 25.0200 25.0050 10.06 1226 1064 115.2
18 25.4484 25.4000 10.19 1149 934 123.0
19 25.6512 25.6350 10.06 1110 1188 26.53
20 26.0721 26.0650 10.03 1260 1145 110.0
21 26.4261 26.4430 20.06 1298 1243 14.42

TABLE II. The results of an inverse problem solution for the rock specimen.
Values ofdF anddQ were obtained as relative rms errors of the fits.DCi j

are errors which correspond to obtaineddF.

Isotropic specimen Cubic anisotropy

Cl ~m/s! 6366 6363
Ct ~m/s! 3592 3590a

n 0.27 —
C11 GPa 124.6•(120.0011i ) 124.5•(120.0011i )
C12 GPa 45.25•(120.0016i ) 45.06•(120.0017i )
C44 GPa 39.70•(120.0008i ) 39.66•(120.0008i )
dF ~%! 0.17 0.17
dQ ~%! 13.3 13.3

DC11 GPa 2.10 0.39
DC12 GPa 2.39 0.44
DC44 GPa 0.14 0.23

aAlong the main crystal axis ‘‘100.’’

TABLE III. The results of an inverse problem solution for a ceramic brick
of 2503125385 mm3 size and 5 kg mass considered isotropic. ValuesdF
and dQ were obtained as relative rms errors of the fits.DCi j are errors
corresponding to obtaineddF.

Cl ~m/s! 3305.4
Ct ~m/s! 2155.1
n 0.13
C11 GPa 21.4•(120.0040i )
C44 GPa 9.11•(120.0036i )
dF ~%! 0.59
dQ ~%! 21.3

DC11 GPa 1.08
DC44 GPa 0.17

TABLE IV. Calculated and measured frequencies andQ-factors for a ce-
ramic brick considered isotropic. The order of the polynomials was limited
by N517 with the constraint Eqs.~6! and, for data in parentheses,~20!.

Frequencies~kHz!

# Calc. Meas.
Error

%

1 3.466 60~3.466 54! 3.466 30 10.01(10.01)
2 3.717 01~3.717 02! 3.732 80 20.42(20.42)
3 4.187 72~4.187 65! 4.209 40 20.51(20.52)
4 6.460 20~6.460 09! 6.439 70 10.32(10.32)
5 7.165 39~7.165 32! 7.138 00 10.38(10.38)
6 7.291 85~7.291 93! 7.309 40 20.24(20.24)
7 7.428 62~7.428 54! 7.409 80 10.25(10.25)
8 10.2172~10.2174! 10.2780 20.59(20.59)
9 10.4107~10.4108! 10.5400 21.23(21.23)

10 10.8838~10.8837! 10.7870 10.90(10.90)
11 10.9152~10.9151! 10.8540 10.56(10.56)

Q-factor

# Calc. Meas.
Error

%

1 1262.52(1262.53) 227.70 115.29(115.30)
2 1279.56(1279.55) 267.20 14.62(14.62)
3 1263.08(1263.09) 271.80 23.21(23.21)
4 1262.28(1262.29) 387.20 232.26(232.26)
5 1266.64(1266.64) 358.70 225.67(225.66)
6 1278.38(1278.37) 314.60 211.51(211.51)
7 1270.85(1270.85) 336.40 219.49(219.49)
8 1264.01(1264.02) 231.00 114.29(114.30)
9 1276.06(1276.06) 309.00 210.66(210.66)

10 1274.90(1274.89) 316.00 213.01(213.01)
11 1272.74(1272.74) 188.00 145.07(145.07)

1775J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Ostrovsky et al.: Resonant acoustic spectroscopy for rock



of calculations according to the code modified for prolate
samples. It is noteworthy that the use of the constraint Eq.
~20! instead of Eq.~6! enables us to reduce the time of cal-
culations by a factor of 10 with practically the same accu-
racy, even for the brick in which the ratio of different sides
does not exceed 3.

IV. CONCLUSIONS

This paper demonstrates that the method of resonant
acoustic spectroscopy can be effectively applied to large
specimens of structurally inhomogeneous materials such as
rocks and ceramics. After Birch who also worked with large
specimens, we utilized the more recently developed RUS
algorithms and applied them to large rectangular specimens.
Note that the numerical program created and used here can
be applied to anisotropic samples as was demonstrated above
on a simple example of cubic symmetry. Also, a modification
of the method significantly reducing the numerical time for
prolate samples has been suggested and verified. We suppose
that a further development will result in creating practical
tools for testing borehole samples and industrial materials,
including those with defects.

ACKNOWLEDGMENT

This work was partially supported by the Russian Foun-
dation for Basic Research~Grants 00-05-64252 and 00-15-
96741!.

APPENDIX: MASS AND RIGIDITY MATRIX ELEMENTS

As both cylindrical bars and rectangular parallelepipeds
are important from the point of view of their practical appli-
cation, both these cases are considered here.

Cylindrical shape:

^CnuCg&5P~n11ñ1 ,n21ñ2 ,n31ñ3!, ~A1!

where the functionsP(¯) are defined as

P~a1 ,a2 ,a3!55 2R2H

~a211!~a311!
•

GS a111

2 DGS a213

2 D
GS a11a2

2
12D

a1 ,a2 are even

0 otherwise,
~A2!

and G( . . . ) is the gamma function,R is the radius of a
cylinder andH is its length.

Values ofbi j (¯u¯) are defined as follows:

b115n1ñ1P~n11ñ122, n21ñ2 , n31ñ3!,

b125n1ñ2P~n11ñ121, n21ñ221, n31ñ3!,

b135n1ñ3P~n11ñ121, n21ñ2 , n31ñ321!,

b215n2ñ1P~n11ñ121, n21ñ221, n31ñ3!,

b225n2ñ2P~n11ñ1 , n21ñ222, n31ñ3!, ~A3!

b235n2ñ3P~n11ñ1 , n21ñ221, n31ñ321!,

b315n3ñ1P~n11ñ121, n21ñ2 , n31ñ321!,

b325n3ñ2P~n11ñ121, n21ñ221, n31ñ3!,

b335n3ñ3P~n11ñ1 , n21ñ2 , n31ñ322!.

In the case ofrectangular shapeit is better to use a Legendre
polynomial expansion in the Ritz representation Eq.~3!. In
this case the values of interest are written as follows~L1 ,
L2 , L3 are sizes of a rectangular specimen!:

^CnuCg&5
L1L2L3dng

~2n111!~2n211!~2n311!
, ~A4!

and

b115
2dn2ñ2

dn3ñ3

~2n211!~2n311!

L2L3

L1
Gn1ñ1

,

b125
dn3ñ3

2n311
L3Fñ1n1

Fn2ñ2
,

b135
dn2ñ2

2n211
L2Fñ1n1

Fn3ñ3
,

b215
dn3ñ3

2n311
L3Fn1ñ1

Fñ2n2
,

b225
2dn1ñ1

dn3ñ3

~2n111!~2n311!

L1L3

L2
Gn2ñ2

, ~A5!

b235
dn1ñ1

2n111
L1Fñ2n2

Fn3ñ3
,

b315
dn2ñ2

2n211
L2Fn1ñ1

Fñ3n3
,

b325
dn1ñ1

2n111
L1Fn2ñ2

Fñ3n3
,

b335
2dn1ñ1

dn2ñ2

~2n111!~2n211!

L1L2

L3
Gn3ñ3

,

with

Fmn5H 2, n.m and n1m is odd,

0, otherwise,
~A6!

Gmn5H ~min~m,n!!•~min~m,n!11!, n1m is even,

0 otherwise.
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Near-field scanning in the time domain on a spherical surface—
A formulation using the free-space Green’s function
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Two formulations for determining the characteristics of an unknown source of acoustic waves using
the measurement of its field at its near zone are presented. The measurement in both cases is to be
performed on a spherical scan surface which encapsulates the source. The first is for an ideal probe
which measures the field at its location. The knowledge of the field is sufficient; its normal
derivative is not required. In the second formulation a realistic probe is considered. This time it is
required only that the probe has an axially symmetric receiving characteristic. With this formulation,
the time functions which characterize the source are found using only the signal at the output of the
probe. Both formulations are such that they are not specific to the scan surface radius. Furthermore,
they are entirely in the time domain, requiring no inverse Fourier transformations left to be
performed. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1403698#

PACS numbers: 43.20.Px@ANN#

I. INTRODUCTION

The problem of characterizing a source using data ob-
tained from the measurement of its field at its near zone is
well known to be important. This has relatively recently
found application also in the time domain. Performing the
characterization in the time domain has the advantage that if
the radiator is fed by a narrow, therefore wide-band pulse,
the performance of the source can be found over a large
range of frequencies simultaneously.

Here, we report a scheme by which a test source is char-
acterized using the measurement of its field, in the time do-
main, on a spherical surface. This surface may be in the near
zone of the source; it is sufficient that the source be enclosed
by the surface. Two formulations are presented. In the first it
is assumed that the probe used to measure the field is ideal:
that is, its output is exactly the field at the point where the
measurement is made. The formulation is such that the mea-
surement of the field is sufficient; its normal directional de-
rivative, as might be expected of a consideration of the field
equivalence principle, is not required. Another formulation is
presented in which a realistic probe is considered: one which
is a reciprocal electroacoustic device with an axially sym-
metrical receiving characteristic.

The work presented here is very closely related to that
reported in two previous articles: Buyukduraet al.1 and
Hansen.2 The time domain free-space Green’s function ex-
pansion in terms of spherical wave functions reported in the
former is extensively used in the following sections. In par-
ticular, the fact that the Green’s function has been expressed
in terms of time domain outgoing wave functions as well as
orthogonal spherical harmonics is seen to prove very useful.
The way in which the orthogonality of these harmonics is
used is very similar to that reported in the latter article. As
opposed to previous work however, we start at the outset
with a time domainexpansion for the field outside the scan
surface. Furthermore this expansion is in terms of universal
outgoing time domain wave functions which are independent

of the scan sphere radius. This leads to two features of the
formulation which are both novel and superior to those given
earlier in the literature:

~i! Once the time dependent expansion coefficients are
determined, the expressions for the field both in the
near and the far zones are much simpler as compared
to those given earlier which involve complex zeros of
the Hankel functions and are relatively complicated.

~ii ! The present probe corrected formulation, in addition
to the above feature, has the further advantage that it
leaves no inverse Fourier integrals to be evaluated.

In summary, the present approach is that of stating, for-
mulating, and solving the problem entirely in the time do-
main. This is in contrast to earlier work, the essence of which
is to solve the problem in the frequency domain and suggest
that the result be inverse Fourier transformed to the time
domain.

The formulation for the ideal probe is given in Sec. II,
and that for the realistic probe in Sec. III. Some practical
aspects of sampling positions on the scan sphere and discreti-
zation in time are discussed in Sec. IV. A numerical example
is presented in Sec. V, followed by concluding remarks in
Sec. VI.

Throughout the article the velocity of waves in free
space is taken to bec51, so that in any frequency domain
expression which appears the wave number,k, is equal to the
angular frequency,v.

II. FORMULATION—WITHOUT PROBE CORRECTION

For the problem of interest, the reader is referred to Fig.
1 in which it is seen that a source of acoustical waves is
totally enclosed within a spherical surfaceS of radiusa. We
wish to characterize the source from a measurement of the
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pressure field onS. In this section it is assumed that an ideal
probe, i.e., the output of which is exactly the unperturbed
pressure field at its location, is available.

From Buyukduraet al.1 it is seen that the field outside
the smallest spherical surface which encloses the test source
can be expressed in terms of the spherical harmonics as

w~R,t !5 (
n50

`

On~R,t !* (
p5e,o

(
m50

n

cpnm~ t !Ypnm~u,f!,

~1!

where the parity indexp takes on the ‘‘values’’ eithere or o
~standing for ‘‘even’’ and ‘‘odd,’’ respectively!, * stands for
the convolution operation and the time functionscpnm(t) are,
as yet, unknown. (R,u,f) are the familiar spherical coordi-
nate variables. The spherical harmonics are given by

Y
o
enm~u,f!5Pn

m~cosu!
cosmf
sinmf , ~2!

in which Pn
m are the associated Legendre functions of the

first kind as defined in Abramowitzet al.;3 cosmf goes with
parity e and sinmf goes with parityo. The radial depen-
dence of the outgoing wave functions is given by

On~R,t !5
1

R
Un~R,t2R!, ~3!

in which the functionsUn(R,t2R) are defined in Buyukdura
et al.1 A few of these are as follows:

O0~R,t !5
d~ t2R!

R
, ~4a!

O1~R,t !5
d~ t2R!

R
1

u~ t2R!

R2 , ~4b!

O2~R,t !5
d~ t2R!

R
13

u~ t2R!

R2 13
~ t2R!u~ t2R!

R3 ,

~4c!

whered andu are the unit impulse and unit step functions,
respectively. These functions can also be generated by using
the recursion relation:

On~R,t !5
2n21

n21

t

R
On21~R,t !2

n

n21
On22~R,t !. ~5!

Note that the determination ofcpnm(t) completely speci-
fies the test source. In particular, the far zone field is given
by

w~R,t !5
1

R (
n50

`

(
p5e,o

(
m50

n

cpnm~ t2R!Ypnm~u,f!, ~6!

since, as seen from Eqs.~4!, only the first ~the impulsive!
term of eachOn contributes in the far zone.

To find cpnm(t), we evaluate Eq.~1! at R5a, multiply
both sides byYp8n8m8(u,f) and integrate overS. Exploiting
the orthogonality property of the spherical harmonics:

E
0

2pE
0

p

Ypnm~u,f!Yp8n8m8~u,f!sinu du df

5
4p~n1m!!

em~2n11!~n2m!!
dpp8dnn8dmm8

yields ~d is the Kronecker delta!,

cpnm~ t !* On~a,t !5 f pnm~ t !. ~7!

The right-hand side of Eq.~7! is given by

f pnm~ t !5
em~2n11!~n2m!!

4p~n1m!!

3E
0

2pE
0

p

w~R̂a,t !Ypnm~u,f!sinu du df, ~8!

wheree051, em52 for mÞ0 andR̂ is the unit vector in the
radial direction such thatR̂a denotes a position on the sur-
face S. The functionw(R̂a,t) which appears on the right-
hand side is the field measured by the ideal probe. Possible
methods of solution of Eq.~7! are discussed in the Appendix.
Note that with this formulation, the measurement of the pres-
sure field on the scan sphere is sufficient~in that the normal
derivative ofw is not needed!. Furthermore, the analysis is
not restricted to any particular value of the scan sphere ra-
dius; nothing needs to be changed for a larger or smaller scan
surface.

III. FORMULATION—WITH PROBE CORRECTION

The problem in this section is similar to that in the pre-
ceding section except that the probe in question is not ideal.
However, the analysis is valid only for an electroacoustic
transducer whose receiving characteristic is axially symmet-
ric. In other words, the probe receiving characteristic is in-
dependent of the probe-local coordinate variablefp , where
the probe-local coordinate unit vectorẑp is such that it al-
ways points towards the center of the scan sphere as shown
in Fig. 1. It is also assumed that any multiple interactions
between the probe and the test source are negligible. Then as
in Hansenet al.,4 Yaghjian,5 Yaghjianet al.,6 and Wittmann,7

FIG. 1. The spherical scan geometry.
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the probe can be characterized as a differential operator act-
ing on the pressure field as expressed by thefrequency-
domainequation:

b~R̂a,k!5(
l 50

`

al~k!Pl S 21

jk

]

]RDw~R̂R,k!U
R5a

, ~9!

whereb is the signal at the output of the probe andk is the
angular frequency. Considering the inverse Fourier transform
of Eq. ~9! and substituting forw(R,t) from Eq. ~1!, one
obtains

b~R̂a,t !5 (
n50

`

(
p5e,o

(
m50

n

Ypnm~u,f!cpnm~ t !

* (
l 50

`

al~ t !* L ln~a,t !. ~10!

Here,al(t) are the inverse Fourier transforms ofal(k). If the
probe is reciprocal, they can also be determined from the far
field pattern of the probe.2 The time-domain Green’s function
expression given in Buyukduraet al.1 suggests that they
should be time limited. For a known probe, these time func-
tions are, naturally, known. The time functionsL ln(a,t) are
given by

L ln~a,t !5F21H Pl S 21

jk

]

]RD J * On~R,t !U
R5a

. ~11!

Again, these functions are given for a few values of their
indices:

L00~a,t !5O0~a,t !, ~12a!

L0n~a,t !5On~a,t !, ~12b!

L10~a,t !5O1~a,t !, ~12c!

L11~a,t !5H0~a,t !12H1~a,t !12H2~a,t !, ~12d!

L12~a,t !5H0~a,t !14H1~a,t !19H2~a,t !1 9
2H3~a,t !,

~12e!

L20~a,t !5H0~a,t !13H1~a,t !13H2~a,t !, ~12f!

L21~a,t !5H0~a,t !14H1~a,t !19H2~a,t !1 9
2H3~a,t !,

~12g!

L22~a,t !5H0~a,t !16H1~a,t !124H2~a,t !

127H3~a,t !19H4~a,t !, ~12h!

in which the generic functionsH are given by

H0~a,t !5
d~ t2a!

a
, ~13a!

H1~a,t !5
1

a2 u~ t2a!, ~13b!

and

Hm~a,t !5
~ t2a!m21

am11 u~ t2a!. ~13c!

A recursive relation which can be used to generate the func-
tions L is

L l ,n~a,t !5
2l 21

l
L$L l 21,n~a,t !%2

l 21

l
L l 22,n~a,t !,

~14a!

L0,n~a,t !5On~a,t !, ~14b!

L1,n~a,t !5L$On~a,t !%, ~14c!

in which the operatorL$•% is given by

L$ f ~a,t !%5F2E
2`

t ]

]R
f ~R,t!dtG

R5a

. ~15!

Since the functionsL andO can be expressed as linear com-
binations of the generic functionsH, the result ofL$H% suf-
fices to use the recursion given in Eqs.~14!. This is given as

L$H0%5H01H1 , ~16a!

L$Hm%5Hm1
m11

m
Hm11 , mÞ0. ~16b!

The rest of the analysis is as in the preceding section.
Again, the orthogonality of the spherical harmonics is used
to obtain

cpnm~ t !* Ln~ t !5gpnm~ t !, ~17!

using whichcpnm(t) are found as discussed in the Appendix.
Here,

Ln~ t !5(
l 50

`

al~ t !* L ln~a,t !, ~18!

and this time, the right-hand side is

gpnm~ t !5
em~2n11!~n2m!!

4p~n1m!!

3E
0

2pE
0

p

b~R̂a,t !Ypnm~u,f!sinu du df. ~19!

IV. PRACTICAL ASPECTS

Some practical aspects which will arise in the applica-
tion of the above are discussed in this section.

The first aspect to be addressed involves the choice of
the number and the positions of the points on the scan sphere
at which the probe output signals are to be measured. The
determination of the time domain expansion coefficients of
the test source requires the evaluation of a surface integral
over the measurement sphere as seen in, for instance, Eq.
~19!. In practice, the measurements can be done only at cer-
tain points of the measurement surface, and the integral must
be evaluated by a numerical technique. A straightforward
method for this purpose is to use the product formula

R f ~x,y,z!dV5E
0

2pE
0

p

f ~u,f!sinu du df

5(
i 51

Nu

(
j 51

2Nu

wi
gwj

cf ~u i ,f j !, ~20!

which is exact8 for polynomialsxaybzg if a1b1g,2Nu

whereu i are chosen as the Gauss–Legendre points,f j are
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2Nu equally spaced points over the interval@2p, p#, wi
g are

the Gauss–Legendre weights andwj
c5p/Nu . The upper

limit Nu of the summation given in Eq.~20! should be cho-
sen according to how rapidly the integrand varies. For this
purpose the spherical series expansion of the test source is
considered. This series can be truncated atNt where Nt

'CvmDt and C is a factor that determines the accuracy.
Similarly, the probe expansion coefficients can be disre-
garded beyondNp'CvmDp . In these expressions,Dt and
Dp are the maximum dimensions of the test source and the
probe, respectively, andvm is the bandwidth of the wave
form of interest. Thus, the probe outputb(R̂a,t) can be ex-
panded in a series with highest order

N5Nt1Np'Cvm~Dt1Dp! ~21!

which also implies that 2(N1Nt)
2 measurement points on

the scan sphere will suffice. However, this method is quite
inefficient in that the measurements points are clustered near
the poles (u50,p) of the measurement sphere. A more effi-
cient method is described in McLaren.9 This method uses
sampling points that are determined using the symmetry
properties of regular polyhedra and are more uniformly dis-
tributed over the sphere.

The second aspect to be considered in this section is the
discretization in time. If the time wave forms of interest are
band limited functions, the sampling period is given by the
Nyquist rate as

Dt5
p

vm
. ~22!

The reconstruction of the time wave forms can be achieved
by using the Shannon sampling theorem,10 or if an oversam-
pling rate of d is used, the following more general recon-
struction formula11,12

f ~ t !5 (
k52`

`

f ~kDt !

sin
vm

12d
~ t2kDt !

vm

12d
~ t2kDt !

c~ t2kDt ! ~23!

should be used wherec(t2kDt) can be chosen to reduce the
error bound when the reconstruction expression, Eq.~23!, is
truncated.

V. A NUMERICAL EXAMPLE

Following Hansen,2 we choose a point source located at
Rs50.1x̂20.4ŷ10.2ẑ. The excitation is such that the pres-
sure field due to this source is given by

w~R,t !5
e24~ t2uR2Rsu!

2

4puR2Rsu
. ~24!

The scan sphere is centered at the origin with a radius of 0.6.
We assume that the probe used is such that its characterizing
time functionsal(t) are given by

a0~ t !5d~ t !, a1~ t !5d~ t !, al~ t !50, l .1. ~25!

With this choice, the output signal of the probe would be

b~R̂a,t !5w~R̂a,t !2E
2`

t ]

]R
w~R̂R,t!U

R5a

dt, ~26!

which is used in Eq.~19!. Once the time functionscpnm(t)
are determined as described in Sec. III, they are used in Eq.
~1! to find the field at the locationR53x̂22.1ŷ14.1ẑ. The
result is shown in Fig. 2. The solid curve is obtained using
the present formulation, while the circles are from the exact
solution given by Eq.~24!. As in Hansen,2 eight terms from
the expansion Eq.~1! have been found to be sufficient. Note
the excellent agreement between the calculated and the exact
fields.

It should be noted that although we have chosen the
same source and scan surface as in Hansen,2 this example is
substantially different in that we consider a probe which is
not ideal and that we have used our probe corrected formu-
lation. To the best of our knowledge, this is the first such
numerical solution in the time domain given in the literature.
Since the formulation is given entirely in the time domain,
we have found it attractive to perform the numerical solution
of Eq. ~17! also in the time domain using direct deconvolu-
tion ~see the Appendix!.

VI. CONCLUSION

Two formulations which are useful in characterizing a
test source via the measurement of its near field in the time
domain on a spherical surface have been presented. In one of
these an ideal probe is assumed. The other formulation is
based on the output of a realistic probe. The probe in this
formulation is assumed to be a reciprocal device with a re-
ceiving characteristic which is axially symmetric.

Both formulations are developed using the spherical
wave expansion of the free-space time domain Green’s func-
tion in which the functional form of the outgoing wave func-
tions is known explicitly. It is seen that both are such that the
expressions used are not specific to the scan sphere radius.
Furthermore the analysis is entirely in the time domain

FIG. 2. The calculated and the exact field vs. time. The solid curve is
obtained using the present formulation, and the circles are from the exact
solution.
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where the unknown quantities of interest are solved using
deconvolution.

A numerical example has also been given which demon-
strates the validity of the analysis.

APPENDIX: DECONVOLUTION

In this appendix we discuss the solution of an equation
of the form

h~ t !* x~ t !5y~ t !, ~A1!

in which x(t) andy(t) are known functions of time and we
want to determineh(t). In fact, the functionsx(t) andy(t)
are available only at sampling pointstn5nT whereT is the
sampling period. We will denote thenth sample of a function
x(t) by xn5x(nT). All the functions that appear in Eq.~A1!
are bandlimited and we will assume that the sampling is fast
enough to determine these functions at any time. There are
several possible approaches to this problem.

One method could be to Fourier transform Eq.~A1! after
which the Fourier transform ofh(t) can be readily deter-
mined and transformed back into the time domain. Actually,
DFT ~in particular the FFT algorithm! should be used since
only samples of the functions are available.

Another approach could be to considerh(t) as the im-
pulse response of an unknown linear time invariant system.
Thus, the deconvolution problem is equivalent to the task of
the identification of a dynamical system from its known re-
sponse,y(t), to a known input,x(t). The general approach
in the system identification problem is to fit an approximate
parametric model and the most commonly used model is the
autoregressive moving average~ARMA ! model; many
texts13 can be found on this subject.

We have chosen however, to deconvolve Eq.~A1! di-
rectly in the time domain. In discrete time Eq.~A1! can be
approximated by a convolution sum as

yn'hn~xn5T (
k50

n

xn2khk ~A2!

which is equivalent to evaluating the convolution integral as
a Riemann sum.

The first few terms ofyn can be written as

y05~h0x0!T, ~A3a!

y15~h1x01h0x1!T, ~A3b!

y25~h2x01h1x11h0x2!T, ~A3c!

which shows that at each step one sample of the unknown
function can be determined as

h05
1

x0

y0

T
, ~A4a!

h15
1

x0
S y1

T
2h0x1D , ~A4b!

h25
1

x0
S y2

T
2h1x12h0x2D , ~A4c!

]

hn5
1

x0
S yn

T
2 (

k50

n

hkxn2kD . ~A4d!

It must be noted that this formulation is valid only ifx0

Þ0. However, since the functionx(t) cannot be identically
zero, we can shift our time origin so that the first sample is
nonzero, i.e.,x0Þ0.

A complication that may arise~and indeed does in the
numerical example given! is that the functionx(t) contains a
term proportional to the unit impulse functiond(t). In this
case we can decompose the functionx(t) as

x~ t !5j~ t !1ad~ t ! ~A5!

wherea is a constant andj(t) is a smooth function. Then
Eq. ~A1! becomes

h~ t !* x~ t !5h~ t !* ~j~ t !1ad~ t !!5h~ t !* j~ t !1ah~ t !

5y~ t !. ~A6!

Again, approximating the continuous convolution by a con-
volution sum, we can solve for the samples of the unknown
function as

h05
1

j01a

y0

T
, ~A7a!

h15
1

j01a S y1

T
2h0x1D , ~A7b!

h25
1

j01a S y2

T
2h1x12h0x2D , ~A7c!

]

hn5
1

j01a S yn

T
2 (

k50

n

hkxn2kD . ~A7d!
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Acoustic radiation of cylindrical elastic shells subjected to a
point source: Investigation in terms of helical acoustic rays
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The paper deals with the acoustic radiation of a cylindrical elastic shell with no internal loading
surrounded by a fluid medium when its external surface is subjected to a point source. The problem
is addressed via the use of the spatial Fourier transform. An expression is obtained for the radiated
pressure that is evaluated for the far field using both the stationary phase method and the fast Fourier
transform~FFT!. The acoustic field calculated from the FFT is much more complicated than that
obtained by using only the stationary phase method. In agreement with the geometrical theory of
diffraction ~GTD!, alternative interpretations of the radiated field in terms of helical acoustic rays
allows one to understand the reason for this result. The outstanding phenomenon underlined by the
use of the FFT is the emergence of an infinite number of spatial dispersion curves associated with
each leaky wave propagating in shells when excited by a point source. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1404437#

PACS numbers: 43.20.Tb, 43.20.Dk, 43.20.Ks@JGM#

I. INTRODUCTION

The interaction of an incident wave with elastic cylin-
drical and spherical shells has long been a problem of con-
stant interest.1–12There are many reasons to explain this fact.
At first, cylindrical and spherical geometries permit an ana-
lytical separation of the linear elasticity equations leading to
solutions based upon normal-mode series. Contrary to nu-
merical methods used to calculate the sound interaction with
more complicated objects~finite-element method, T-matrix
approach, Fredholm integral equation method, etc.!, the fast
computation of these series is easy today even at very high
frequencies. Therefore, it becomes possible to analyze spe-
cific high-frequency phenomena as the bifurcation of Lamb
wave dispersion curves for elastic spheres,9,10 the overlap-
ping of resonances associated with leaky waves,13,14 and the
coupling between leaky waves and Whispering Gallery
waves propagating around cylindrical shells filled with
fluid,15 for example. Then, the Sommerfeld–Watson trans-
form of the normal-mode series led to a better physical un-
derstanding of the leaky wave propagation.16–20In particular,
it showed that resonances are closely linked to stationary
states of leaky waves.4,21–23 The first developments of the
Sommerfeld–Watson transform have been discussed by
Derem.19 The generalizations based on the geometrical
theory of diffraction ~GTD! have been used to study the
acoustic scattering by more complicated objects at higher
frequencies.24–28The elastic GTD is fundamentally based on
the knowledge of the leaky wave propagation on cylinders
and spheres but its progress is still rather limited compared
to the electromagnetic GTD.29 Alternative descriptions based
on the resonant scattering theory~RST! adapted from classi-
cal nuclear-scattering theory have also been developed.30–32

A large amount of literature is given by Veksleret al.32 on
this subject. Finally, many other physical problems deal with
cylindrical and spherical geometries, as those found in the
wide field of the multiple scattering theory.33,34 It is essential

for a complete study of multiple scattering that the one-body
scattering be considered as solved. Exact solutions are
known only for simple geometries in a large frequency
range.

Although a large body of literature exists for the acous-
tic scattering problem, the forced vibration and radiation
problems have received relatively less attention.35–37 In the
present case, one deals with the acoustic radiation of a cy-
lindrical elastic shell surrounded by a fluid medium when its
external surface is subjected to a point source. Our aim is to
understand how leaky waves~Lamb-type waves!, which are
excited by a local impact~laser impact, for example!, propa-
gate.

Felsenet al.38,39 have derived the Green’s function for a
harmonic source located inside or outside a thin elastic cy-
lindrical shell immersed in different interior and exterior
fluid media. Alternative interpretations of the wave field in
terms of acoustic rays and leaky waves are also discussed.
Our study is different because the point source is located
directly on the surface, contrary to Felsenet al., who con-
sider the point source without contact with the shell. In that
case, there is one dimension more and another difficulty that
consists of determining the reflected wave and the leaky
wave points of excitation. In our case, leaky waves are
merely excited from the point source. Our analysis in terms
of acoustic rays is less sophisticated than that of Felsenet al.
but, on the other hand, the influence of leaky waves on the
acoustic radiation is displayed from computations, and an
analysis in terms of resonances is discussed.

The analytical formulation of the problem leading to the
normal-mode series is based straightforwardly on that of
Pathak and Stepanishen.36 The problem of harmonically ex-
cited cylindrical shells surrounded by a fluid medium is ad-
dressed via the use of the spatial Fourier transform. The
normal-mode series for the field variables of interest is de-
veloped using the linear theory of elasticity~Felsenet al.
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deal with the equations governing the thin-walled shell
dynamics40!. Consequently, results are applicable over a
wide range of excitation frequencies and shell thicknesses.
An expression is obtained for the radiated pressure in the
fluid, which is evaluated for the far field, using first the stan-
dard stationary phase method~as Pathak and
Stepanishen36,37! and then a fast Fourier transform. Results
are compared and interpreted from an analysis in terms of
acoustic rays. Clearly, the standard stationary phase method
used by Pathak and Stepanishen is an approximation taking
into account the direct field only. The direct field is associ-
ated with the acoustic ray coming from the point source
which circumnavigates around the external surface of the
shell before reaching the observation point, the ray travel on
the external surface being limited to less than a full turn
around the shell. Computations using the fast Fourier trans-
form show additional contributions due to several trips
around the shell that cannot be neglected. Numerical calcu-
lations are performed for values of the normalized frequency
kh going up to 4, wherek is the wave number in the fluid
medium andh the shell thickness. This maximum reduced
frequency value is higher than the value considered by
Pathak and Stepanishen in their paper, which iskh50.1.
This can explain why contibutions due to several trips do not
appear in their results; it is a phenomenon occurring rather at
higher frequency.

The presentation begins in Sec. II with the normal mode
series using the FFT and is followed in Sec. III with numeri-
cal calculations and discussions. The Sommerfeld–Watson
transformation of the normal mode series is made in Sec. IV.

II. MODAL THEORY

Consider an evacuated elastic cylindrical shell of inner
radius b and outer radius a surrounded by a fluid medium~cf.
Fig. 1!. Both the shell and the fluid are assumed to be homo-
geneous. A time-harmonic point source located at (r 5a,u
5p,z50) is assumed to be acting normally on the outer
surface of the shell, and is modeled by

pS~r 5a,u,z!5ap0d~p2u!d~z!e2 ivt, ~1!

where d denotes the Delta function,v the excitation fre-
quency, andp0 a constant with the dimension of a pressure.
In the following development, thee2 ivt factor will be sup-
pressed in all cases. The irrotationalf and rotationalc
5(c r ,cu ,cz) elastic displacement potentials for the shell

are governed by two Helmholtz equations, Eq.~2a! for the
scalar potentialf and Eq.~2b! for the vector potentialc

¹2f1kL
2f50, ~2a!

“

2c1kT
2c50, ~2b!

where kL5v/cL , kT5v/cT , cL is the dilatational wave
speed, andcT is the shear wave speed. The shell displace-
ment is written as

u~s!5“f1“3c, ~3!

according to the Helmholtz’s decomposition. The radiated
pressurep obeys the Helmholtz equation

¹2p1k2p50, ~4!

wherek5v/c and c is the sound wave in the surrounding
fluid. The fluid displacement is given by

u~ f !5
1

r fv
2“p, ~5!

wherer f is the fluid density.
The solution of the problem is obtained via the introduc-

tion of the following Fourier transform:

f̂ ~r ,u,j!5E
2`

1`

f ~r ,u,z!e2 i jz dz, ~6!

f ~r ,u,z!5
1

2p E
2`

1`

f̂ ~r ,u,j!e1 i jz dj. ~7!

After transforming Eqs.~2! and~4! with respect toz, the
resulting partial differential equations can be solved by the
standard method of variable separation.13 The pressure and
the potentials in the transformed domain can then be ex-
pressed as follows:

p̂5 (
n50

1`

AnHn
~1!~hr !cos~nu!, ~8a!

f̂5
1

rsv
2 (

n50

1`

~BnJn~hLr !1CnNn~hLr !!cos~nu!, ~8b!

ĉ r5
1

rsv
2 (

n50

1`

~DnJn11~hTr !1EnNn11~hTr !!sin~nu!,

~8c!

ĉu52
1

rsv
2 (

n50

1`

~DnJn11~hTr !

1EnNn11~hTr !!cos~nu!, ~8d!

ĉz5
1

rsv
2 (

n50

1`

~FnJn~hTr !1GnNn~hTr !!sin~nu!, ~8e!

where

h5~k22j2!1/2, hL5~kL
22j2!1/2, hT5~kT

22j2!1/2,
~9!

rs is the shell density,Jn and Nn are the Bessel and the
Neumann functions, respectively, andHn

(1) is the Hankel
function of the first kind. Of course, the Fourier transform of

FIG. 1. Fluid-loaded cylindrical elastic shell subjected to a point force.
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the radiated pressure in the fluid satisfies the radiation con-
dition of Sommerfeld.13,38 As indicated by Pathak and
Stepanishen, only the values of the Bessel functions
(Jn ,Nn ,Hn

(1)) with complex arguments are used, eliminating
the need to switch between the Bessel functions for real ar-
guments and the modified Bessel functions (I n ,Kn) for
purely imaginary arguments. The constantsAn ,...,Gn are
determined from the boundary conditions on the inner and
outer surfaces of the shell. The boundary conditions are

~a! on the inner surfacer 5b:

ûr
~s!50, ŝ rr 50, ŝ ru50, and ŝ rz50, ~10a!

~b! on the outer surfacer 5a:

ûr
~s!5ûr

~ f ! , ŝ rr 52~ p̂1 p̂S!, ŝ ru50, and ŝ rz50.
~10b!

The components of the stress tensor of interest are given
by

s rr 5rs~cL
222cT

2!kL
2f12rscT

2F2
]2f

]r 2 1
1

r

]2cz

]r ]u

2
1

r 2

]cz

]u
2

]2cu

]r ]zG ,
s ru5rscT

2F2

r S 2
]2f

]r ]u
1

1

r

]f

]u D1
]2c r

]r ]z
2

1

r

]c r

]z

2
1

r

]2cu

]u]z
2

]2cz

]r 2 1
1

r

]cz

]r
1

1

r 2

]2cz

]u2 G ,
s rz5rscT

2F22
]2f

]r ]z
2

1

r

]2c r

]r ]u
1

1

r 2

]c r

]u
1

1

r

]cu

]r

2
1

r 2 cu1
]2cu

]r 2 2
]2cu

]z2 1
1

r

]2cz

]u]zG ,
and the Fourier transform of the point source can be ex-
pressed as

p̂S5ap0d~p2u!5
ap0

2p (
n50

1`

«n~21!n cosnu, ~11!

because of the periodicity with regard tou («n is the Neu-
mann’s factor;«051 and«n52 for n>1!. Finally, one ob-
tains a system of equations for the unknowns (An ,...,Gn) in
a matrix form as

@Dn#5
An

•

•

•

Gn

6 55
~kTa!2

ap0

2p
~21!n«n

0

•

•

0

6 , ~12!

where the elements of the matrix@Dn# are those given by
Veksler.13

It is of interest to note that the previous equations permit
us to calculate the acoustic scattering of an obliquely inci-
dent plane wave by the shell. To achieve this goal, the vari-
ablej is rewritten as

j5k sina, ~13!

wherea is the angle of incidence and the right-hand side of
Eq. ~12! is replaced by the vector13

S 2~kTa!2Jn~ha!«ni n,
rs

r f
~ha!Jn8~ha!«ni n,0,...,0D ,

~14!

whereh5(k22(k sina)2)1/25k cosa. At normal incidence
(a50), the incident wave is propagating in the direction
defined byu50. After carrying out the indicated operations,
the acoustic scattering at oblique incidence is then given by

poblique5 p̂ei ~j5k sin a!z

5 (
n50

1`

AnHn
~1!~kr cosa!cos~nu!eikz sin a. ~15!

The radiated pressure of the shell excited by a point source
can be expressed using Eqs.~7!, ~8a!, ~9!, and ~12! as fol-
lows:

p~r ,u,z!5
1

2p E
2`

1`

p̂~r ,u,j!ei jz dj

5
1

2p E
2`

1`

(
n50

1`

An~j!Hn
~1!~hr !cos~nu!ei jz dj.

~16!

According to Pathak and Stepanishen,36,37 the far-field
pressure can be derived from the stationary phase integration
method.41 For this purpose, the coordinate system is changed
to the spherical polar coordinate system (R,w,u) whereR is
the distance from the origin to the observation point~cf. Fig.
2!. With this transformation and the use of the stationary
phase integration method, the saddle point is located atj
5k cosw and the radiated pressure can be written as

p~r ,u,z!

5
1

pAk sinw
F (

n50

1`

i 2~n11!An~k cosw!cos~nu!G eikR

R
.

~17!

FIG. 2. Polar coordinate system.
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III. NUMERICAL RESULTS AND DISCUSSIONS

We have first compared the radiated pressure evaluated
from the stationary phase method with the acoustic scattering
at oblique incidence for a steel shell in water. The parameters
used in the calculations arer f51000 kg/m3, rs

57900 kg/m3, c51470 m/s, cL55790 m/s, cT53100 m/s,
andb/a50.98. Figure 3 shows the modulus of the acoustic
scattering at oblique incidence in the plane (ka,a) for u
5p ~backscattering! and Fig. 4 shows the modulus of the
radiated pressure in the plane (ka,z/a) for u50 ~forward
scattering!. This choice has been made in view of obtaining
figures with as much contrast as possible. Both figures reveal
a predominant phenomenon which is the evolution of the
shell resonances with regard to the reduced frequencyka.
Shell resonances appear as troughs and peaks in backscatter-
ing and as peaks in forward scattering. These figures can also
be interpreted as spatial dispersion curves associated with
leaky waves propagating around the shell.21–23It results from
this comparison that information about shell resonances and
leaky waves is the same in both cases. Moreover, the reso-
nant wave numbers associated with leaky waves are solu-
tions of the characteristic equationDn(j)50, whereDn is
the determinant of the linear system of equations coming

from the boundary conditions@cf. Eq. ~12!#. Numerical cal-
culations show thatj varies in the same way whena andz/a
run over the ranges@0°,30°# and @0,6#, which explains the
coincidence of dispersion curves in Figs. 3 and 4. In order to
complete this first point, one can note that the radiated pres-
sure evaluated with the use of the stationary phase method
can be interpreted as the radiation of a point source in three
dimensions@in relation to the Green’s function exp(ikR)/R)#
with a modulated frequency amplitude. One can observe in
Fig. 5 that j5k sina5kz/R0 for oblique incidence andj
5kcosw5kz/R for the point source withR'R0 in the far
field (r→1`). Therefore, it seems rather natural to observe
comparable results in both cases.

The computation of the radiated pressure by the use of
the Fourier transform needs some care. In order to ensure a
good resolution in frequency and a well-defined delta func-
tion with negligible oscillations, the fast Fourier transform
~FFT! is performed over 217 points withDj50.005 as sam-
pling. In fact, p̂ exponentially vanishes outside the range
@2k,k# and a series of zeros is added at the end of the signal
according to the zero padding procedure. One must note that
the exponential vanishing ofp̂ is reinforced far from the
shell (r→1`) and that it is not possible to calculate the
acoustic field on the shell surface becausep̂ dramatically
increases outside the range@2k,k# close to the shell surface.
The radiated pressure obtained by using the FFT is shown in
Fig. 6. When compared to the results of Fig. 4 obtained with
the use of the stationary phase method, the behavior of the
radiated pressure appears to be much more complicated. Ob-
viously, the radiated field seems to be influenced by multiple
interferences. The two vertical lines at low frequency are
merely due to subsampling. They can be explained by the
presence of the so-calledA wave.7,9,13 This wave radiates
very weakly at low frequency. Therefore, the samplingDj is
too large compared to the damping coefficient of theA wave,
which is very small in that case. Of course, the smaller the
damping coefficient is, the smaller the sampling has to be in
order to describe the behavior of leaky waves accurately.

FIG. 3. Modulus of the backscattering at oblique incidence: Excitation by a
plane wave~steel shell!.

FIG. 4. Modulus of the radiated pressure calculated with the use of the
stationary phase method~steel shell!.

FIG. 5. Acoustic paths for the backscattering at oblique incidence and for
the radiated pressure calculated with the use of the stationary phase method
~steel shell!.

1786 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Lecable et al.: Point source radiation frm elastic cylindrical shells



Instead of analyzing the radiated pressure from a modal se-
ries, it is better to investigate the radiated pressure mode by
mode. From a physical point of view, all modes bring the
same phenomenon to light. Therefore, we shall focus only on
the moden52 as an example~the first ten modes have been
analyzed!. Results are depicted in Fig. 7, where two phenom-
ena are observed. The first, starting at the cutoff frequency
ka54.23, is related to the first leaky guided wave and the
second one, starting at the cutoff frequencyka57.7, is as-
sociated with the leaky circumferential wave, named theS0

wave.13 The first leaky guided wave has a polarization which
is both perpendicular to its direction of propagation and par-
allel to the shell axis. It is a predominantly shear wave of
torsional type.42 Because of its polarization, it radiates
weakly in the fluid and can propagate far from the point
source. Contrary to the first leaky guided wave, the leaky
circumferential waveS0 does not have a particular polariza-
tion ~except that it is a symmetric wave!. It can propagate far
or not, depending on the value of its damping coefficient,
which varies with frequency.

The outstanding phenomenon is the emergence of an
infinite number of spatial dispersion curves associated with
each leaky wave. By comparison, the radiated pressure cal-
culated with the use of the stationary phase method shows
the first spatial dispersion curves only, those of lower order

~cf. Fig. 4!. The understanding of this phenomenon comes
from an alternative interpretation of the radiated pressure in
terms of acoustic rays associated with leaky waves.39 From
now on, one considers the wave propagation from the point
source adopting a local point of view instead of the propa-
gation of leaky waves along the shell axis according to a
global point of view. The point source generates wavefronts
which are circular close to the point of excitation and then
deformed as the wave fronts propagate. The deformation is
due to the fact that all the points of the wavefronts do not
propagate with the same velocity. As shown in Fig. 8, an
infinite numbers of acoustic rays starting from the point
source and going to the point of observation can be associ-
ated with each leaky wave when excited by a point source.
From the geometrical theory of diffraction point of view,
each acoustic ray can be considered as a helical leaky wave
when propagating on the shell surface. As a result, one can
associate an infinity of helical leaky waves with each leaky
guided wave and to each circumferential wave, as much as
rays. This is the local point of view. As previously indicated,
the helical leaky waves do not propagate with the same ve-
locity, and in addition, their damping coefficients are differ-
ent. As established by Conoiret al. for oblique incidence,23

resonances occur because of the phase matching of circum-
navigating helical leaky waves. Resonance frequency values
depending on thenth mode of vibration are obtained by stat-
ing that n wavelengths take place on the distanced
5d cosg whered is the pitch of the helix andg the angle
between the helical leaky wave direction of propagation and
the shell axis. As the phase matching depends on the pitch of
the helix, which itself depends on the number of times the
helical leaky wave associated with the acoustic ray travels
around the shell before reaching the observation point, there
are as many resonances associated with thenth mode of
vibration as rays drawn on the shell surface. This is why one
can observe an infinite number of spatial dispersion curves
which are associated to the infinite number of helical acous-
tic rays.

The phenomenon associated with the emergence of an
infinite number of spatial dispersion curves is more pro-
nounced for the first leaky guided wave than for theS0 wave

FIG. 6. Modulus of the radiated pressure calculated with the use of the FFT
~steel shell!, r 510a.

FIG. 7. Modulus of the partial radiated pressure, moden52, calculated with
the use of the FFT~steel shell!.

FIG. 8. The two first helical acoustic rays associated with the propagation of
helical leaky waves from the point source to the point of observation.
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because the damping coefficient of the first one is much
weaker than that of the second one. Helical leaky waves
associated with the first leaky guided wave can then propa-
gate very far following the helical path and travel a long time
around the shell before vanishing. In this case, the phase
matching is reinforced and the phenomenon associated with
the emergence of an infinite number of spatial dispersion
curves is greatly advantaged.

The maximum value of the reduced frequencykh previ-
ously considered waskh51 ~k is the wave number in fluid
and h the shell thickness!. In order to investigate this phe-
nomenon for higher values of the reduced frequency, we
have considered a thicker shell. The parameters used in the
calculations are those of an aluminum shell:rs

52800 kg/m3, cL56355 m/s, cT53140 m/s, and b/a
50.8. With this shell thickness the maximum value of the
reduced frequency iskh54. Figure 9 shows the modulus of
the radiated pressure in the plane (ka,z/a) for u50. Results
are very comparable to those of the steel shell. Once more
the samplingDj is too large compared to the damping coef-
ficient of the A wave which makes vertical lines with no
physical meaning appear.

The investigation has been enlarged, for this shell, by
studying the leaky waves which can propagate. For this pur-
pose the Fourier transform of the radiated pressure is ana-
lyzed in the plane of the reduced wave numbers (ka,j). Our
aim is to determine the leaky waves which govern the reso-
nant behavior of the radiated pressure. The modulus ofp̂ is
plotted in Fig. 10 and compared to the roots of the charac-
teristic equation associated with leaky waves propagating
along an evacuated shell in vacuum. As before, it is the mode
n52 that is investigated. The coincidence is noteworthy.
From the RST point of view, it means that no background
has to be taken into consideration, in this case its influence is
negligible.30–32 Of course, there are no roots corresponding
to theA wave since the characteristic equation giving them is
associated with the shell in vacuum. In this case, theA wave
does not exist. In the frequency range of interest (0<ka
<20!, four leaky waves are propagating. The influence of the
A wave has already been discussed; it gives rise to vertical
lines with no physical meaning because of the subsampling.

The A0 wave is obviously too damped to radiate efficiently
as soon as the axial distancez increases. The only waves still
appearing are: the first leaky guided wave, labeledG2 in
order to refer to the moden52, and theS0 wave. This is a
justificationa posterioriof the fact that one has only consid-
ered the first leaky guided wave and theS0 wave to analyze
the results of the steel shell. It is relevant because the results
on the steel and aluminum shells are comparable.

IV. SOMMERFELD–WATSON TRANSFORMATION AND
HELICAL ACOUSTIC RAYS

The aim of this section is to obtain the analytical expres-
sions corresponding to helical leaky waves introduced in the
previous section, by using the Sommerfeld–Watson trans-
form ~SWT!. The SWT has been introduced in acoustics in
order to interpret the scattering by cylinders and spheres in
terms of acoustic rays.16–28In contrast, the use of the SWT is
not classical for radiation problems. However, there are no
great modifications when using the SWT in this case. This is
why it is developed rather briefly in this paper, up to the
point where analytical expressions can be interpreted in
terms of acoustic rays. Interpretations in terms of acoustic
rays are given in the work of Felsenet al.39 and not repro-
duced herein.

In order to separate phase terms from amplitude ones
when carrying out the SWT, the radiated pressure is rewritten
as

p5
1

2p E
2`

1`

(
n50

1`

~21!n«nan

Hn
~1!~hr !

Hn
~1!~ha!

cos~nu!ei jz dj,

~18!

where

an5
Hn

~1!~ha!

~21!n«n
An . ~19!

The SWT begins with the transformation of the modal series
into an integral. In order to perform this transformation, an
analytical extension is made on the vibration mode numbers,
which are replaced by the complex variablen, and the fol-
lowing relation is used:

FIG. 9. Modulus of the radiated pressure calculated with the use of the FFT
~aluminum shell!, r 510a.

FIG. 10. Modulus ofp̂(r ,f,j) for the moden52 and roots of the charac-
teristic equation associated with leaky waves propagating along evacuated
shell in vacuum~aluminum shell!.
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(
n50

1`

~21!nFn~j!5
i

2
PE

C

Fn~j!

sinpn
dn, ~20!

where theC contour encloses the positive real axis. The in-
tegral is calculated with the use of the principal value be-
cause of the Neumann’s factor.20 The C contour being as
close as we want to the axis, the only singularities enclosed
by C are those coming from the equation sinpn50; the
evaluation of the integral, thanks to the residue method, leads
to Eq. ~20!. The aim of the SWT is then to perform a defor-
mation ofC in order to take into account the physical singu-
larities in the complexn-plane, singularities located in the
first quadrant@Re(n).0 and Im(n).0# because of the prin-
ciple of causality. In our case, the singularities are solutions
of the characteristic equation

Dn~j!50, ~21!

where Dn is the complex extension ofDn @in Eq. ~21!, j
plays the role of a parameter#. This operation is described by
Doolittle et al.2 and the discussion is the same for radiation
problems. So, the modal series in Eq.~18! is transformed
into an integral on a contour that encloses physical singulari-
ties, and this integral is evaluated by the residue method. It
follows that

p5(
m

pm , ~22!

with

pm5
1

2p E
2`

1`

~22p!bm~j!
Hnm

~1!~hr !

Hnm

~1!~ha!

cos~nmu!

sin~pnm!
ei jz dj,

~23!

where

bm~j!5Res~an ,nm~j!! ~24!

is the residue ofan associated to themth rootnm5nm(j) of
the characteristic equation Eq.~21!.

At this point of the SWT, the high-frequency hypothesis
is introduced. This hypothesis is rather natural since the
SWT leads in fact to a ray theory. Therefore, we have to
introduce the adapted asymptotic expansions of the Bessel
functions. Many asymptotic expansions can be used, but the
ray theory which is analyzed herein only requires the use of
the asymptotic expansions of Debye. In the case of leaky
waves, the asymptotic expansion to be used is

Hn
~1!~x!'A2

p

1

~x22n2!1/4e2 i @n cos21~n/x! 2~x22n2!1/21 ~p/4!#.

~25!

Using Eq. ~25! and performing the standard following de-
composition:

cos~nmu!

sin~pnm!
52 i F (

q50

1`

einm~p2u12qp!1 (
q50

1`

einm~p1u12qp!G ,

~26!

the mth contribution of the radiated pressure takes the form

pm5 (
q50

1` F 1

2p E
2`

1`

Amq
1 ~j!eihfmq

1
~j! djG

1 (
q50

1` F 1

2p E
2`

1`

Amq
2 ~j!eihfmq

2
~j! djG , ~27!

with

Amq
6 ~j!52p

@~ha!22nm
2 #1/4

@~hr !22nm
2 #1/4 bm~j!eip/2e2Im~nm!cmq

6
~j!,

~28!

and

fmq
6 ~j!5hFAr 22r cm

2 2Aa22r cm
2 1

j

h
zG1Re~nm!cmq

6 ~j!,

~29!

where

r cm5
Re~nm!

h
, ~30!

and

cmq
6 ~j!5p6u12qp2cos21S r cm

r D1cos21S r cm

a D .

~31!

In the previous relations, the signs6 indicate either an an-
ticlockwise ~1! or a clockwise~2! propagation of acoustic
rays around the shell. The phase termcmq

6 in Eq. ~31! is
introduced by making the hypothesis Im(nm)!Re(nm), which
is always verified at high frequencies. The quantityr cm in-
troduced by Felsenet al.39 denotes the radius of the caustic
that generates the relevant system of rays. The quantity
Re(nm)/a represents the projected propagation coefficient for
waves propagating in theu-direction. The attenuation coeffi-
cient associated with Im(nm) accounts for the damping of
leaky waves during their propagation. The integerq indicates
the number of full circumnavigation of acoustic rays around
the shell. Finally,@bm(j)#1/2 appearing in the termsAmq

6 may
be interpreted as a launching or detachment coefficient~they
are identical because of the reciprocity!.

Using the stationary phase method, it follows that

1

2p E
2`

1`

Amq
6 ~j!eihfmq

6
~j! dj

'
1

2p
A 2p

hufmq
6 ~js!9u

e@ ip sgn~fmq
6

~js!9!/4#

3Amq
6 ~js!e

ihfmq
6

~js!, ~32!

where the stationary phase pointjs is solution of the equa-
tion

fmq
6 ~j!850, ~33!

with sgn(x)51 if x.0 and sgn(x)521 if x,0.
Equation~32! can be interpreted in terms of propagating

helical acoustic rays as those depicted in Fig. 8. The trajec-
tories of helical acoustic rays depend directly on the phase
termsfmq

6 (js). For this geometrical interpretation, we refer
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to the work of Felsenet al.39 Of course, it requires effort to
adapt because the point source is not in contact with the shell
surface in the case of the three-dimensional Green’s function
investigated in this reference. A discussion about this prob-
lem is presented in the Appendix.

V. CONCLUDING REMARKS

We have shown that the acoustic radiation of a cylindri-
cal elastic shell subjected to a point force can be analyzed
from the emergence of an infinite number of spatial disper-
sion curves which are related to helical acoustic rays. This
phenomenon has been established by calculating the radiated
pressure with the help of the FFT. The reason why the stan-
dard stationary phase method does not exhibit this phenom-
enon has been explained from the interpretation of the radi-
ated field in terms of helical acoustic rays. In fact, the
stationary phase method neglects the helical acoustic rays
which travel more than one time around the shell. A numeri-
cal calculation of the three-dimensional Green’s function of
Felsenet al.39 could be performed in order to bring a similar
phenomenon to light.

APPENDIX

In the following, the correspondence between our nota-
tions and those of Felsenet al.39 is given. For the geometry,
we have

u[f. ~A1!

The point source of the three-dimensional Green’s function
tends towards the point source acting on the shell surface~in
agreement with our geometry! when choosing

r 85a, f85p, and z850. ~A2!

For the wave numbers, we have

k5k2 , j5b, and h5k2 , ~A3!

and from Eq.~18! of Felsenet al. it follows that

j

k
5sinv and

h

k
5cosv. ~A4!

It is important to note that Eq.~27! is very similar to Eq.~23!
of Felsenet al., but is different since the term

@~ha!22nm
2 #1/4'h1/2@a22r cm

2 #1/4

is in the nominator in Eq.~28! and at the denominator in Eq.
~23! of Felsenet al. As a consequence, the solution of the
radiated problem cannot be deduced from the three-
dimensional Green’s function merely using the limiting val-
ues of Eq.~A2!. Despite this fact, the phase terms related to
propagation of helical acoustic rays are the same in both
cases. This is why it is possible to refer to the work of Felsen
et al., in order to interpret the radiated pressure in terms of
helical acoustic rays. So, the problem is to show that phase
terms of Eq.~29!

fmq
6 ~j!5hFAr 22r cm

2 2Aa22r cm
2 1

j

h
zG1Re~nm!

3H p6u12qp2cos21S r cm

r D
1cos21S r cm

a D J , ~A5!

are equal to those of Felsenet al. @cf. their Eq.~23a!# defined
by

f̂m
~a!5k2@~z2z8!sinv1~ l m

~a!1 l m
~a!81r cmc̄m

~a!!cosv#,
~A6!

with

l m
~a!5Ar 22r cm

2 2Aa22r cm
2 , ~A7!

l m
~a!85Ar 822r cm

2 2Aa22r cm
2 , ~A8!

c̄m
~a!5uf2~f812qp!u2cm

~a!2cm
~a!8 , ~A9!

cm
~a!5cos21S r cm

r D2cos21S r cm

a D , ~A10!

cm
~a!85cos21S r cm

r 8 D2cos21S r cm

a D . ~A11!

We have l m
(a)850 and cm

(a)850 because of Eq.~A2!.
Then, from Eqs.~A1!–~A4! and Eq.~30! it follows that

f̂m
~a!5hF j

h
z1Ar 22r cm

2 2Aa22r cm
2 G1Re~nm!

3H uu2~p12qp!u2cos21S r cm

r D
1cos21S r cm

a D J . ~A12!

It is easy to verify that Eq.~A12! is equal to Eq.~A5! in
agreement with the discussion given in Fig. 3 of Felsenet al.
~in our caseq is always a positive integer, contrary toq in
Felsenet al., which can take negative values!.
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After some necessary recalls on the nonlinear theory of thermoelectroelasticity in piezoelectric
crystals, asserting the need of constitutive equations which derive from a rotationally invariant
energy function, this paper presents the governing equations for a small vibration superimposed on
a bias originated by a slow and homogeneous temperature variation from a well-defined reference
state. Thereafter, the authors define the effective coefficients appearing in the linearized incremental
dynamic balance equations for linear momentum and electrical charge in Lagrange configuration,
not omitting associated boundary conditions. The main features of these coefficients are discussed
and explicit relations with more conventionally defined coefficients are given. Determination of
numerical values of the proposed effective coefficients and examples of their use in the higher order
modeling of static frequency–temperature characteristics of either bulk acoustic wave or surface
acoustic wave devices are given in a companion paper. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1391250#

PACS numbers: 43.25.Dc@MFH#

I. INTRODUCTION

The subject of this paper is to present the analysis of
infinitesimal vibrations in a piezoelectric crystal which can
freely expand in all space directions upon submission to slow
and homogeneous temperature variations. The classical
treatment1 implicitly uses the coordinates of a material point
of the crystal in the slowly varying state at the current tem-
perature prior to any vibration. In this description, the dimen-
sions, mass density, and orientation of the solid as well as the
properties of the material vary with temperature. This leads
to tedious computations to rigorously fit the frequency–
temperature characteristic of a piezoelectric resonator by a
high order expansion while correctly considering the effect
of temperature on its size and crystalline orientation. This
can be avoided by using the Lagrangian description in which
the field variables are the coordinates of a material point in a
reference state defined at a fixed temperature. Since those
coordinates are fixed and known, the boundary conditions
are expressed on surfaces which do not depend on tempera-
ture. Similarly, since the equations of motion are mapped
onto the fixed volume of the body in its reference state, the
mass density appearing in these equations is constant and the
coefficients which describe the material are the only param-
eters which may vary with temperature. As a consequence,
useful simplifications occur for the treatment of frequency–
temperature characteristics of resonators with rather compli-
cated shapes, such as radius of contour, gratings, and so on.

This introductory presentation of the use of the Lagrang-
ian description for a particular purpose is indeed somewhat
practical. Nevertheless, this treatment also has more theoret-
ical justifications, since it derives from the rotationally in-

variant and general nonlinear theory established in the case
of piezoelectric solids submitted to finite deformations.2,3

The acceptance of this theory is quite general for the study of
force–frequency effects as well as for the study of frequency
shifts arising from thermal transient biasing states or from
applying static electric fields,4 but is not so widespread for
the study of simple biasing states such as the one arising
from an homogeneous temperature variation. More specifi-
cally, the presented work defines and makes use ofeffective
material constantswhich are the expansion coefficients of
the dynamic part of the Piola–Kirchhoff stress tensor versus
the dynamic part of the total strain and of the rotationally
invariant electric vector expressed in a Lagragian descrip-
tion. The present paper~paper I! is devoted to the definition
of the coefficients while the companion paper~paper II! is
devoted to the calculation of their numerical values and their
use in predicting the frequency–temperature dependence of
commonly encountered kinds of resonators~bulk and surface
acoustic waves!.

As usual in this kind of problem, we shall consider three
states of a solid described by three sets of respective coordi-
nates, as illustrated in Fig. 1:

~1! a natural ~or reference! state, at a fixed temperatureQ0 ,
in which the coordinates of a material point of the solid
areXM ,

~2! an intermediatestate prior to vibration at a current ho-
mogeneous temperatureQ, the coordinates of the mate-
rial points beingja ,

~3! a final state when an adiabatic vibration is superimposed
on the initial state, the associated coordinates beingyj .

This convention leads to a straightforward writing of
equations provided the derivatives with respect to space co-a!Electronic mail: bernard.dulmet@ens2m.fr
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ordinates are denoted in the following manner:

yk,L[
]yk

]XL
, ja,L[

]ja

]XL
, XM , j[

]XM

]yj
. ~1!

In this paper we only use Cartesian coordinates and au-
tomatic summation over repeated indices is implicitly admit-
ted. The position at timet of a material point referred to by
its material coordinatesXL in the natural state is

yj5~ja~XL!1ua~XL ,t !!d j a , ~2!

where ua is the dynamic displacement and the Kronecker
symbol d j a is introduced to handle index correspondences
from the intermediate state to final state.

II. BASIC EQUATIONS

Although most of the material presented in this section
conforms to the general theory of thermoelectroelasticity of
Ref. 2, the subsequent treatment involves precise definitions
of notations and terms requiring a proper understanding,
which makes the recall of this information necessary for our
purpose.

We temporarily postpone any use of the intermediate
coordinates to address the issue of Lagrange vs Euler repre-
sentation. The well-known classical field equations express-
ing the conservation of linear momentum and electric charge
are written in the final state:

~Ti j
M1Ti j

E ! ,i5r
d2yj

dt2
, Di ,i50, ~3!

whereD denotes the electric displacement andr the mass
density.TM is the pure mechanical stress tensor which refers
to the traction exerted onto a surface element taken in its
final ~deformed! state andTE is Maxwell’s electrostatic ten-
sor:

Ti j
E5DiEj2

1
2«0EkEkd i j , ~4!

whereE is the macroscopic electric field. All quantities in
Eq. ~3! are functions of the final coordinatesyk and the
boundary conditions are expressed on the external surface
taken in its final stateS:

ni@Ti j
M1Ti j

E#50
ni@Di #5s

on S. ~5!

s is the electric charge density and@ # refers to the disconti-
nuity of an enclosed quantity across the surface the orienta-
tion of which is given by the outward unit normaln.

The balance equation for the angular momentum is ful-
filled by

eki j~PiEj1Ti j
M !50, k51,...,3, ~6!

whereP denotes the polarization related to the field and elec-
tric displacement by the classical relation:

Di5«0Ei1Pi , i 51,...,3, ~7!

and eki j denotes Levi-Civita’s tensor which takes the value
11 if ~k, i, j! form a circular permutation of~1, 2, 3!, and the
value21 if ~k, i, j! form a circular permutation of~3, 2, 1!.
eki j vanishes in all other cases. Then, Eq.~6! is equivalent to

Ti j
AM5 1

2 ~Ei Pi2PiEj !, ~8!

whereTi j
AM denotes the antisymmetric part of the mechanical

stress tensorTi j
M2Tji

M . It should be observed that all the
above-mentioned equations use actual coordinatesyi as field
variables. At this point, since the number of equations in~3!,
~4!, ~6!, and~7! is far smaller than the number of unknowns,
it is required to introduce the so-called constitutive equa-
tions. In accordance with the pertinent choice of complemen-
tary sets of dependent and independent variables for the con-
sidered problem, they express the intrinsic properties of
matter as relations between those sets. More precisely, all
material constants appear as partial derivatives of a thermo-
dynamic potential with respect to the independent variables
of the considered problem. A natural way of introducing an
energy function consists in writing the balance between the
storage of kinetic, internal, and electric field induced ener-
gies in the volume of the body, and the work performed on
its boundaries:

d

dt EV
rS 1

2
v iv i1EDdV5E

S
~ t i

Mv i2niqi !dS1E
V
z dV,

~9!

whereE is the internal energy per unit mass,tM is the local
mechanical traction applied to the boundary,v[dy/dt,q is
the outwardly orientated heat flow, andz is the rate of energy
production under the action of applied electric fieldE. This
expression of the first principle of thermodynamics leads to
the following differential form:

r
dE
dt

5Ti j
Mv j ,i1rEi

dP i

dt
2qi ,i , ~10!

whereP indicates the polarization per mass unit, which is
related to the polarization appearing in Eq.~7! in the follow-
ing manner:

Pi5rP i . ~11!

It can be shown that in the restricted case of nondissipa-
tive behavior, the second principle of thermodynamics re-
duces to

rQ
dh

dt
52qi ,i , ~12!

FIG. 1. A solid in successive states.
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whereQ denotes absolute temperature andh is the entropy
per mass unit. This result allows for easy substitution of the
entropy instead of heat flow into Eq.~10!, which can thus be
written in two mathematically equivalent differential forms:

r
dE
dt

5XL,iTi j
M dyi ,L

dt
1rEi

dP i

dt
1rQ

dh

dt
,

~13!

r0

dE
dt

5KLi
M dyi ,L

dt
1r0Ei

dP i

dt
1r0Q

dh

dt
.

Equivalence between both forms comes from the conser-
vation of mass and the expression of Piola Kirchhoff’s asym-
metric mechanical tensorK M:5

r05rJ, J5uyi ,Lu, KL j
M 5JXL,iTi j

M . ~14!

The above-given formula forK M derives from its defi-
nition expressing the conservation of a surface traction force
tM along the surface representation:

t j
M5Ti j

Mni dS5KL j
M nL

0 dS0 , ~15!

where we denote bydS0 the elementary surface consisting in
the whole set of material points in the natural state which
become the actual elementary surfacedS in the deformed
state.nL

0 denotes a component of the unit normaln0 in the
natural state, corresponding to the actual normaln ~compo-
nent ni with notations of this paper!. Equation~13b! estab-
lishes the internal energy as a function of a well-defined set
of independent variables:

E[E~yi ,L ;P i ;h!, ~16!

whereas the corresponding dependent variables are defined
by

Ti j
M5ryi ,L

]E
]yj ,L

D
Pk ,h

, Ek5
]E

]Pk
D

yi , j ,h

, u5
]E
]h D

yi , j ,P i

.

~17!

Nevertheless, a consistent derivation of the constitutive
equations requires the proper energy function for the class of
considered problems to be an invariant quantity with respect
to an arbitrary rotation of either the body itself or the frame
used to refer theyi coordinates.2,3 This property is not en-
sured by the above-mentioned writing of internal energy. A
mathematical theorem due to Cauchy6 on the invariance of
scalar functions of vectors shows that this property will be
granted ifE can be reduced to some combination of scalar
products of the four vectorsP, ]y/]X1 ,]y/]X2 ,]y/]X3 and
of their determinants. Two alternative forms ofE granting the
rotational invariance are given in the following:

E[E~CLM ;PL ;h!,

CLM5yi ,Lyi ,M , ~18!

PL5yi ,LP i ,

and

E[E~ELM ;pI ;h!,

ELM5yi ,Lyi ,M2dLM, ~19!

pK5JXK,i Pi[r0XK,iP i .

In this paper, we follow the approach previously sug-
gested by Tiersten,2 implying the choice of the latter set~19!.
Thus, the differential form of internal energy per mass unit
becomes

r0

dE
dt

5tLM

dELM

dt
1WL

dpL

dt
1r0Q

dh

dt
~20!

instead of Eq.~13b! and the dependent variables of the prob-
lem are then defined by

tLM5r0

]E
]ELm

D
pK ,h

, WK5r0

]E
]pK

D
ELM ,h

,

~21!

Q5
]E
]h D

ELM ,pK

.

One can show, with help of rules for chain derivatives
and related identities, that the above-mentioned formulas im-
ply

Ti j
M5

1

J
yi ,LtLMyj ,M2PiEj ,

~22!
WL5yk,LEk

M[2w ,L ,

where w denotes the electrostatic potential. Equation~22a!
shows that the balance of kinetic momentum is identically
satisfied:

Ti j
AM[Ti j

M2Tji
M5Ei Pj2Ej Pi ~23!

since the symmetry oftLM derives from relation~21a! and
the symmetry of elastic deformationsEKL . It can readily be
observed that, from Eqs.~4! and ~7!, the antisymmetric part
of the Maxwell electostatic tensor is exactly the opposite of
the antisymmetric part of the purely mechanical stress ten-
sor:

Ti j
AE[Ti j

E2Tji
E5Ej Pi2Ei Pj[2Ti j

AM . ~24!

Since it is known that the internal energy is not the most
pertinent thermodynamic potential to formulate resonator
problems, we conform to Tiersten’s approach and we take
Gibbs’ electric enthalpyx as the preferred thermodynamic
potential for the considered class of problems, according to

r0x5r0E2WLpL2r0Qh, ~25!

which establishesx as a function of the tensor of deforma-
tion ELM , the rotationally invariant electric vectorWL , and
the absolute temperatureQ:

x[x~ELM ;WL ;Q!. ~26!

If the variation of the independent variables of the con-
sidered problem from the given reference state to the actual
state of the crystal remain finite, the corresponding variation
of the thermodynamic potentialx can be represented by a
generalized Taylor’s expansion in terms of the independent
variables (ELM ;WL ;Q). The coefficients of this develop-
ment define the material constants characterizing the crystal,
and usingx energy function defines the following quantities
as ‘‘thermodynamic’’ dependent variables:
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tKL5r0

]x

]EKL
D

W,Q

, pK52r0

]x

]WK
D

E,Q

,

~27!

h52
]x

]Q D
E,W

.

Although the thermodynamic stresstKL and the polariza-
tion pK differ from the usual mechanical stress and the elec-
tric induction, they are clearly connected with them. Above-
mentioned relations~7!, ~21!–~22!, and ~25! are consistent
with the following simple relations between the mechanical
stress tensor, the electric displacement, i.e., the dependent
variables of the fundamental balance equations~3!, and par-
tial derivatives of Gibbs’ function:2

Ti j
M5ryi ,M

]x

]EMN
D

W,Q

yj ,N1ryi ,M

]x

]WM
D

E,Q

XL, jWL,

~28!

Di5r«0XM ,iWM2yi ,M

]x

]WM
D

E,Q

.

The fundamental elastic constants defined as coefficients
of Taylor’s expansion ofx(ELM ;Wl ;Q) are isothermal elas-
tic constants. Thus, for the sake of simplicity, we shall sys-
tematically omit the notation )W,Q and )E,Q for partial de-
rivatives of any energy function appearing in the followings.

Although conservation equations~3! and boundary con-
ditions ~5! are absolutely correct by themselves, they are not
well matched with the fundamental constitutive equations
which can be established by the above-mentioned expansion
of x in terms of material constants and independent vari-
ables, mainly becauseELM and WL are mapped onto the
coordinates of the natural state. Furthermore, recalling our
introductory argument about the boundary conditions, it is
also more convenient to map the balance equations onto the
coordinates of the natural state because the dimensions and
the orientation of the finite body in crystallographic axes are
well known in this state. Thus we reformulate the problem
by using new quantities, which are thetotal asymmetric
Piola–Kirchhoff stress tensorK and the material electric dis-
placementD:7

KL j5JXL,i~Ti j
M1Ti j

E !5KL j
M 1KL j

E ,
~29!

DL5JXL,iDi .

They are related to the usual stress and electric displace-
ment by expressing the conservation of the polarization-
induced surface forcetE and electric charges per unit sur-
face:

t j
E5Ti j

Eni dS5KL j
E nL

0 dS0 ,
~30!

s5Dini dS5DLnL
0 dS0 .

Substitution of Eq.~28! into Eq. ~29!, together with the
mutual cancellation of antisymmetric parts ofTE and TM

gives the following expression forKL j andDL :

KL j5r0yi ,M

]x

]ELM
1«0J~XL,iXM ,iXN j

2 1
2XL, jXM ,kXN,k!WMWN ,

~31!

DL5«0JXL,iXM ,iWM2r0

]x

]WL
.

One must note that the partial derivatives ofx in these
relations are evaluated in thefinal state. The stress equation
of motion and charge equation become

KL j ,L~XM ;Q;t !5r0

d2yj~XM ;Q;t !

dt2
,

~32!
DL,L~XM ;Q;t !50.

The associated boundary conditions at the interface be-
tween the crystal and a perfect conductor are the following
when mapped in thenatural state:

NL@KL j #50
NL@DL#5s on S0 . ~33!

III. SMALL VIBRATION SUPERIMPOSED ON A
HOMOGENEOUS THERMAL BIAS

We consider the propagation of an elastic wave in a
piezoelectric medium subject to the static deformation aris-
ing from a slow and uniform temperature change. Since both
static and dynamic problems are superimposed in the above-
given formulation, tractable equations can readily be ob-
tained by separating the static and the dynamic parts of the
problem. Thus, the approach in this section exhibits similari-
ties to the one of Ref. 4, which considers a quite different
biasing state~static electric field!. Here, since we restrict our
interest to quasistatic and homogeneous temperature varia-
tion, explicitly solving the static problem is not expected to
generate many difficulties.

The infinitesimal dynamic incrementua of the mechani-
cal displacement is defined by Eq~2!. Since the transforma-
tion XL→ja only depends on thermal expansion, we can
arbitrarily map the dynamic displacement either asua(jg ;t)
or asua(XL ;Q2Q0 ;t). The first choice corresponds to the
approach followed by Bechmann, Ballato, and Lukaszek1

and later by James,8 for the practical determination of ther-
mal derivatives of elastic constants of quartz. Temperature is
then considered as a simple parameter acting on all material
constants and on the dimensions of crystal through thermal
expansion. Thus, it is also necessary to properly appreciate
the small temperature-dependent change of crystalline orien-
tation of an arbitrarily oriented device, which appears in the
intermediate description due to the anisotropy of thermal
expansion.9 This effect is rather small, but is not negligible
when the velocity of acoustic wave varies quickly with the
direction of propagation. It is omitted in Refs. 1 and 8, but it
is automatically taken into account in the present analysis
which conforms to the second choice of mapping. Now, sub-
stituting Eq.~2! in Eq. ~19b! with help of the chain rules for
derivatives:

yj ,M5yj ,aja,M5ja,Md j ,a1ua,Md j ,a . ~34!
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One can split the total deformation in two parts, the
static one and a small dynamic increment:

ELM5ĒLM1ẼLM ,

ĒLM5 1
2~ja,Lja,M2dLM !, ~35!

ẼLM5 1
2~ja,Lua,M1ja,Mua,L1ua,Lua,M !.

Dynamic increments of stress tensorK̃L j , material elec-
tric induction D̃L , and electric vectorW̃L are defined in the
same way:

KL j5K̄L j~Q!1K̃L j~ua ;W̃M !,

DL5D̄L~Q!1D̃L~ua ;W̃M !, ~36!

WL5W̄L~Q!1W̃L~ t !.

Assuming a null electric field and a uniform temperature
distribution in the intermediate state, and considering a non-
pyroelectric material free to expand without external con-
straint, we have

K̄L j50, W̄L50, D̄L50. ~37!

Since we are only interested in infinitesimal dynamic
fields, we may use the following Taylor’s expansions of par-
tial derivatives ofx:

]x

]ELM
5

]x

]ELM
D

1

1
]2x

]ELM]ENP
D

1

ẼNP1
]2x

]ELM]WK
D

1

W̃K

1
]2x

]ELM]Q D
1

DQ̃1¯ ,

~38!
]x

]WK
5

]x

]WK
D

1

1
]2x

]WK]ELM
D

1

ẼLM1
]2x

]WK]WL
D

1

W̃L

1
]2x

]WK]Q D
1

DQ̃1¯ ,

where the notation )1 indicates that the partial derivatives are
evaluated in the intermediate state. Since the thermal ex-
changes are much slower than the variation of dynamic me-
chanical field, the high-frequency vibration can be assumed
isentropic, and Eq.~27c! can be used to determine the small
dynamic temperature shift created by the vibration:

DQ̃52

]2x

]Q]EKL
D

1

ẼKL1
]2x

]Q]W̃L
D

1

W̃L

]2x

]Q2D
1

. ~39!

With help of the following notations:

xKLMN)15
]2x

]EKL]EMN
D

1

2

]2x

]EKL]Q D
1

]2x

]EMN]Q D
1

]2x

]u2D
1

,

xK.LM)15
]2x

]WK]ELM
D

1

2

]2x

]WK]Q D
1

]2x

]EMN]Q D
1

]2x

]Q2D
1

, ~40!

xKL)15
]2x

]WK]WL
D

1

2

]2x

]WK]Q D
1

]2x

]WL]Q D
1

]2x

]Q2D
1

and taking advantage of the possibility to exchange the order
of derivation in mixed derivatives, we use Eq.~39! to elimi-
nateDQ̃ from Eq. ~38!, thereby obtaining

]x

]ELM
5

]x

]ELM
D

1

1xLMNP)1ẼNP1xK.LM)1W̃K1¯ ,

~41!
]x

]WK
5

]x

]WK
D

1

1xK.LM)1ẼLM1xKL)1W̃L1¯ .

Substituting Eqs.~34!–~36! and~41! into Eq.~31!, using
the chain rules of differentation in the reverse way:

XM ,i5XM ,aja,i5XM ,a~d ia2ua,«j«,i1¯ !, ~42!

and taking into account the fact that the partial derivatives
]x/]ELM)1 and]x/]WK)1 identically vanish for the stress-
free unpolarized bias of interest, we obtain the following
linearized expression forK̃L j and D̃L :

K̃L j5d j aja,Mjb,Nr0xLMNP)1ub,P

1d j aja,Mr0xK.LM)1W̃K1¯ ,
~43!

D̃L5@«0J̄XL,aXM ,a2r0xLM !1]W̃M

2r0xL.MN)1ja,Mua,N1¯ ,

where J̄5r0 /r1 is the Jacobian of the transformationXL

→ja . Thus, the incremental constitutive equations can be
rewritten in the following form:

K̃L j5~GLgM«u«,M2RMgLW̃M !d j g ,
~44!

D̃L5NLMW̃M1RLaNua,N ,

which define new effective elastic material coefficients
GLgM« , piezoelectric coefficientsRMgL , and dielectric coef-
ficientsNLM which govern an adiabatic vibration superposed
on the bias resulting from an homogeneous temperature
change accompanied by stress-free thermal expansion:

GLgM«5jg,Kj«,Nr0xLK.MN)1 ,

RMgL52jg,Kr0xM .LK)1 , ~45!

NLM5«0J̄XL,aXM ,a2r0xLM)1 .

These coefficients have tensorial properties and their
values in a new rotated frame can be obtained by the classi-
cal rule of frame change of tensors. The associated stress
equation of motion and charge equation of electrostatics take
the form:
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K̃L j ,L5r0

]2ua

]t2 d j a ,

~46!
D̃L,L50,

and the corresponding boundaries conditions are

NL@K̃L j #50

NL@D̃L#5s̃0
on S0 , ~47!

wheres̃0 is the dynamic increment of surface charge density
mapped onS0 . Equations~44!–~47! constitute the basic re-
lations for the problem of a small vibration superimposed on
a thermal bias, mapped in thenatural state.

IV. PROPERTIES OF EFFECTIVE COEFFICIENTS

The effective coefficients defined by Eqs.~44! and ~45!
are related to the fundamental derivatives of energy function
in a rather cumbersome though perfectly well defined way.
They only depend on temperature provided that it is homo-
geneous and no thermally induced stress is present. All these
sets ofG, R, andN coefficients can be expanded up to any
power of the temperature shift fromQ0 to Q, according to
the following formula, given here for elastic coefficients:

GLgM«~Q!5GLgM«~Q0!

3F11 (
k51

n

T~k!GLgM«~Q2Q0!kG , ~48!

where

T~k!G5
1

k!

]kG

]Qk ~49!

is the temperature coefficient of orderk of theG coefficient.
Similar expressions occur for piezoelectric and dielectric co-
efficients. WhenQ05Q, the intermediate and natural states
are identical and the effective coefficients reduce to
r0xKL)1 , r0xK.LM)1 , r0xKLMN)1 . Fundamental elastic con-
stants and their first-order temperature derivatives were pre-

viously defined from those quantities, which actually are the
partial derivatives of energy under adiabatic conditions for
the vibration, and were evaluated for quartz in Ref. 10. The
fundamental constants must be used in case of any inhomo-
geneous bias inducing a field of nonzero static stresses, but
no evaluation of their higher order thermal derivatives is
available at this moment. In the special case when the inter-
mediate state degenerates to the natural one, effective and
fundamental constants have the same values and symmetry
properties as the classical linear coefficients. But when the
temperatureQ differs from the reference temperatureQ0 :

ja,L5daL1(
n

aLM
~n! daM~Q2Q0!n, ~50!

and the effective coefficients have different values and lower
symmetries than the classical coefficients which will be out-
lined in Sec. V. This holds for theG andR coefficients~but
not N which exhibits the usual symmetries!:

GLgM«~Q!ÞGPaM«~Q!dPgdaL ,

GLgM«~Q!ÞGLgQb~Q!dQ«dbM ,
~51!

GLgM«~Q![GM«Lg~Q!,

RLM«ÞRLPa~Q!dP«daM ,

where the Kronecker translatorsdPa are necessary for con-
sistency of Greek–Latin convention of indices. As a conse-
quence, the (La) couples can take nine different values. We
adopt the same rule as Tiersten4 for index compression:

11↔1 22↔2 33↔3

23↔4 31↔5 12↔6 ~52!

32↔7 13↔8 21↔9.

Care must be taken of index order of the deformation
gradients in Eq.~44!. At the temperatureQ, the structures of
the matrices of theG and R coefficients for the crystallo-
graphic class 32 are the following:

3
G11 G12 G13 G14 0 0 G17 0 0

G12 G11 G13 2G14 0 0 2G17 0 0

G13 G13 G33 0 0 0 0 0 0

G14 2G14 0 G44 0 0 G47 0 0

0 0 0 0 G55 G17 0 G47 G17

0 0 0 0 G17 G66 0 G14 G66

G17 2G17 0 G47 0 0 G55 0 0

0 0 0 0 G47 G14 0 G44 G14

0 0 0 0 G17 G66 0 G14 G66

4 ~53!

F R11 2R11 0 R14 0 0 R17 0 0

0 0 0 0 2R14 2R11 0 2R17 2R11

0 0 0 0 0 0 0 0 0
G . ~54!
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These coefficients are not independent. At first, from Eq.
~50! and remarking that, for the crystalline class of interest,
only a11

(n) , a22
(n)5a11

(n) and a33
(n) are nonzero, it is easy to

show thatG12[G1122G66,;Q. Thus, G12 is eliminated,
and one can chooseG11,G13,G14,G33,G44, andG66 as in-
dependent coefficients, considering thatG17 depends onG14

while G47 andG55 depend onG44. From the definition~45!
with the help of~50! we find

T~1!G175T~1!G141a11
~1!2a33

~1! ,

T~1!G475T~1!G441a11
~1!2a33

~1! , ~55!

T~1!G555T~1!G4412~a11
~1!2a33

~1!! ,

T~2!G175T~2!G141a11
~1!T~1!G142a33

~1!T~1!G17

1a11
~2!2a33

~2! ,

T~2!G475T~2!G441a11
~1!T~1!G442a33

~1!T~1!G47

1a11
~2!2a33

~2! , ~56!

T~2!G555T~2!G4412a11
~1!T~1!G4422a33

~1!T~1!G55

12~a11
~2!2a33

~2!!1~a11
~1!!22~a33

~1!!2,

T~3!G175T~3!G141a11
~1!T~2!G142a33

~1!T~2!G17

1a11
~2!T~1!G142a33

~2!T~1!G11a11
~3!2a33

~3! ,

T~3!G475T~3!G441a11
~1!T~2!G442a33

~1!T~2!G17

1a11
~2!T~1!G142a33

~2!T~1!G171a11
~3!2a33

~3! ,

~57!

T~3!G555T~3!G4412a11
~1!T~2!G4422a33

~1!T~2!G55

12@a11
~2!1~a11

~1!!2#T~1!G44

22@a33
~2!1~a33

~1!!2#T~1!G55

12@a11
~3!2a33

~3!1a11
~1!a11

~2!2a33
~1!a33

~2!#.

V. CONNECTION WITH THE CLASSICAL TREATMENT

In this section, we briefly give the relation between here-
defined effective coefficients and the ones used in the classi-
cal treatment1 of the problem. The latter implicitly use the
coordinates in the intermediate state as independent vari-
ables. In this state, the dynamic parts of the stressL̃ tensor
and electric displacement vectorD̃ can be obtained by the
transformation laws:

L̃a j5
1

J
ja,LK̃L j , D̃a5

1

J
ja,LD̃L . ~58!

By substituting Eq.~44! into Eq.~58!, with help of the chain
rules of differentiation, we obtain

L̃a j5d j g~Hagbd
4 ud,b1H«ga

3 w̃ ,«!,
~59!

D̃a5Hadb
3 ud,b2Hab

2 w̃ ,b ,

whereH4 are the elastic coefficients of which temperature
derivatives are most commonly determined,1,8 and the fol-

lowing relations exist between both kinds of effective coef-
ficients:

Hagbd
4 5

1

J̄

]ja

]XL

]jb

]XM

GLgMd ,

Hadb
3 5

1

J̄

]ja

]XM

]jb

]XL

RMdL , ~60!

Hab
2 5

1

J̄

]ja

XM

]jb

]XN

NMN ,

or, conversely:

GLgM«5 J̄
]XL

]ja

]XM

]jd
Hagd«

4 ,

RLgM5 J̄
]XL

]j«

]XM

]ja
H«ga

3 , ~61!

NMN5 J̄
]XM

]ja

]XN

]jb
Hab

2 .

These relations and~50! allow one to readily obtain the
expressions between the thermal derivatives of the classical
coefficients and the thermal derivatives of the effective ma-
terial constants in Lagrange’s formulation. Obviously, the
quantities appearing in~59! are associated with the equilib-
rium equations:

L̃a j ,a5r1

]2ub

]t2 d j b ,

~62!
D̃a,a50,

and the boundary conditions:

na@ L̃a j #50

na@D̃a#5s̃1
on S1 , ~63!

wheres̃1 is the dynamic increment of charge mapped onto
the boundary surfaceS1 in the intermediate state.

VI. CONCLUSION

The formalism presented here allows one to rigorously
treat the problem of acoustic wave propagation in a piezo-
electric medium submitted to an homogeneous temperature
variation. The effect of temperature on the actual crystalline
orientation and shape of the device is automatically taken
into account by using effective material constants referred to
the fixed coordinates of the natural state. Although we de-
tailed the main properties of these constants as well as their
relations with other possibly defined material constants for
the description of vibrations superposed on a bias, they are
essentially suited for the special kind of bias considered here,
thereby allowing for a consistent description of higher order
static frequency–temperature characteristics of vibrating de-
vices, which will be outlined in the companion paper, along
with the obtention of numerical values of the thermal deriva-
tives of effective constants.
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This paper presents a set of numerical values of temperature derivatives of Lagrangian effective
elastic coefficients suitable for the modeling of small vibrations in quartz devices submitted to slow
and homogeneous temperature variations. After a short description of the proper writing of vibration
problems in practical applications with the help of this kind of coefficient, we determine the
proposed set of numerical values from the frequency–temperature characteristics of an
heterogeneous set of bulk and surface acoustic wave devices. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1391251#

PACS numbers: 43.25.Dc@MFH#

I. INTRODUCTION

In the preceding paper1 we have defined effective elas-
tic, piezoelectric, and dielectric coefficients suitable for the
thermal study of vibrating piezoelectric devices. Since La-
grangian effective coefficients have different symmetries
than effective constants of the more conventional method,
where the equations of motion are mapped onto the coordi-
nates of the intermediate state, their practical use requires
one to rewrite the problems from the very beginning, al-
though the actual changes in the achievement of computer
programs and/or analytical derivations remain in fact rather
slight. In this paper, paper II, we present the use of Lagrang-
ian effective coefficients in widely used models for BAW
resonators and SAW propagation, we discuss the various
ways to determine the numerical values of their thermal de-
rivatives and we show how, with help of a proper least-
squares treatment, a set of heterogeneous experimental re-
sults obtained from bulk acoustic resonators and surface
acoustic wave delay lines can be used to establish numerical
values suitable for either kind of device of practical interest.
At the difference of fundamental constants and their tem-
perature derivatives previously proposed by Sinha and
Tiersten,2 Lagrangian effective constants are restricted to dy-
namic problems involving stress-free biasing states but their
temperature derivatives can be straightforwardly obtained up
to third order, thereby allowing their use in a rigorous mod-
eling of frequency temperature characteristics of a wide va-
riety of BAW and SAW devices. The connection with the
fundamental constants is emphasized in Appendix A. In the
absence of specific indication, all notations of the companion
paper, paper I, are conserved in the present paper.

II. VIBRATION MODELS IN LAGRANGIAN
FORMULATION

Thermal derivatives of elastic coefficients are most suit-
ably determined from frequency–temperature characteristics
of resonant devices.3 Conversely, their numerical values are
needed for the modeling of bulk and surface acoustic de-
vices. As a consequence, it is required to describe the proper
writing of both classes of problems with the help of the La-
grangian effective coefficients defined in the companion pa-
per to determine their numerical values as well as to properly
use them in practice. In the present section, we briefly refor-
mulate, first, the modeling of trapped energy modes in a
doubly rotated~contoured! bulk acoustic wave resonator, and
second, the calculus of Rayleigh wave velocity in the frame-
work of the Lagrangian formulation of small vibrations aris-
ing in a crystal submitted to slow and homogeneous tempera-
ture variations.

A. Bulk acoustic wave resonators

At the very beginning, let us consider an infinite plate of
arbitrary orientation. We can always choose the rotated co-
ordinate axes such thatX28 lies along the thickness of the
plate. Assuming that the mechanical displacement and the
electric potential depend only onX28 , and evaluating all
quantities in the rotated axes, from the effective constitutive
equations~44! of the companion paper, we can write:

G2a2b8
]2ub

~]X28!2 1R2a28
]2w̃

~]X28!2 5r0

d2ua

dt2
,

~1!

R2a28
]2ub

~]X28!22N228
]2w̃

~]X28!2 50.

To avoid any confusion, we use prime indices to denote
material constants evaluated in the rotated frame associated
with the plate, whereas unprimed constants appearing in thea!Electronic mail: bernard.dulmet@ens2m.fr
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following will always be expressed in crystallographic axes.
Taking plane waves traveling along the thickness as solutions
of the above-mentioned system:

ua5ua
m expF j S vt2

X28

VmD G ,
~2!

w̃5w̃m expF j S vt2
X28

VmD G ,
where the superscriptm labels a particular mode of propaga-
tion ~classically denoted A, B, or C, in decreasing order of
velocity!, and combining the second equation in Eq.~1! with
the first one, we obtain Christoffel’s secular determinant in
terms of the Lagrangian effective coefficients:

3
G998 1

~R268 !2

N228
G298 1

R228 R268

N228
G498 1

R268 R278

N228

G298 1
R228 R268

N228
G228 1

~R228 !2

N228
G248 1

R228 R278

N228

G498 1
R268 R278

N228
G248 1

R228 R278

N228
G448 1

~R278 !2

N228

4 F u1
m

u2
m

u3
m
G

5r0~Vm!2F u1
m

u2
m

u3
m
G . ~3!

When the plate abuts a perfectly conductive film of suf-
ficiently small thicknesshf , the propagation of acoustic
waves in the film can be neglected, and the incremental
boundary conditions, Eq.~47! of paper I, take the form:

K̃2 j5r fv2hfuad j a ,

D̃25s̃0 , w̃5w̃ f ,
~4!

where the superscriptf indicates quantities for the film. Thus,
in matrix notation, the first two equations of Eq.~4! are
rewritten as

G998
]u1

]X28
1G928

]u2

]X28
1G948

]u3

]X28
1R268

]w̃8

]X28
5r fv2hfu1 ,

G298
]u1

]X28
1G228

]u2

]X28
1G248

]u3

]X28
1R228

]w̃

]X28
5r fv2hfu2 ,

~5!

G498
]u1

]X28
1G248

]u2

]X28
1G448

]u3

]X28
1R278

]w̃

]X28
5r fv2hfu3 ,

i 52R268
]2u1

]X28]t
2R228

]2u2

]X28]t
2R278

]2u1

]X38]t
1N228

]2w̃

]X28]t
.

i is the current density in the electrodes. From the above
equations, the resonant frequency of thenth overtone of pure
thickness mode in an infinite piezoelectric plate of total
thickness 2h0 in the reference state is easily obtained with
the usual treatment of such problem:4

vn
2.

n2p2

4h0
2 Va

2 S 128
ka

2

n2p222
r fhf

r0h0
D , ~6!

wheren is the overtone number andka the coupling factor of
the a mode:

~ka!25
~u1

aR268 1u2
aR228 1u3

aR278 !2

r0Va
2N228

. ~7!

As a consequence of the Lagrangian formulation, which
maps actual problems onto the fixed geometry of the solid in
the reference state, we must note that in the preceding ex-
pressions, all quantities, exceptG coefficients, are indepen-
dent of the temperatureU. In particular, the velocity of
acoustic wavesVm in the direction defined in the natural
coordinate system depends onU only through theG coeffi-
cients~see Sec. IV!.
Contoured resonator

The Lagrangian formulation is particularly useful when
the shape of the resonator varies along temperature changes,
which happens in contoured resonators. Such device is
shown in Fig. 1. Trapped modes in contoured resonators
have been previously described in an asymptotic model due
to Tiersten and Stevens.5 From Eqs.~1! and ~4! this model
leads to the following expression of resonant frequencies for
essentially thickness modes in contoured resonators:

vnmp
2 5vn

2F11
1

np
A2h0

R0
SAMn8

Gm
~2m11!

1APn8

Gm
~2p11! D G . ~8!

Gm is themth eigenvaluer0(Vm)2 of Christoffel’s prob-
lem ~3! multiplied by the factor (128(ka

2/n2p2)
22(r fhf /r0h0)). R0 is the radius of curvature of the reso-
nator at the reference temperature, whilem andp are integers
which characterize the mode pattern along rotated in-plane
axes. The angle shift from doubly rotated axes is equal to1

2

arctan (2Qn /(Mn2Pn)), whereMn , Pn , andQn are pri-
mary dispersion constants provided in Ref. 5. This angle
shift depends on plate orientation, overtone number, and
thickness mode group~A, B or C!, but not on the radius of
curvatureR0 . Rotated dispersion constants are simply de-
duced fromMn , Pn , andQn . m andp are equal to zero for
the so-called metrological mode. The dispersion constants
have cumbersome expressions in terms of special elastic con-
stantsci jkl

T through Eqs.~74! and ~100! of Ref. 5. The latter
constantsci jkl

T are themselves obtained from standard elastic
constants by means of a linear transformation, which can be
understood as expressing a projection of the unknown me-
chanical displacement onto the basis of solutions of Christ-

FIG. 1. Cross section of a spherically contoured resonator.
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offel’s problem. This is an efficient technique to alleviate the
search for essentially thickness-dependent modes in thin
plates. Using Lagrangian formulation does not imply any
change in using analytical formulas provided in Ref. 5, if the
transformed constantsci jkl

T are expressed in terms ofGLgM«8
rotated coefficients, instead of the classical ones, in the fol-
lowing manner:

clprm
T 5QpgQr«GLgM«8 d lLdmM , ~9!

where the matrixQ is defined from the normalized eigenvec-
tors of the 333 matrix in Eq.~3!:

Qia5d imua
m . ~10!

This approach allows a convenient extension of the
model suggested in Ref. 5 to account for high order tempera-
ture sensitivities of trapped modes in contoured resonators.
Due to the use of Lagrangian configuration, onlyMn8 , Pn8 ,
andGm are affected by temperature variations and there is no
need to evaluate the effect of temperature on the radius of
curvature, which would be a problem in the conventional
approach since a spherical surface does not remain spherical
along temperature variations, according to the anisotropy of
thermal expansion.

B. Rayleigh waves

Let us now consider a surface wave traveling along an
arbitrary direction on the free surface of a semi-infinite pi-
ezoelectric crystal. We assume the coordinate system being
such that theX28 axis is outwardly oriented perpendicular to
the surface of the plate andX18 denotes the direction of
propagation, shifted by an anglec from the standard in-plane
axis for the doubly rotated plate. Then, a partial surface wave
is characterized by the following dynamic field:

ua5Aa exp@ ik~X181rX282VRt !# ~a51,...,3!,
~11!

w5A4 exp@ ik~X181rX282VRt !#,

k being the propagation wave number,VR the velocity of the
partial wave, andr a factor governing its behavior along the
depth of the substrate. Since we restrict our attention to
straight-crested waves, all the derivatives with respect toX38
are zero and the partial derivatives equations simply reduce
to

]K̃1a

]X18
1

]K̃2a

]X28
5r0~kVR!2ua ,

~12!
]D̃1

]X18
1

]D̃2

]X28
50.

After substituting Eq.~11! into Eq. ~12! and using the
effective constitutive equations~44! of the companion paper,
we get a 434 system:

@L#@A#50, ~13!

where each element of the symmetric matrixL is a quadratic
polynomial in terms ofr:

Lab5Lba5GLaMb8 f LM ,

La45L4a5RMaL8 f LM ,
~14!

L4452NLM8 f LM ,

f LM5r 2d2Md2L1r ~d2M1d2L!~12dLM !

1~12d2L!~12d2M !

with a,bP$1,2,3% andL,MP$1,2%. For instance, using the
symmetries and rules for index compression equations~51!
and ~52! of paper I, we obtain

L235r 2G248 1r ~G288 1G468 !1G688 ,
~15!

L245r 2R228 1r ~R128 1R298 !1R198 .

In accordance with the classical approach,6 we use the
following boundary conditions:

K̃2a50 a51,...,3
~16!

w2 i
ZV2

v
D̃250 at X2850,

where Z is the surface impedance.Z50 if the surface is
coated with a perfect conductive film at null potential, and
Z5 i /«0V for a free surface abutted to vacuum. Rayleigh
waves in piezoelectric material are expressed7 as a sum of
four partial waves$u(n),w (n)%, each one corresponding to a
root r (n) of the determinantal equationuLu50 for a given
value of VR and only the four roots such thatI(r ),0 are
retained:

u5 (
n51

4

Cnu~n!, w5 (
n51

4

Cnw~n!. ~17!

In the case of a free surface abutted to vacuum, Rayleigh
wave velocity is determined from the boundary conditions
~16!:

(
n51

4

Kl
~n!Cn50, l52,4,9,

~18!

(
n51

4 Fw~n!1
i

«0
D̃2

~n!GCn50.

Piola–Kirchhoff’s stress components of the partial
wavesKl

(n) , appearing in the above-mentioned system, have
a simple expression in terms of effective coefficients:

Kl
~n!5~Gl18 1r ~n!Gl98 !A1

~n!1~Gl68 1r ~n!Gl28 !A2
~n!

1~Gl88 1r ~n!Gl48 !A3
~n!

1~R1m~l!8 1r ~n!R2m~l!8 !A4
~n! , l52,4,9, ~19!

where the amplitudes setA(n) for a given rootr (n) is ob-
tained as a solution of the linear system~13! and has been
normalized. In this expression, the compressed indexm
P$2,6,7% is obtained upon reverting the order of primary
indexesi , j P$1,2,3% which from l itself is obtained, i.e.,m
52,6,7 whenl52,9,4, respectively. The material electric
displacementD̃2

(n) also appearing in Eq.~18! is equal to
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D̃2
~n!5~R218 1r ~n!R268 !A1

~n!1~R298 1r ~n!R228 !A2
~n!

1~R258 1r ~n!R278 !A3
~n!2~N128 1r ~n!N228 !A4

~n! . ~20!

Let us recall that, in the case of a metallized surface,
D̃2

(n) simply disappears from the last equation of the system
~18!. The velocity of Rayleigh waves is numerically obtained
as the value zeroing the determinant of this system.

III. NUMERICAL VALUES

Numerical values of temperature derivatives of effective
coefficients can be obtained in three different ways.

~a! In principle they can be computed through their defini-
tions @Eq. ~45! of paper I# from existing values of tem-
perature derivatives of fundamental ‘‘thermodynamic’’
constants. Relations between effective and thermody-
namic constants are outlined at Appendix A.

~b! They can be deduced from currently existing values of
temperature derivatives of effective coefficients re-
ferred to the intermediate state3,8 through the relations
previously given by Eq.~59! of Paper I. This approach
was previously used in Ref. 9. Explicit relations be-
tween temperature derivatives of elastic constants re-
ferred to the reference state and to the intermediate one
are given in Appendix B.

~c! They can be directly determined from measurements of
the temperature sensitivity of vibrations in piezoelec-
tric devices, for instance coefficients of frequency of
BAW resonators and coefficients of delay of SAW de-
lay lines.

Although the first approach is very enlightening from a
theoretical point of view, it is not suitable for the modeling of
frequency–temperature characteristics of resonant devices,
since only the first-order temperature derivatives of funda-
mental elastic constants can be determined in practice. The
second approach is easy but has the drawback of ignoring the
recent advances in the analytic modeling of resonators to
determine the numerical values of material coefficients from
dynamic measurements. As a matter of fact, since asymptotic
models such as Ref. 5 allow one to consistently take into
account the dispersion of guided waves in thin plates, they
are much more accurate than the unidimensional model of
the infinite plate used in Refs. 3 and 8 to describe the thermal
sensitivity of actual BAW resonators. This is why we have
adopted the last choice. We made a program to compute the
values ofT(n)GIJ by a least-squares method, from the tem-
perature coefficients of resonant frequencyT(n) f of thickness
modes in both parallel plates and contoured resonators, and
from the temperature coefficients of Rayleigh wavesT(n)VR .
Data for parallel plates are still taken from Ref. 3, greatly
reinforced by confirmed measurement data for contoured
resonators made at LCEP, and data for SAW delay lines pro-
vided by LPMO.

If, for a given order of expansionn, the six unknown
independent coefficientsT(n)GIJ (IJ511,13,14,33,44,66) in
crystallographic axes are stored in a vectorG(n) and the ex-
perimental dataT(n) f and T(n)VR in a vectorY(n), the fol-
lowing relations are observed:

YI
~1!5MIJ

~1!GJ
~1! ,

YI
~2!5MIJ

~1!GJ
~2!1 1

2MIJK
~2! GJ

~1!GK
~1! , ~21!

YI
~3!5MIJ

~1!GJ
~3!1MIJK

~2! GJ
~2!GK

~1!1 1
6MIJKL

~3! GJ
~1!GK

~1!GL
~1! ,

where the coefficientsM (n) are the partial derivatives of suc-
cessive ordern, up to 3, of the temperature coefficients of
frequency or celerity with respect to independent elastic con-
stants. Thus, they are numerically computed for a given type
of input data and geometry~infinite plate, contoured resona-
tor of known radius of curvature and given overtone, SAW
delay line! including cut angles, by successive small incre-
ments of each independent coefficient, followed by the
proper rebuilding of theGIJ matrix for the required symme-
tries in class 32. In the least-squares treatment of Eq.~21!,
the vectorY(n) holding the experimental data must be much
larger than the vectorG(n) of the independent unknowns.
The first-order coefficients are directly obtained from the lin-
ear system:

~@M ~1!#T"@M ~1!# !"G~1!5@M ~1!#T"Y~1!. ~22!

Higher order coefficients are then recursively deter-
mined by the same least-squares treatment after substituting
already known lower order terms into the right-hand mem-
bers of Eq.~21!.

Data retained in our treatment are summarized in Tables
I–III, which give the temperature coefficients of retained
data at orders up to three. Orientation angles of considered
plates,f, u, c conform to conventions of Ref. 10.

Table I is a much restricted subset ofT(n) f coefficients
provided in Ref. 3 for parallel plates. Retaining such data
was useful to asses the cut angles on a larger basis than
measurements available at the moment for contoured resona-
tors and SAW devices. This subset was selected by consid-
ering the ability of cuts to be correctly trapped in the sense of
the theory of Tiersten and Stevens.5 For instance, sinceMn8
andPn8 for A modes inX cuts are negative for the first three
odd overtone numbers, we did not make use of any corre-
sponding dataT(n) f for X cut provided in Ref. 3, since, in
such a case, the dispersion properties of a finite plate will
actually result in a frequency–temperature behavior of reso-
nant modes significantly different from the theoretical tem-
perature behavior expected for an infinite plate. The infinite
plate model should also be considered as inaccurate when
Mn8 and Pn8 appearing in Eq.~8! are positive and extremely
large.

TABLE I. Selected data from BBL.

f u Mode T1f (1026) T2f (1029) T3f (10212)

30.0 20.00 A 242.00 286.00 292.70
05.0 247.00 B 20.90 241.10 2118.0
05.0 248.00 B 21.50 243.10 2122.6
10.0 238.00 B 1.10 239.00 291.30
10.0 240.00 B 22.40 241.90 2115.4
15.0 234.50 B 27.40 228.10 239.70
15.0 235.00 B 27.45 233.50 258.80
30.0 20.00 B 29.30 221.80 234.40
30.0 30.00 B 219.10 224.50 228.90
00.0 00.00 C 92.50 57.50 5.80
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Table II presents data from contoured resonators mea-
sured at LCEP, mainly C modes of SC cut, plus a few data
for AT, BT, and IT cuts and one B-mode SC cut. Retained
SAW data are given in Table III and consist ofT(n)VR mea-
sured from delay lines made at LPMO: three doubly rotated
cuts, LSP1, LSP2, and LSP3, four simply rotated cuts in the
rangeuP@22.5,210# and two STC cuts.11 We found that
adding the data for SAW increased the standard deviation,
especially for theT(3)GIJ . Due to that and since most tem-
perature compensated cuts used in SAW technology exhibit a
parabolic behavior of frequency–temperature characteristic,
we decided to retain input data of Table III for the determi-
nation ofT(1)GIJ andT(2)GIJ only.

Our purpose was to determine a set ofG(n) derivatives
preserving a reasonable accuracy for widely used practical
devices of either kind, BAW or SAW, rather than performing
a new and extensive measurement campaign. To achieve this
goal, contradictory requirements must be met, thereby imply-
ing some compromise:

Available SAW data available at LPMO were not numer-
ous enough to allow by itself a reliable determination of
G(n). The same remark also holds for data from contoured
BAW resonators available at LCEP. But, adding new data
from SAW devices to existing data from BAW resonators
results in an increase of the standard error, which is not sur-

prising since reliabilities of the models suitable for each kind
of device is not expected to be identical. Thus, we found
pertinent to constraint the computedG(n) coefficients to ac-
curately fit some particular measurements of well-known and
technologically stable devices. The lines which correspond to
such selected input data are thus isolated in system~21! and
treated as external constraints that must be exactly satisfied
by the least-squares treatment. This is achieved by the well-
known technique of Lagrange multipliers, in a way quite
similar to the approach extensively described in Ref. 12 for
the determination of third-order elastic coefficients of quartz.
It should be observed that such external constraints can be
imposed independently forY(1), Y(2), andY(3). Also, beside
its flexibility, this method is also more refined than the
method used in Ref. 3, whereT(n)H11 and T(n)H66 are first
obtained separately fromX cut and Y cut, T(n)H14 and
T(n)H44 come from the knowledge of AT and BT cuts, the
least-squares treatment concerning onlyT(n)H13 and
T(n)H33. Thus, in the approach of Refs. 3 and 8, the standard
error onT(n)H11, T(n)H66, T(n)H14, andT(n)H44 is assumed
to be zero, thereby fully transferring the whole error on
T(n)H13 andT(n)H33, whereas with Lagrange multiplier, the
standard error is more widely distributed over the whole set
of independentG(n).

Obtained values ofG(n) vary significantly, according to
the choice of data to be ‘‘overweighted’’ by a Lagrange mul-
tiplier. First, since SC-cut data are well represented in the
presented tables, we decided to use the Lagrange multiplier
for the AT cut only, withn51,2,3. In this way, we obtain a
set of G(n) which leads to a better agreement for the tem-
perature characteristics of Rayleigh waves on singly rotated
substrates than for STC and LSP orientations, whereas accu-
racy for the temperature behavior of BAW resonators re-
mains similar to the one provided by results of Ref. 8. Ob-
tained values of nonzeroT(n)GIJ in crystallographic axes are
presented in Table IV. Note that standard errors are given
only for the independent coefficients. Other treatments can

TABLE II. Data from contoured BAW resonators.

f u m(n,m,p) h ~mm! R0 ~mm! T1f (1026) T2f (1029) T3f (10212)

0.00 35.45 C~5,0,0! 0.835 150 20.635 22.690 110.0
22.417 34.025 C~3,0,0! 0.6656 230 0.956 06 212.754 59.359
22.70 34.00 C~3,0,0! 0.6656 230 1.053 53 214.041 65.522
22.75 34.00 C~3,0,0! 0.6656 230 0.997 63 212.906 57.281
22.633 34.00 C~3,0,0! 0.6656 230 1.023 21 212.714 55.332
22.633 34.00 C~3,0,0! 0.6656 230 0.991 10 211.443 45.393
22.771 34.038 C~3,0,0! 0.5456 230 0.896 98 212.231 50.681
22.432 34.104 C~3,0,0! 1.089 300 0.654 9 212.44 53.91
0 245.25 B~3,0,0! 1.53 150 3.590 240.70 254.0
0 246.00 B~3,0,0! 0.5126 132.5 0.00 248.91 299.24

22.75 34.025 B~3,0,0! 0.555 250 226.65 225.70 5.00
16.00 234.50 C~5,0,0! 1.275 200 22.463 25.586 227.80
16.167 234.50 C~5,0,0! 1.275 200 22.453 26.00 222.90
16.30 235.50 C~5,0,0! 1.230 150 22.52 29.30 11.0
19.10 34.50 C~3,0,0! 1.068 120 0.609 8 211.132 75.08
19.10 34.50 C~3,0,0! 1.068 120 0.629 0 211.573 76.52
22.75 34.025 C~3,0,0! 0.555 250 0.867 212.90 59.0
22.75 34.025 C~3,0,0! 0.555 250 0.903 213.50 61.0
29.967 34.675 C~3,0,0! 1.200 200 20.807 215.394 30.19
29.967 34.675 C~5,0,0! 1.200 200 21.353 218.677 43.95

TABLE III. Data from SAW delay lines.

Type f u c T1VR(1026) T2VR(1029) T3VR(10212)

LSP1 210.0 40.0 51.0 3.892 229.09 214.17
LSP2 220.0 235.0 16.5 0.103 238.58 235.71
LSP3 230.0 245.0 62.0 2.337 218.96 258.99
TG0 0.0 210.0 30.0 0.137 229.57 2165.74
TG1 0.0 27.0 31.0 0.091 226.20 234.16
TG2 0.0 25.0 31.5 0.100 238.48 2232.95
TG3 0.0 22.5 32.5 20.323 223.03 2009.12
STC 0.0 41.8 46.9 4.912 206.63 59.78
STC 0.0 41.8 48.2 20.070 223.38 58.21
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be made: For instance, we found that using the Lagrange
multiplier for LSP data improved accuracy for the predicted
temperature behavior of doubly rotated SAW data, at the
expense of a limited loss of accuracy for BAW resonators.

IV. CONCLUSION

It should be observed that we assumedT(n)R andT(n)N
to be zero in the treatment presented here, according to the
difficulty of establishing reliable data for those constants in
quartz, as a consequence of its rather low piezoelectric cou-
pling. Such restriction should and can easily be avoided
when applying the presented analysis to emerging new ma-
terials retaining the same kind of crystalline symmetry but
exhibiting larger piezoelectric constants, for instance lan-
gasite and similar materials, or GaPO4. About quartz, the
accuracy ofT(n)GIJ obtained from dynamic measurements
with the help of least-squares analysis would benefit from an
enlargement of the set of experimental data, but we leave this
improvement for further developments, since the main point

we wished to stress in this paper was the suitability of the
formalism presented here to properly describe the static high
order temperature behavior of both BAW and SAW devices.
In addition to the clear relationship of the formalism with the
consistent theory of thermoelectroelasticity, more detailed in
the companion paper, this suitability appears more obvious
also from a practical point of view, if one considers that the
Lagrangian formalism matches well with the use of elaborate
dispersive analytical models and numerical models. For in-
stance, when performing frequency–temperature analyses
with finite element method, the use of Lagrangian coeffi-
cients avoids the need of successive computations of the
shape of the device prior to vibration along temperature
variations.

APPENDIX A: DIFFERENCE BETWEEN EFFECTIVE
AND FUNDAMENTAL CONSTANTS

According to discussions presented in Paper I, funda-
mental constants are partial derivatives of the pertinent en-
ergy function for the class of problem considered. More pre-
cisely, they are the coefficients of multivariate Taylor’s
expansion of this energy function around the reference state.
For instance, using x(EKL ;EMN ;Q) defines
r0]2x/]EKL]EMN)0 as a fundamental isothermal elastic co-
efficient at constant electric field cKLMN

0 , and
r0]3x/]EKL]EMN]Q)0 as its first-order temperature deriva-
tive cKLMN

1 . Here, the notation )0 stands for the calculation
of partial derivatives in the reference state. A Taylor’s expan-
sion up to third order in terms of all independent variables,
sufficient for any purpose regarding the first-order tempera-
ture derivatives of elastic, electrostatic, and piezoelectric
constants, is given in the following:

r0x~E,W,Q01DQ!2r0x~0,0,Q0!

5 1
2 cKLMN

0 EKLEMN2eK•LM
0 WKELM2 1

2 kKL
0 WKWL1 1

6 cKLMNPQ
0 EKLEMNEPQ2 1

2 eK•LMNP
0 WKELMENP

2
1

2
eKL•MN

0 WKWLEMN2
1

6
kKLMWAWMWN1

1

2

r0C0

Q0
DQ21

1

6

r0C1

Q0 DQ32LKL
1 EKLDQ2

1

2
LKL

2 EKLDQ2

2pK
0 WKDQ2 1

2 pK
1 WKDQ21 1

2 cKLMN
1 EKLEMNDQ2eK•LM

1 WKELMDQ2 1
2kKL

1 WKWLDQ1h.o.t.¯ , ~A1!

where the superscript 1 indicates the first-order temperature
derivative of a material coefficient otherwise denoted by the
superscript 0. With rather standard notations,cn relates to
elastic constants, linear or not, and their temperature deriva-
tives of nth order,en generically relates to piezoelectric and
electrostrictive constants and their temperature derivatives,
kn indicates electric susceptibilities and their temperature de-
rivatives, whileCn stays for calorific capacity and its tem-

perature derivatives,Ln stays for thermoelastic coupling of
ordern under constant field. The terms containingp0 andp1

identically vanish since quartz is not pyroelectric. In this
manner, all partial derivatives involved in the expressions of
xKLMN)1 , xK•LM)1 , xKL)1 defined by Eq.~40! of Paper I,
which in turn appear in the definition of Lagrangian effective
constants, Eq.~44! of Paper I, can be expressed in terms of
fundamental constants. In particular, we obtain:

TABLE IV. Numerical values obtained with the presented treatment.

T(n)GIJ

IJ
1026

n51
1029

n52
10212

n53

11 233.763.2 211369 2103630
13 2680640 210436107 2676390
14 95.763.0 243.968.1 2537624
17 102 240.3 2546
33 2204612 2151632 1326108
44 2171.663.6 222469 2173631
47 2165.5 2222 2184
55 2159.3 2220 2195
66 181.263.2 131.368.5 41.462.6
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r0

]2x

]EKL]EMN
D

1

5cKLMN
0 1cKLMN

1 DQ̄1cKLMNPQ
0 ĒPQ

2eP•KLMN
0 W̄P

r0

]2x

]WK]ELM
D

1

52eK•LM
0 2eK•LM

1 DQ̄2eK•LMNP
0 ĒNP

2eKP•LM
0 W̄P ~A2!

r0

]2x

]WK]WL
D

1

52kKL
0 2kKL

1 DQ̄2kKLM
0 W̄M

2eKL•MN
0 ĒMN

together with similar expressions for other quantities appear-
ing in xKLMN)1 andxK•LM)1 :

r0

]2x

]EKL]Q D
1

52LKL
1 1cKLMN

1 ĒMN2LKL
2 DQ̄

2eM•KL
1 W̄M

r0

]2x

]WK]Q D
1

52eK•LM
1 ĒLM2kKL

1 W̄L ~A3!

r0

]2]x

]Q2 D
1

5
r0C0

Q0 S 12
Q0

r0C0 LKL
2 ĒKL1

C1

C0 DQ̄ D .

Taking into account the nullity ofW̄ and substituting into
Eq. ~40! of Paper I yields the following relations:

r0xKLMN)15cKLMN
0,h 1cKLMN

1,h DQ̄1cKLMNPQ
0,h ĒPQ

r0xK•LM)152eK.LM
0 2eK•LM

1 DQ̄2eK•LMNP
0,h ĒNP ~A4!

r0xKL)152kKL
0 2kKL

1 DQ̄2eKL•MN
0 ĒMN,

where some new constants need to be introduced:

cKLMN
0,h 5cKLMN

0 2
Q0

r0C0 LKL
1 LMN

1 ,

cKLMNPQ
0,h 5cKLMNPQ

0 1
Q0

r0C0 S 1LKL
1 cMNPQ

1

1LMN
1 cKLPQ

1 2
Q0

r0C0 LKL
1 LMN

1 LPQ
2 D ,

~A5!

cKLMN
1,h 5cKLMN

0 1
Q2

rC0 S 2LKL
1 LMN

2 2LMN
1 LKL

2

1
C1

C0 LKL
1 LMN

1 D ,

eK•LMNP
0,h 5eK•LM

0 1
Q0

r0C0 eK•NP
1 LLM

1 .

The superscripth indicates a constraint of null entropy. Al-
though they appear as independent coefficients in Taylor’s
expansion ofx, it should be observed that thermoelastic cou-
pling constantsLn can be expressed in terms of thermal
expansion coefficients and elastic constants~and their tem-

perature derivatives!. This can be done remarking that ther-
mal expansion coefficientsaKL

n appear in Taylor’s expansion
of the thermodynamic potentialG(t;W;Q)5x2tKLSKL

which uses the thermodynamic stress as independent variable
instead of strain:

aKL
n 5

1

n!

]nEKL

]Qn 5
r0

n!

]11nG
]tKL]Qn 52

r0

n!

]nh

]tKL]Qn21 .

~A6!

Hence, using the following identity

]h

]EKL
D

Q,W

[
]h

]tMN
D

Q,W

]tMN

]EKL
D

Q,W

~A7!

and deriving it with respect to temperature provides with
expressions ofL1 andL2 in terms ofaKL

1 , aKL
2 , cKLMN

0 , and
cKLMN

1 :

LKL
1 5cLKMN

0 aMN
1 ,

~A8!
LKL

2 5cLKMN
0 aMN

2 1cKLMN
1 aMN

1 .

Substituting~A4! into Eq. ~45! of Paper I, using Eq.~50! of
Paper I and retaining the first-order terms with respect toDQ̄
gives access to the relations between effective and funda-
mental constants, up to the first order in terms of tempera-
ture:

GLgMb5cLgMb
0,h 1~cLgMb

1,h 1cLgMbNP
0,h aNP

1 1cLJMb
0,h agJ

1

1cLgMN
0,h agN

1 !DQ̄,

RK•Lg5eK•Lg
0 1~eK•Lg

1 1eK•LM
0 abM

1 1eK•LgNP
0,h aNP

1 !DQ̄,
~A9!

NKL5«0dKL~11 ̄1!1@~ ̄1dKL22aKL!«01kKL
1

1eKL•MN
0 aMN

1 #,

where ̄1 is the first-order temperature derivative ofJ̄. For
quartz,̄152a11

(1)1a33
(1) . At this moment only the first-order

temperature derivatives of the adiabatic fundamental elastic
coefficients at constant electric fieldcKLMN

1,h have been
determined,2 due to the complexity of explicit writing of dy-
namic problems in terms of fundamental constants. Also, ex-
plicit relations at orders higher than one in terms of tempera-
ture involve nonlinear constants whose numerical values are
not yet determined, even for a rather well known material
such as quartz. Remaining with the first-order case, we may
now remark that, from the above-mentioned relations and
Sec. V of Paper I, numerical values of first-order thermal
derivatives of fundamental elastic constants given in Ref. 2
could as well be calculated from the values ofT1GIJ pro-
posed here or from numerical values of first-order tempera-
ture derivatives of constants used in the so-called usual
treatment.3

APPENDIX B: RELATIONS BETWEEN T „n …GIJ AND
T „n …HIJ

They derive immediately from Eqs.~50!, ~53!, ~55!–
~57!, ~61! of the companion paper, Paper I. Since we deter-
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mined first a set of data forT(n)GIJ for quartz, we provide in
the followingT(n)HIJ in terms of independentT(n)GIJ , with
(IJ)P$13,14,33,44,66%,

T~1!H115T~1!G112a33
~1! ,

T~1!H135T~1!G132a11
~1! ,

T~1!H145T~1!G142a33
~1! ,

~B1!
T~1!H335T~1!G331a33

~1!22a11
~1! ,

T~1!H445T~1!G442a44
~1! ,

T~1!H665T~1!G662a66
~1! ,

T~2!H115T~2!G112~T~1!G112a33
~1!!a33

~1!2a33
~2! ,

T~2!H135T~2!G132~T~1!G132a11
~1!!a11

~1!2a11
~2! ,

T~2!H145T~2!G142~T~1!G142a33
~1!!a33

~1!2a33
~2! ,

~B2!
T~2!H335T~2!G332T~1!G33~2a11

~1!2a33
~1!!

1a11
~1!~3a11

~1!22a33
~1!!22a11

~2!1a33
~2! ,

T~2!H445T~2!G442~T~1!G442a33
~1!!a33

~1!2a33
~2! ,

T~2!H665T~2!G662~T~1!G662a33
~1!!a33

~1!2a33
~2! ,

T~3!H115T~3!G112T~2!G11a33
~1!2~~a33

~1!!22a33
~2!!

3~T~1!G112a33
~1!!1a33

~1!a33
~2!2a33

~3! ,

T~3!H135T~3!G132T~2!G13a11
~1!2~~a11

~1!!22a11
~2!!

3~T~1!G132a11
~1!!1a11

~1!a11
~2!2a11

~3! ,

T~3!H145T~3!G142T~2!G14a33
~1!2~~a33

~1!!22a33
~2!!

3~T~1!G142a33
~1!!1a33

~1!a33
~2!2a33

~3! , ~B3!

T~3!H335T~3!G332~2a11
~1!2a33

~1!!T~2!G33

1@a11
~1!~3a11

~1!22a33
~1!!22a11

~2!1a33
~2!#T~1!G33

12~a33
~1!23a11

~1!!a11
~2!22a11

~1!a33
~2!

1~a11
~1!!2~3a33

~1!24a11
~1!!22a11

~3!1a33
~3! ,

T~3!H445T~3!G442T~2!G44a33
~1!2~~a33

~1!!22a33
~2!!

3~T~1!G442a33
~1!!1a33

~1!a33
~2!2a33

~3! ,

T~3!H665T~3!G662T~2!G66a33
~1!2~~a33

~1!!22a33
~2!!

3~T~1!G662a33
~1!!1a33

~1!a33
~2!2a33

~3! .
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coefficients de tempe´rature des modules lastiques du quartza,’’ C. R.
Acad. Sci. Paris294, 361–364~1982!.

10‘‘IRE standards on piezoelectric crystals,’’ Proc. IRE37, 1378–1395
~1949!.

11S. Ballandras and E. Bigler, ‘‘Surface acoustic wave devices with low
sensitivity to mechanical and thermoelastic stresses,’’ J. Appl. Phys.72,
3272–3281~1992!.

12R. N. Thurston, ‘‘Waves in solids,’’ inMechanics of Solids IV~Springer,
Berlin, 1974!, pp. 109–132, Vol. VIa/4 of Encyclopedia of Physics.

1807J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Dulmet et al.: Lagrangian material constants. II. Applications



Acoustic streaming in closed thermoacoustic devices
Hélène Baillieta)

National Center for Physical Acoustics and Department of Physics and Astronomy,
University of Mississippi, University, Mississippi 38677

Vitalyi Gusev
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A derivation of acoustic streaming in a steady-state thermoacoustic device is presented in the case
of zero second-order time-averaged mass flux across the resonator section~nonlooped device!. This
yields analytical expressions for the time-independent second-order velocity, pressure gradient, and
time-averaged mass flux in a fluid supporting a temperature gradient and confined between widely
to closely separated solid boundaries, both in the parallel plate and in the cylindrical tube geometries
~two-dimensional problem!. From this, streaming can be evaluated in a thermoacoustic stack,
regenerator, pulse tube, main resonator of a thermoacoustic device, or in any closed tube that
supports a mean temperature gradient, providing only that the acoustic pressure, the longitudinal
derivative of the pressure, and the mean temperature variation are known. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1394739#

PACS numbers: 43.25.Nm, 43.35.Ud@MFH#

I. INTRODUCTION

Thermoacoustics involves the generation of a second-
order hydrodynamic heat flux across a stack by an acoustic
field in a fluid filled cavity, or the contrary.1 In the stack
region, thermal boundary layer effects yield a heat flux and
the fluid supports a temperature gradient. Heat exchangers at
each end of the stack communicate this heat with external
reservoirs. Physical principles of thermoacoustic processes
are nowadays fairly well understood2,3 and linear thermoa-
coustic theory2,4 provides efficient tools for predicting the
behavior of the engines~e.g., the simulation code DeltaE!.5

But, progress towards a theoretical description of this behav-
ior has been mainly restricted to the linear theory and the
development of practical devices has required numerical
simulations and trial and error. The well-established founda-
tions of thermoacoustics, based on the acoustic approxima-
tion, reach their limits when used to describe the behavior of
high-amplitude thermoacoustic devices. A deeper under-
standing of the high-amplitude phenomena, important for op-
timization of the performance of thermoacoustic devices, re-
quires more analytical investigations. This paper aims at
providing a contribution to such investigations by developing
a theoretical description of streaming velocity in standing
wave thermoacoustic devices. This study has been motivated
in part by recent laser Doppler anemometry measurements in
a standing wave thermoacoustic engine.6

The termacoustic streamingrefers to the second-order
steady velocity that is induced by and superimposed on the
dominating first-order acoustic velocity. Streaming leads to

nonzero time-averaged mass flows so that it is a mechanism
for convective heat transfer that can reduce the efficiency of
thermoacoustic devices. It can be generated in the main reso-
nator and also within any stack pore where boundary layer
effects dominate. Studies have recently been published on
streaming in toroidal thermoacoustic devices7–9 or in pulse
tubes,10,11 but as pointed out by Swift,1 little is known about
streaming within a regenerator or a stack. Even an order-of-
magnitude estimate of the streaming velocity in such com-
ponent is not available in the literature. Previous theoretical
developments of streaming in closed-like thermoacoustic de-
vices have been restricted to the outer streaming description
~outside the boundary layer!,10,12which cannot treat the stack
or regenerator region, or have not included the temperature
dependence of the viscosity and heat conduction.13 Such a
description is developed in this paper, not only in the ana-
lytically tractable parallel plate geometry, but also in the
more realistic cylindrical tube one.

Because the literature on acoustic streaming in general is
extensive and the literature on acoustic streaming in ther-
moacoustic devices rather scarce, there is a need to correctly
position this application among others. This is done in Sec.
II. In Sec. III, the derivation of the acoustic streaming veloc-
ity, together with the corresponding second-order pressure
gradient and the time-averaged mass flux in closed thermoa-
coustic devices, is presented both in the case of parallel plate
geometry and in the case of cylindrical tubes. Some results
of the calculation of streaming in existing thermoacoustic
devices are given in Sec. IV.

II. HISTORICAL PERSPECTIVE

The force that drives acoustic streaming owes its origin
to Reynolds stresses in the flow and is observed in a number

a!Now at: Laboratoire d’Etudes Ae´rodynamiques, UMR-CNRS 6609, CEAT,
43 route de l’ae´rodrome, F-86036 Poitiers Cedex, France.
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of situations, generally separated into two main types. In the
first case, acoustic energy dissipation occurs within the
Stokes boundary layer adjacent to a solid boundary; it gives
rise to a vortex-like streaming velocity. This streaming is
usually called ‘‘Rayleigh streaming,’’ as it was first modeled
by Rayleigh14 to describe Dvorak’s phenomenon associated
with dust pattern in Kundt’s tube. In his theoretical analysis
of this phenomenon, Rayleigh15 considered the streaming in-
duced by standing waves between plane walls. This also in-
cludes the case where the nonuniformity of the acoustic
wave comes from gradients in the boundary layer created in
the vicinity of an obstacle, whether caused by acoustic oscil-
lation in a fluid adjacent to a solid at rest or by vibration of
a solid adjacent to a fluid at rest.

On the other hand, ‘‘Eckart streaming’’16 does not come
from boundary layer effects between a solid and a fluid, as
does Rayleigh streaming, but it is due to absorption in the
main body of an irrotational sound beam.17 It is generated by
a well-collimated traveling-wave ultrasonic beam. Like Ray-
leigh streaming, Reynolds stresses are at the origin of this
streaming~often referred to as ‘‘quartz-wind’’!. Unlike the
other type of streaming, it is a large-scale phenomena.18

Nyborg,19 and later Zarembo,18 reviewed both theoreti-
cal and experimental investigations of these two types of
streaming, although as pointed out by Sharpeet al.,20 experi-
mental work on streaming is rather scarce and qualitative. As
noted by Riley,21 streaming is a phenomenon that occurs
more widely than its origin suggests and it can find applica-
tions for example in hearing processes,22 design of wood-
wind instruments,23 rectified diffusion,24 ocean acoustics,25

bioeffects,26 etc.
One of these applications concerns the study of thermoa-

coustic devices, where two kinds of streaming have been
investigated. These are usually referred to as ‘‘Gedeon
streaming’’ and ‘‘Rayleigh streaming;’’ but actually, the two
cases fall in the audible frequency range and bounded me-
dium case. The term Rayleigh streaming has been used to
describe streaming in standing wave thermoacoustic devices.
In such devices or in a traditional orifice pulse tube refrig-
erator, the second-order time average of the rateṀ at which
the mass flows through any cross sectionS, that is

Ṁ5E
S
^ru&•dS,

must be zero in the steady-state operation, otherwise mass
would accumulate somewhere in the resonator. On the other
hand, Gedeon27 is concerned with the nonzero mass flow
associated with density and velocity fluctuations that occurs
whenever the phase shift between those two quantities is not
p/2. He calculated the time average of the product of the
first-order density and velocity across a regenerator assuming
Darcy area averaged flow and either an isothermal or an
adiabatic equation of state. Later on, the term Gedeon
streaming has been used1 to describe streaming in the case
when a closed-loop flow path exists in the device; that is,
whenever the averaged mass flow across the resonator or
pore stack section may not be zero. This is the case in the
annular thermoacoustic prime-mover as proposed by
Ceperley,28 that has recently been created.8 In their Stirling

hybrid engine, Swiftet al.9 use a ‘‘jet pump’’ to suppress the
mass flux. The jet pump adds a pressure drop across the
regenerator that balances the one created by the fluctuating
density and velocity, so that the time-averaged mass flux
through the cross section of the resonator is forced to zero. It
uses the asymmetry of hydrodynamic end effects along a
diverging contraction, as known in the case of a steady flow.
Unfortunately, in addition to generating a pressure drop, the
jet pump also dissipates acoustic power.11 A complete theo-
retical study of acoustic streaming in annular thermoacoustic
prime-mover has been developed recently.7

In this paper we are concerned with the first kind of
streaming in thermoacoustic devices, that is Rayleigh
streaming~both in thermoacoustic sense and in the more
general sense!, as we deal with closed resonator-type of de-
vices, in which the time-averaged mass flow is zero. The first
experimental observations of acoustic streaming in a stand-
ing wave thermoacoustic device were reported by Gaitan
et al.29 Recently, experimental results have confirmed that
the particle velocity in such devices can have a significant
steady component,6,30 which motivated this study. Concern-
ing related theoretical development, works by Rott,12 Olson
and Swift,10 and Waxler13 are devoted to the calculation of
streaming in the case of a fluid supporting a temperature
gradient. Olson and Swift10 based their theoretical develop-
ment on Rott’s work to derive an expression for the stream-
ing velocity and streaming mass flux in the case of widely
separated parallel plates. They showed analytically and veri-
fied experimentally that tapering a pulse tube slightly can
suppress the streaming mass flux.31 In both the Rott and the
Olson and Swift studies, the two-dimensional flow is sup-
posed to be confined between widely separated parallel
plates and the temperature dependence of viscosity and heat
conduction are taken into account. In the case of pulse tube,
Olson and Swift pointed out that the neglect of the tempera-
ture dependence of viscosity leads to significant error.10 They
propose the following picture of the contribution of such
dependence in the process of thermoacoustic Rayleigh
streaming: Consider a parcel of gas oscillating at about a
penetration depth from a rigid boundary. The gas between
the parcel and the wall has a different temperature during the
motion of the parcel at the right of its equilibrium position
than during its motion at the left, due to thermal contact with
the wall and the phasing between oscillatory pressure and
motion. Because the viscosity depends on temperature, the
drag experienced by the parcel during left and right motion is
different and, after a full cycle, the parcel does not come
back to its initial position.

The only study that is not restricted to widely separated
boundaries is provided by Waxler,13 who treats the case of
parallel plates geometry but does not take into account the
temperature dependence of viscosity and heat conduction.

III. DERIVATION OF STREAMING IN STANDING WAVE
THERMOACOUSTIC DEVICES

It is assumed that an acoustic wave propagates laminarly
in an ideal gas along thex axis between two infinitely wide
rigid plates or in a cylindrical tube. The transverse dimen-
sions~t! are supposed to be much smaller than the longitu-
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dinal ~x! ones. In other words, the ratio of the wavelength
and the transverse dimension is large:c0 /Rv@1, higher
modes are evanescent, and accordingly the wave is plane.
Here,R is the typical transverse dimension of the problem,
c0 is the adiabatic speed of sound, andv is the angular
frequency of acoustic oscillations. Another important ratio in
thermoacoustic is the ratio ofR and the thermal penetration
depth d t5dn /As, where s is the Prandtl number anddn

5A2m/vr is the viscous penetration depth. In a main reso-
nator or pulse tube,R/d t@1, whereas in a stack,R/d t'1,
and finally in a regeneratorR/d t,1. This gives an opportu-
nity to describe the different components of thermoacoustic
devices we deal with in this study, noting that, generally,
pulse tubes, stacks, and regenerators support a temperature
gradient. These components of a thermoacoustic device are
treated separately here and joining conditions and end effects
are not described. Although experiment has recently shown
that these effects are very important for the behavior of
streaming in thermoacoustic devices,30 as our purpose is to
evaluate the Rayleigh streaming contribution in these de-
vices, we leave their study for further work. Next, the
streaming is supposed to be ‘‘very slow,’’ that is, slow
enough to leave the first-order variables and the temperature
profile unperturbed. This implies thatRs(R/L)2!1 for the
Reynolds number of streaming motion,Rs5r0USl /m, where
l is the longitudinal dimension of the system,Us is a char-
acteristic magnitude of the streaming motion, andm is the
dynamic viscosity. Accordingly, the effect of inertia on the
streaming motion is neglected by comparison with viscous
effects~see Ref. 32 for a study of the distortion created in a
tube by the effect of inertia!.

Next, the solid is assumed to have an infinite heat ca-
pacity and the solid and the gas are assumed to have a com-
mon temperatureT0(x) in the absence of oscillations. There
is no mean flow apart from acoustic streaming, and the
method of successive approximation is applied. In this
method, the excess of pressure, excess of density, and the
fluid velocity at any point in the fluid are given by

p2p05p11p2 , r2r05r11r2 , u5u11u2 ,

where the first-order variablesr1 , p1 , u1 account for oscil-
lation at angular frequencyv and are assumed to havee2 ivt

time dependence. The zeroth-order variables are steady-state
mean values; they represent the values the variables would
have if there were no acoustic oscillation. The second-order
terms are corrections to be added tor1 , p1 , u1 that include
time-independent quantities as well as higher harmonics
terms.

In a homogeneous fluid, in which the only forces acting
on a parcel of fluid are surface stresses due to elasticity and
viscosity of the fluid, the governing equation for the motion
of fluid particles, the Navier–Stokes equation, has anx com-
ponent

r@] tux1~u•¹!ux#52]xp1]x@m$2]xux2 2
3¹•u%#

1¹t•@m~¹tux1]xut!#. ~1!

Here,] t and]x denote respectively the time and axial deriva-
tives,¹t denotes the transverse component of the del opera-

tor, ux and ut the axial and transverse components of the
particle velocity respectively. Note thatm5m01m1 . Here
also the second viscosity coefficient has been neglected in
comparison with the first viscosity coefficient.33

When using the continuity equation, Eq.~1! can also be
written

] t~rux!1]x~rux
2!1¹t•~ruxut!

52]xp1 4
3]x~m]xux!2 2

3]x~m¹t•ut!

1¹t•~m¹tux!1¹t•~m]xut!. ~2!

The assumption that transverse dimensions are much smaller
than longitudinal ones allows one to assume that the trans-
verse variations are much greater than the longitudinal ones;
it follows that the transverse variation of the acoustic pres-
sure can be neglected and that the axial component of the
particle velocity is much greater than its transverse compo-
nent:ux@ut . Using these assumptions when writing Eq.~2!
to the second order and time averaging, noting moreover that
^] t(r1u1x)&50 becauser1 , u1x}e2 ivt, we get

]x~r0^u1x
2 &!1¹t•~r0^u1xut& !

52]xp21m0¹t
2^m2&1^¹t•$m1¹tu1x%&, ~3!

where ^u2&5^u2x&. Using a nondimensional transverse co-
ordinateh5t/R, Eq. ~3! yields

1

R2 m0¹h
2^u2&5]xp21]x~r0^u1x

2 &!1
1

R
¹h

•~r0^u1xu1n&!2
1

R2 ¹h•~^m1¹hu1x&!.

~4!

From this equation, successive integration with respect toh
gives the thermoacoustic streaming. This is presented next in
the case of parallel plates and then in the case of cylindrical
tubes.

A. Parallel plate case

In the parallel plate case with plates aty56R, using
Cartesian coordinates,h5y/R, then¹h5]h and successive
integrations of~4!, first from 0 to h using ]hu2(h50)50
and u1h(h50)50, and then from 1 toh using u2(h
561)50, gives

1

R2 m0^u2&5E
1

hE
0

h8
]xp2 dh8 dh9

1E
1

hE
0

h8
]x~r0^u1x

2 &!dh8 dh9

1
r0

R E
1

h

^u1xu1h&dh8

2
1

R2 E
1

h

^m1]hu1x&dh8. ~5!
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As proposed by Rott,4 the complex laws that express viscos-
ity and heat conduction as functions of the mean temperature
of the fluid can be approximated around a reference tempera-
ture using a coefficientb so thatm0 , K0}T0

b . For instance,
around ambient temperature, one finds for airb50.77, for
heliumb50.647, and for a mixture of 60% helium and 40%
argonb50.72. Usingm1 /m05b(T1 /T0) andp5p(x), Eq.
~5! yields

^u2&5
R2

2m0
~h221!]xp2

1
R2

m0
E

1

hE
0

h8
]x~r0^u1x

2 &!dh8 dh9

1
Rr0

m0
E

1

h

^u1xu1h&dh82
b

T0
E

1

h

^T1]hu1x&dh8.

~6!

Next, we need to determine the unknown second-order pres-
sure gradient in~6!. In the toroidal topology, this is done by
integrating around the torus.7 In the case of a closed resona-
tor, we use the fact that the second-order time-averageṀ of
the rate at which mass flows cross the cross sectionSmust be
zero

Ṁ5E
S
^ru•dS&5E

S
^r0u21r1u1&•dS50. ~7!

This expression shows that two terms contribute to the

second-order mass flow. One comes directly from the
second-order velocity and one is associated with the ‘‘veloc-
ity transform’’ or ‘‘Stokes drift.’’ 34 When divided byr0 , this
second term represents the difference between the Lagrang-
ian and the Eulerian mean motions.35 As shown by Rudenko
and Soluyan,17 the streaming velocity is given bŷu2&
1^r1u1&/r0 .

Equation ~7! gives an expression for the second-order
velocity averaged over a cross section^ū2&

^ū2&5
1

2 E21

1

^u2&dh52
1

2r0
E

21

1

^r1u1x&dh, ~8!

and the integration of~6! yields the hydrodynamic pressure
gradient

]xp25
3n0

R2 E
21

1

^r1u1x&dh

1
3

2 E21

1 E
1

hE
0

h8
]x~r0^u1x

2 &!dh dh8 dh9

1
3r0

2R E
21

1 E
1

h

^u1xu1h&dh dh8

2
3m0b

2T0R2 E
21

1 E
1

h

^T1]hu1x&dh dh8, ~9!

wheren5m/r is the kinematic viscosity, so that

^u2&5
3

4r0
~h221!E

21

1

^r1u1x&dh1
3R2

4m0
~h221!E

21

1 E
1

hE
0

h8
]x~r0^u1x

2 &!dh dh8 dh9

1
3R

4n0
~h221!E

21

1 E
1

h

^u1xu1h&dh dh82
3b

4T0
~h221!E

21

1 E
1

h

^T1]hu1x&dh dh8

1
R2

m0
E

1

hE
0

h8
]x~r0^u1x

2 &!dh8 dh91
R

n0
E

1

h

^u1xu1h&dh82
b

T0
E

1

h

^T1]hu1x&dh8. ~10!

This gives the second-order velocity as a function of the
acoustic quantities, temperature gradient, geometry of the
system, and thermophysical properties of the fluid. The asso-
ciated second-order time-averaged mass flux density is easily
obtained from~10! as

ṁ25r0^u2&1^r1u1x&. ~11!

In Appendix A, the first-order quantities at leading order so-
lution are expressed. Replacing in~10! the particle velocity,
instantaneous temperature, density, and transverse velocity
by their respective expressions~A1!, ~A3!, ~A4!, and ~A11!
allows the evaluation of the acoustic streaming velocity in
any thermoacoustic component, providing only that the
acoustic pressure, itsx derivative, and the mean temperature
distribution are known. Indeed, after calculating the involved
integrals in~10!, it is tedious but manageable to show that

the expression for the second-order velocity^u2& is basically
composed of four terms

^u2&52
3

8vr0
2c0

2 ~h221!R~ ip1]xp1* C1!

2
1

2vr0
2c0

2 R~ ip1]xp1* C2!1
3

8v3r0
2

3~h221!
]xT0

T0
u]xp1u2R~ iC3!

1
1

2v3r0
2

]xT0

T0
u]xp1u2R~ iC4!, ~12!

where R denotes the real part of a complex number and
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where the complex functionsC1 , C2 , C3 , andC4 are ex-
pressed as functions of the thermophysical properties of the
fluid, the ratioR/d t , andh ~see Appendix B!. Equation~12!
also gives an expression for the second-order velocity as a
function of the acoustic intensity and the first-order velocity

^u2&52
I

r0c0
2 RS 1

Fh*
H 3

4
~h221!C11C2J D

1
J

r0c0
2 IS 1

Fh*
H 3

4
~h221!C11C2J D

2uu1xu2
]xT0

T0

1

2vuFhu2
IS 3

4
~h221!C31C4D ,

~13!

whereI denotes the imaginary part of a complex number and
Fh describes viscous boundary effects@see Eq.~A2!#. Here,
I is the active intensity, associated with work flow or equiva-
lently with the propagating component of the acoustic wave,
whereasJ is the reactive intensity, associated with local en-
ergy transfers that do not propagate, or equivalently with the
stationary part of the acoustic wave.33 Their sum forms the
total acoustic intensityP

P5I 1 iJ5 1
2R~p1u1x* !1 i 1

2I~p1u1x* !.

In cases where the stationary component of the acoustic
wave is much greater than its progressive part, the first term
in ~13! may be neglected.

In typical thermoacoustic devices, the term
uu1xu2(]xT0 /T0)@1/(2vuFhu2)# is about the order of magni-
tude of P/r0c0

2 ~with ]xT0 /T0 being about the order of 1
m21! so that, in order to get some properties of the second-
order velocity behavior when the ratioR/d t is reduced, we
define

u5 3
4~h221!C11C2 , ~14!

F5I~ 3
4~h221!C31C4!. ~15!

These coefficients extracted from~13! are functions ofh, the
ratio R/d t , and the thermophysical properties of the fluid.
Figure 1 shows the behavior ofF ~plain line!, R~u! ~dashed
line!, andI~u! ~dashed-dotted line! when the ratioR/d t de-
creases in the case of helium as a working fluid. For large
ratiosR/d t , the term that relates to the effect of the tempera-
ture gradient, that isF, dominates. For ratios around 15 the
term which is associated with the reactive intensity, that is
I~u!, dominates and for small ratios the term related with the
active intensity, that isR~u!, dominates. Of course, this does
not provide directly the behavior of the streaming which is
given by~13!, but it can help in estimating its tendencies, for
example when comparing two components of the same sys-
tem that have different radii like a pulse tube and a regen-
erator, or when comparing the behavior of streaming in a
system with or without a temperature gradient.

Figure 2 shows the behavior of the same coefficientsF
~plain line!, R~u! ~dashed line!, andI~u! ~dashed-dotted line!
in the case of a ratioR/d t5100, when the factorb that
represents the temperature dependence of viscosity is
changed from its value for helium around ambient tempera-
ture (b50.647) to zero. The coefficientu is not drastically

modified by the neglect of this dependence, but the coeffi-
cient that represents the effect of the temperature gradient,
that isF, experiences a 40% change, indicating as expected
that the temperature dependence of viscosity should be taken
into account for the description of streaming in thermoacous-
tic devices.

In order to get some more tractable results, it is possible
to simplify the expressions forC1 , C2 , C3 , andC4 with-

FIG. 1. CoefficientsF ~plain line!, R~u! ~dashed line!, I~u! ~dashed-dotted
line! versus the transverse coordinateh for different ratiosR/d t .
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out a drastic approximation for large-enough ratiosR/d t by
assuming that@ tanh(b)#/b'1/b. Also, the second-order ve-
locity at the center of the tube can be taken as representative
of the whole velocity alongh and its expression is much
simpler than the latter. For widely enough separated plates,
the coefficientsC1–4(h50) that give the centerline stream-
ing velocity, also expressed in Appendix B, are functions of
the ratioR/d t and the thermophysical properties of the fluid
only. This approximation gives results for the center-line
second-order velocity within 17% for ratiosR/d t down to 4.

Then, in the case of even larger ratiosR/d t , it is pos-
sible to get a more direct and rapid estimate of the impor-
tance of the temperature gradient on streaming by noting
that, under this assumption, the first two terms in~12! are
equivalent to Rayleigh’s law of streaming. That is, under
Rayleigh’s law assumptions:l@R and dv,t!R and at h
50, the maximum of the first two terms in~12! is

23/(8c0)uu1xu2. Also ath50, the maximum of the last two
terms in ~12! is 2(1/2v)(]xT0 /T0)uu1xu2I(2 3

4C31C4).
Figure 3 shows the behavior of the coefficientF85(1/2v)
3(]xT0 /T0)I(2 3

4C31C4) for helium for ]xT0 /T051
m21. It appears that the effect of the temperature gradient
increases with increasing ratioR/d t and decreases with in-
creasing frequency. Also, from this figure it appears that this
effect can be very important: for instance, forR/d t'20 at a
150 Hz frequency,F8'3/(8c0) .

B. Cylindrical tube

In the case of a cylindrical tube, using polar coordinates,
h5r /R and then ¹h•A5(1/h)]h(hAh) and ¹h

2 f
5(1/h)]h(h]h f ) so, following the process used in the case
of parallel plates, the integration of~10! gives

FIG. 2. CoefficientsF ~plain line!,
R~u! ~dashed line!, I~u! ~dashed-
dotted line! versus the transverse coor-
dinateh for b50.647 andb50.

FIG. 3. Coefficient F8(]xT0 /T051)5@1/(2v)#

3(]xT0 /T0)I(2
3
4C31C4) as a function of the fre-

quency and the ratioR/d t .
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~16!

where the hydrodynamic pressure gradient expression

]xp25
16n0

R2 E
0

1

^r1u1x&h dh

116E
0

1

hE
21

h 1

h8
E

0
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R E
0

1

hE
21

h

^u1xu1h&dh dh8

2
16m0b

T0R2 E
0

1

hE
21

h

^T1]hu1x&dh dh8, ~17!

has been derived similarly.
The first-order axial velocity, instantaneous temperature,

and density are given by their respective expressions~A1!,
~A3!, and~A4! similar to the case of parallel plates, but the
expressions of the coefficients that describe viscous and ther-
mal boundary layers effect are different~see Appendix A!.
The expression for the first-order transverse velocity is also
given in Appendix A@Eq. ~A19!#. Substituting in~16! the
expressions foru1x , r1 , u1h , andT1 as was done previously
and calculating the involved integrals, the second-order ve-
locity can be shown to have an expression comparable to
~12!. But, in the case of cylindrical tubes, some of the inte-
grals have to be calculated numerically, namely integrals of
the sort

E
21

h
J1~bh!J0~b* h!dh,

or with other arguments so that no analytical results can be
presented for this geometry. Still, we find it useful to present
results of calculation for this geometry, which is more real-
istic for many thermoacoustic devices. Before turning to
these results, note that other geometries could be studied in a
similar manner, provided the expressions for the coefficients
that describe viscous and thermal boundary layers effects are
known.

IV. RESULTS FOR STREAMING IN THERMOACOUSTIC
DEVICES

The general shape of acoustic streaming velocity is usu-
ally not qualitatively modified by a temperature gradient but
the first-order solution is greatly complicated by it; therefore,
we begin by comparing results of calculation of streaming
velocities in parallel plates and cylindrical tubes without any
temperature gradient. Let us consider a 100-Hz standing
wave in a 60% helium 40% argon fluid at ambient tempera-
ture~291 K! and at a static pressure of 0.724 MPa~100 psia!,
which are typical of thermoacoustic applications. Atx50 the
tube ~or parallel plates! is rigidly closed@u(0)50# and the
rms first-order pressure isp1(0)52.3 kPa('161 dB SPL!.
At the other end,x5 l , a volume source is set that compen-
sates losses in the resonator. The acoustic pressure varies
alongx according to

p1~x!5
p1~0!

2
~e2 ikx1eikx!,

with k5v/c0A@g2(g21)Ft#/F being the complex wave
number andF andFt being defined by Eqs.~A8! and ~A9!.
Now, the radius of the tubeR is varied and the lengthl of the
tube is changed so thatl 5p/R(k). In such a quasi-half-
wavelength resonator, the calculated second-order velocities
in the corresponding cylindrical tubes~dashed lines!, parallel
plates~plain lines! are presented in Fig. 4. Also, the results of
the calculation of the second-order velocity according to
Rayleigh’s law streaming18 ~valid for large tubes only!

FIG. 4. Calculated second-order velocity^u2& in a quasi-half-wavelength
resonator as a function of the transverse coordinateh for R/d t5100 ~first
figure! andR/d t510 ~second figure!.
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4c0
sin~2kx!H 1
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dn
D
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dn
D1

3

4
2

9h2

4 J ,

are presented~dashed-dotted curve!. For R/d t5100 and
R/d t510, the second-order velocity atx50.55 m ~which
corresponds to the maximum of the center-line second-order
velocity! across the section is presented.

In the case of tube radius much larger than the penetra-
tion depths, in agreement with general findings, an offset
parabolic second-order velocity profile results, with the ve-
locity near the wall being equal to the velocity just outside
the boundary layer. The fluid near the center moves in the
opposite direction to the fluid near the wall. But, when the
ratio R/d t decreases, the boundary layer effects cannot be
simply reduced to a nonslip condition. On the lowest curve,
the associated vortices start to emerge. The streaming is a bit
smaller between parallel plates than in a cylindrical tube.

Now, let us look closer at the behavior of the streaming
when the ratioR/d t is further reduced. Figure 5 shows the
evolution of the second-order velocity across the section of a
cylindrical tube at a fixed position (x50.55 m) when the
ratio R/d t varies from 4 to 0.5. The two upper curves~ratios
of 4 and 3! clearly depict the four vortices’ pattern, the
second-order velocity changing sign four times. Then, for
lower ratios a first limit is crossed as the second-order veloc-
ity changes sign only twice for ratios from 2.75 to 1. Finally,
for even smaller ratios a second limit is crossed in the be-
havior of the second-order velocity as it remains positive
across the whole section, tending to a somewhat Poiseuille
profile. Note that for any ratio, the product^r1u1x& changes
accordingly so that the average of the second-order time-
averaged mass flux across the section remains zero. In the
case of parallel plates, a similar behavior can be observed
when the ratioR/d t is decreased, the streaming velocity re-
maining, as in the case of large ratios, smaller than in cylin-
drical tube.

When turning to the case of streaming in a fluid that
supports a temperature gradient, it is necessary first to solve
Eq. ~A12! in order to get the necessary acoustic variables.
This can be done numerically or by using an approximate
analytical solution.36 Here, we choose to show three ex-
amples of the use of the above-presented derivation that con-
cern streaming in a thermoacoustic engine, in a thermoacous-
tic refrigerator, and in a pulse tube. The first order variables
are thus extracted from DeltaE calculations.

First, results of measurements of particle velocity in a
thermoacoustic standing wave engine that has been recently
built at the National Center for Physical Acoustics30 moti-
vated the calculation of streaming in the thermoacoustic
stack. In this device, the resonator is filled with a mixture of
60% helium and 40% argon gas at an absolute static pressure
of 1 MPa and the working frequency is 43 Hz. The honey-
comb thermoacoustic stack is modeled as identical cylindri-
cal pores of lengthl 518 cm and of radiusR50.37 mm,

which corresponds toR/d t'0.9. According to results of Del-
taE calculation, the mean temperature linearly increases
along the pores from 298 to 550 K, the root-mean-square
acoustic pressure at the entrance of the stack isp1(x50)
52900 Pa~that is,'163 dB SPL!, the rms acoustic volume
flow is U1(x50)5u1x(x50)Ss50.0056 m3/s, where Ss

50.9pRr
2 is the open fluid area of the stack andRr510 cm

is the radius of the main resonator. The phase difference
betweenU1(x50) andp1(x50) is 90 deg. At the other end
of the stack,p1(x5 l )52800 Pa, U1(x5 l )50.0057 m3/s,
and their phase difference is 80 deg. The acoustic pressure
and acoustic volume flow can be fitted to second-order poly-
nomial functions ofx. The acoustic volume flow yields the
necessaryx derivative of the acoustic pressure according to

FIG. 5. Calculated second-order velocity^u2& across the section of a cylin-
drical tube for different ratiosR/d t .
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]xp15(r0v/ iSsF)U1 . The associated first-order particle ve-
locity is of the order of 0.4 m/s. Figure 6 shows the results of
calculation of the corresponding second-order velocity~up-
per figure!, given by Eq. ~16!, and second-order time-
averaged mass flow~lower figure!, given by Eq.~11!, as
functions of the position inside one stack pore. A similar
calculation for the streaming in the main resonator of this
device shows that in this component also the second-order
velocity is of the order of 0.1 mm/s and the second-order
time-averaged mass flow is of the order of 1023 kg/m2/s.
From this calculation, it appears that Rayleigh streaming in a
stack pore and in the resonator does not participate signifi-
cantly in the heat transfer along these components.

But, this is not the case for every situation, even in
standing wave thermoacoustic devices. In Hofler’s refrigera-
tor, for instance,37 in which the amplitudes are higher and
which is filled with 1 MPa helium driven at a 500-Hz fre-
quency, streaming can be expected to have significant effects
on the behavior of the device. Here, the stack is 7.8 cm long
and the rectangular pore radius is 0.18 mm so thatR/d t

51.6. As in the former example, the first-order quantities are
extracted from results of DeltaE calculation and the stream-

ing in a stack pore is calculated between equivalent parallel
plates. The temperature linearly decreases along the stack
from 330 to 288 K, the acoustic pressure is of the order of
30 000 Pa~that is,'183 dB SPL!, and the first-order particle
velocity is of the order of 6 m/s. Figure 7 shows the results
of calculations of the corresponding second-order velocity
~upper figure! and second-order time-averaged mass flow
~lower figure! as functions of the position inside one stack
pore. When considering the relative size of the different
terms in Eq.~12!, it appears that the first two terms are an
order of magnitude larger than the last two terms so that the
influence of the temperature gradient on streaming is not
crucial in this device. In the main resonator, the particle ve-
locity is of the order of 20 m/s and Fig. 8 shows that the
calculated second-order velocity in this cylindrical tube is of
the order of 0.15 m/s ath50, in agreement with Rayleigh’s
law. So, in comparison with the first example~NCPA ther-
moacoustic engine!, the cause of the greater streaming in
Hofler’s refrigerator is its large acoustic amplitude.

Now, as a last example, let’s turn to the case of stream-
ing in a regenerator of a typical pulse tube refrigerator. The
resonator is filled with helium at a static pressure of 3.1 MPa

FIG. 6. Calculated second-order velocity^u2& ~upper figure! and second-
order time-averaged mass flow~lower figure! as functions of the axial co-
ordinatex and the transverse coordinateh in the stack of a thermoacoustic
engine.

FIG. 7. Calculated second-order velocity^u2& ~upper figure! and second-
order time-averaged mass flow~lower figure! as functions of the axial co-
ordinatex and the transverse coordinateh in the stack of a thermoacoustic
refrigerator~Hofler’s refrigerator!.
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and the working frequency is 100 Hz. For the calculation of
streaming, the regenerator is supposed to be composed of
identical parallel plates of lengthl 53 cm and of radiusR
50.024 mm which corresponds toR/d t'0.37. According to
results of DeltaE calculations, the temperature linearly de-
creases along the regenerator from 303 to 128 K, the rms
acoustic pressure at the entrance of the regenerator isp1(x
50)5220 kPa~that is,'201 dB SPL!, the rms acoustic vol-
ume flow U1(x50)50.0042 m3/s, and their phase differ-
ence is 48 deg. At the other end of the stackp1(x5 l )
5210 kPa andU1(x5 l )50.0012 m3/s, and their phase dif-
ference is 26 deg. The acoustic pressure and acoustic volume
flow can be assumed to vary linearly along the regenerator.
The acoustic volume flow yields the necessaryx derivative
of the acoustic pressure according to]xp1

5@r0v/( iSsF)#U1 , whereSs51.631023 m2 is the open re-
generator area. The associated first-order particle velocity is
about 2 m/s. Figure 9 shows that in the regenerator, the as-
sociated second-order velocity is approximately 0.1 m/s and
gives rise to a significant second-order average mass flux. As
in the previous examples, the second-order velocity profile is
qualitatively comparable to the one predicted in the no-

temperature-gradient situation. As in the previous example,
the most important terms in the expressions of the second-
order acoustic velocity~12! are the first two terms. But,
when doing the calculation of streaming in the pulse-tube
part of this device, in which the acoustic pressure, first-order
velocity, and ratio]xT0 /T0 are of the same order of magni-
tude as in the regenerator~see the results in Fig. 10!, the
largest contribution in~12! is the last two terms. This is in
agreement with Fig. 1, which shows that the temperature-
gradient-related terms are dominant for largeR/d t ratios. In
Fig. 10 the center-line second-order velocity is of the order
of 20.15 m/s at the middle of the tube, in agreement with
results calculated from the Olson and Swift derivation.10

Also, when using the above-presented large tube approxima-
tion to estimate the importance of the temperature gradient in
this situation, we get 3/(8c0)'3.731024(m/s)21 and F8
'1022(m/s)21, which shows again that the most important
term is the one related to the temperature gradient.

V. CONCLUSION

An analytical derivation of acoustic streaming in stand-
ing wave thermoacoustic devices has been presented that al-

FIG. 8. Calculated second-order velocity^u2& ~upper figure! and second-
order time-averaged mass flow~lower figure! as functions of the axial co-
ordinatex and the transverse coordinateh in the main resonator of a ther-
moacoustic refrigerator.

FIG. 9. Calculated second-order velocity^u2& ~upper figure! and second-
order time-averaged mass flow~lower figure! as functions of the axial co-
ordinatex and the transverse coordinateh in the regenerator of a pulse tube.
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lows calculation of the streaming velocity, associated hydro-
dynamic pressure gradient, and second-order time-averaged
mass flow between parallel plates and in cylindrical tubes of
any characteristic transverse dimension. This solution takes
into account the effect of a temperature gradient in the fluid.
It was shown that in the expression for the second-order
particle velocity, the importance of the term related to the
temperature gradient is less significant for small ratiosR/d t

than for large ones. Approximate formulas for the case of
large ratiosR/d t allow a more rapid estimation of this term
to be added to the classical Rayleigh’s law. The behavior of
the streaming as the ratioR/d t is varied has been discussed.
Examples of the use of this calculation for practical thermoa-
coustic devices have been presented. It appears that stream-
ing can be expected to play an important role in the behavior
of high-amplitude closed thermoacoustic devices. The calcu-
lation of streaming in the thermoacoustic engine built at the
National Center for Physical Acoustics does not give results
comparable with experimental results, indicating that in this
device the large steady component of the measured particle
velocity is not due to Rayleigh streaming. Further research is
needed to determine its cause. In particular, joining condi-
tions should be examined. The next step in developing the

study of this phenomenon should be to treat the device as a
whole; that is, not to consider a stack pore or a resonator as
an isolated system. Also, very importantly, there is a need to
compute the heat fluxes due to the Rayleigh acoustic stream-
ing in thermoacoustic devices.
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APPENDIX A: LEADING ORDER

1. Parallel plate geometry

To the first order, the Stokes–Navier equation yields

u1x5
]xp1

ivr0
Fh , ~A1!

where

Fh512
cosh~bh!

cosh~b!
, b5

~12 i !R

dn
5

~12 i !RAv

A2n
.

~A2!

Note that this notation is similar to that defined by Arnott
et al.38

Also, the equation of heat transfer yields an expression
for the instantaneous temperature in the fluid

T15
g21

r0c0
2 T0Fhtp12

]xT0

r0v2 ]xp1FsFh2Fht

s21 G , ~A3!

which, in turn, using

r152
r0

T0
T11

g

c0
2 p1 ,

gives

r15
g2~g21!Fht

c0
2 p12

]xT0

T0v2 ]xp1FsFh2Fht

s21 G . ~A4!

Here,g is the ratio of isobaric to isochoric specific heats, and

Fht512
cosh~Asbh!

cosh~Asb!
. ~A5!

The continuity equation yields an expression for the
transverse velocityu1h . Indeed, to the first order, under the
above-stated assumptions, the continuity equation gives

2 ivr11]x~r0u1x!1
r0

R
]hu1h50,

or, using the previous expressions foru1x , r1 , andT1

FIG. 10. Calculated second-order velocity^u2& ~upper figure! and second-
order time-averaged mass flow~lower figure! as functions of the axial co-
ordinatex and the transverse coordinateh in a pulse tube.
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]hu1h5
iR

vr0
H ]x~Fh]xp1!1

gv2

c0
2 p12

v2

CpT0
Fhtp1

1
]xT0

T0
]xp1FsFh2Fht

s21 G J .

Now, ]Fh /]x5(]Fh /]b)(]b/]T0)(]T0 /]x), also ]b/]T0

52b(b11)/(2T0) @because]n0 /]T05n0(b11)/T0# and
]Fh /]b52hbf1b(12Fh)(12F). Here, we have used

f5
1

b2 ]hFh5
sinh~bh!

b cosh~b!
, ~A6!

f t5
1

sb2 ]hFht5
sinh~Asbh!

bAs cosh~bAs!
, ~A7!

F5
1

2 E21

1

Fh dh512
tanhb

b
, ~A8!

Ft5
1

2 E21

1

Fht dh512
tanh~Asb!

Asb
. ~A9!

For comparison, note thatF512 f n* andFt512 f k* , where
f n and f k are used in Swift’s notation2 and the star denotes
complex conjugation.

Finally

]xFh52b2
b11

2

]xT0

T0
@2hf1~12Fh!~12F !#,

and therefore

]hu1h5
iR

vr0
Fv2g
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2 p12

v2

T0Cp
p1Fht1
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2
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s21J 1
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]x2 Fh2]xp1b2
b11

2

]xT0

T0

3$2hf1~12Fh!~12F !%G , ~A10!

and, becauseu1h(h50)50,

u1h5
iR

vr0
F]2p1

]x2 ~h2f!1
]xT0

T0
]xp1H h1

2sf1f t

s21 J
1

v2

c0
2 p1~h1~g21!f t!2]xp1

b11

2

]xT0

T0

3$2h~12Fh!1f1fb2~12F !%G . ~A11!

Finally, the equation describing the linear acoustic harmonic
pressure field with superimposed temperature gradient is39

r0]xF F

r0
]xp1G1

F2Ft

12s

]xT0

T0
]xp11

v2

c0
2

3@11~g21!~12Ft!#p150. ~A12!

Equation~A12! gives an expression for the pressure second
derivative

]2p1

]x2 52]xp1

b11

2

]xT0

T0
S 12

b2~12F !2

F D
2k0

2F11~g21!~12Ft!

F Gp11]xp1

]xT0

T0

3H 2
s

s21
1

Ft

F~s21!J , ~A13!

because

r0]xF F

r0
]xp1G5F]xp1

]xT0

T0
1F

]2p1

]x2 1]xp1]xF,

and

]xF5
b11

2

]xT0

T0
~F2b2~12F !2!.

2. Cylindrical tube

In the case of a cylindrical tube, the expressions for the
first-order particle velocity, density, and instantaneous tem-
perature are still~A1!, ~A4!, and ~A3!, but the coefficients
that describe the viscous and thermal boundary layers effects
are given by

Fh512
J0~bh!

J0~b!
, b5

~11 i !R

dn
, ~A14!

Fht512
J0~Asbh!

J0~Asb!
, ~A15!

f5
J1~bh!

bJ0~b!
, f t5

J1~Asbh!

AsbJ0~Asb!
, ~A16!

F52E
0

1

Fhh dh512
2J1~b!

bJ0~b!
, ~A17!

Ft52E
0

1

Fhth dh512
2J1~Asb!

AsbJ0~Asb!
. ~A18!

Here,J0 andJ1 are Bessel functions of the first kind of order,
respectively, 0 and 1. Similarly, the integration of the conti-
nuity equation yields an expression for the first-order trans-
verse particle velocity

u1h5
iR

vr0
F]2p1

]x2 S h

2
2f D1

]xT0

T0
]xp1H h

2
1

2sf1f t

s21 J
1

v2

c0
2 p1S h

2
1~g21!ft D1]xp1

b11

2

]xT0

T0

3H h~12Fh!2f1
fb2~12F !

2 J G , ~A19!

and the equation describing the linear acoustic harmonic
pressure field with superimposed temperature gradient is the
same as in the parallel plate geometry.
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APPENDIX B: DETAIL OF THE DERIVATION

The coefficients that give the second-order velocity between parallel plates for any ratioR/d t in a fluid that supports a
temperature gradient are
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Under the approximation@ tanh(b)/b#'1/b, the coefficients that give the center-line second-order velocity are
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Experimental observations of the stress experienced
by a solid surface when a laser-created bubble oscillates
in its vicinity
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In an attempt to shed more light on the complex process by which cavities interact destructively
with rigid boundaries we consider experimentally the interaction of a laser-generated bubble with a
nearby solid boundary. To determine the stresses the surface of the boundary experiences,
particularly during the final stages of the first collapse phase, we present a series of pressure
transducer traces observed when the laser-created cavity is produced close to the solid boundary.
Through careful control of experimental parameters we record pressure increases for cavities
created between 0.56 and 1.5 times the maximum bubble radius from the solid boundary. Previous
studies have shown this to be a complex process which is particularly sensitive to the working
parameters of the problem, which is borne out by our observations. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1397358#

PACS numbers: 43.25.Yw@MAB #

I. INTRODUCTION

The phenomena of cavitation damage, i.e., the process
by which bubbles or vapor cavities can destructively interact
with boundaries, has been the subject of much research ever
since it was identified as the prime candidate for the ob-
served damage of the great ocean liners’ propellers after a
surprisingly small time in use.1 Since this early identifica-
tion, cavitation bubbles have been found to occur on many
scales ranging from microbubbles in the blood stream, other
body fluids, or the fluid of the eyes, created as a by-product
of laser-induced lithotripsy or laser surgery, to the large ex-
plosion bubble, for example, due to depth charges. For solid
metallic surfaces like ship’s propellers, cavity interaction is
erosive leaving, at best, the surfaces pock-marked. In medi-
cal applications, the production of microbubbles can result in
cell walls being badly damaged, but on the positive side can
aid in the breakup of stones~see Ref. 2 and the references
therein!. The most catastrophic effects of cavitation damage
are seen for explosion bubbles where typically bubbles of
radius up to 30 m can be created.3 Although cavities can
cause damage on many scales, the evidence suggests the gen-
eral mechanisms underlying the phenomena are the same,
although the detail is still unclear. It should be noted that the
larger a bubble is the more important buoyancy effects be-
come, which may hinder or promote the process of interac-
tion. It should also be borne in mind that if a boundary has
freedom to move, then dependent upon the amount of move-
ment, the interaction process can be different.

In this study we are not interested in how cavitation
bubbles are formed and subsequently approach solid bound-
aries. Our interests lie in trying to shed more light on the
complex process by which bubbles, once they are near a
boundary, interact with it in such a way as to cause the ob-
served damage. Much theoretical and experimental

research2,4–13 has shown that if a bubble is undergoing vol-
ume oscillations as it approaches a solid boundary, then in
the collapse phase, particularly around minimum volume,
two physical phenomena are observed, each of which has
been put forward as the possible cause of cavitation damage.
One of these is the emission of a shock wave when the
bubble achieves minimum volume. The second is the devel-
opment of a wall-directed liquid jet during the later stages of
the collapse process, which threads the bubble and may sub-
sequently impact on the boundary. For normal experimental
setup scenarios, where experimental reproducibility is
achievable, how either of these phenomena can cause the
damage is still far from clear due to the rapidity of the event.
Typically for a bubble of maximum radius 1.5 mm, all the
interesting physics occurs over a timescale of 20ms or less.
At the other end of the scale, explosion bubbles with maxi-
mum radii of 30 m may offer a longer timescale for viewing
the interesting physics, but monetary cost severely limits ex-
perimental reproducibility. Hence it is still far from clear
how the bubble actually damages the solid surface.

It should be stressed that in real cavitation damage situ-
ations, the interaction of a single bubble with a solid bound-
ary is normally not an isolated event. Indeed, in many cases
the bubble population is so numerous that they exist in the
form of ‘‘clouds.’’ Therefore, a very complex physical situa-
tion arises in which bubble–boundary, bubble–bubble, and
bubble–shock-wave interactions all have to be evaluated.
From both a theoretical and experimental point of view, the
enormity of this task cannot be overstated, especially since a
single bubble–boundary interaction process is still not fully
understood. Hence it is felt that a good starting point to un-
derstanding the overall picture is to try and shed more light
on the single bubble–boundary interaction process.

In a series of experimental studies we have attempted to
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determine qualitatively what stresses are experienced by a
solid boundary and surrounding fluid when a bubble oscil-
lates in the vicinity. Using a combination of schlieren pho-
tography, dynamic photoelasticity techniques and a thin film
transducer placed on the surface of the boundary, we con-
ducted a study concentrating on times around the first mini-
mum volume.14 The observations were found to be sensitive
to small changes in the stand-off parameterg, which is the
ratio of the distance the laser-generated bubble is created
from the boundary to the radius of the bubble at maximum
volume. For particular values ofg ~5

6, 1! a double-peaked
pulse with a total positive pressure duration of about 20ms
was recorded by the pressure transducer for the times of
interest around the first minimum volume. One surprising
observation was the lack of a significant pressure rise corre-
sponding to the possible initial liquid jet impact on the solid
boundary. This was partially explained on the grounds that
the initial jet radius is expected to be orders of magnitude
smaller than the transducer radius.

In a subsequent study combining numerical and experi-
mental observations, Tonget al.15 identified a new phenom-
enon which they termed a ‘‘splash’’ effect and directly linked
it with the double-peaked structure. They found that the
‘‘splash’’ effect depended directly on whether there was a
liquid layer between the boundary and the surface of the
bubble closest to this boundary during the collapse phase and
also the thickness of this layer. The ‘‘splash’’ itself is a splash
wave that propagates around the bubble after the wall-
directed jet impacts into the sandwiched liquid layer and
which subsequently may impact violently upon the opposing
bubble wall.

In the present study we present a series of pressure
transducer traces to show the possible range~in terms ofg!
over which the ‘‘splash’’ effect of Tonget al.15 may be valid
around the first collapse, by demonstrating the range of the
double-peaked structure. In effect we present the evolution
of the double-peaked structure with respect tog. It is felt that
having such a record in one paper will be of benefit to other
researchers. Consequently, we present a series of results in
the range 0.56<g<1.5.

In the next section we discuss the experimental setup
used to generate the pressure transducer traces. This is fol-
lowed by the presentation of the results and some discussion.

II. EXPERIMENTAL SETUP

In Fig. 1 we present a schematic representation of the
experimental setup used to both create and observe cavita-
tion bubbles. The cavities are generated using a Q-switched
Nd:Yag laser operating at a wavelength ofl51.06mm with
an output energy of about 100 mJ, in a pulse approximately
20 ns long, which is adequate to obtain breakdown in water.
The coherent beam is expanded using a plano-concave lens
and then focused to the chosen bubble creation site in the
water cell by a 28-mm focal length, f/2.0 camera lens. The
resultant plasma forms over the pulse width of the laser,
growing along the laser beam axis. The cavity expands
around the plasma, becoming spherical early in its lifetime.
In order to observe the resultant interaction of the vapor
bubble with the nearby solid boundary~polymethyl-

methacrylate block! we employ two techniques. The pre-
dominant number of results we present are pressure~voltage!
traces obtained from a thin film polyvinylidene fluoride
~pvdf! transducer fixed to the surface of the PMMA block.
The keyhole-shaped transducer has an active circular area of
diameter 3 mm and is covered by two silver ink electrodes.

We also present a selection of schlieren images taken for
each event when the relevant bubble is at the first maximum
volume. In order to illuminate the cavities a pulsed nitrogen
gas laser operating atl5337 nm with a pulse duration of
500 ps and energy of about 15mJ is employed. The nitrogen
laser in turn is used to excite green coumarin 500 dye result-
ing in a green light beam of wavelengthl5512 nm and a
coherence length of 20mm. In order to spatially filter the
beam it is passed through a340 microscope objective and a
25-mm pinhole and the final parallel beam of light is ob-
tained by passing it through a 50-mm focal length camera
lens. A CCD camera and video-frame-grabber unit are used
to record the schlieren images. The analog video signal is
digitized and stored in a 5123512 pixel array.

III. RESULTS AND DISCUSSION

In this section we present a series of transducer pressure
~voltage! traces corresponding to the interaction of a single
laser-generated bubble in water for values of the stand-off
parameterg in the range 0.56<g<1.5, concentrating on
times around the first minimum volume. We also present a
selection of schlieren pictures displaying the relevant cavities
at maximum volume so that we have an idea whether a liquid
layer is sandwiched between the bubble and the boundary,
the existence and thickness of which appear to play a key
role in possible ‘‘splash’’ formation and resultant effects.

Figure 2~a! displays a typical low temporal resolution
pressure trace from the transducer for the laser-generated
cavity taken over several cycles of oscillation and is charac-
terized by distinct pressure spikes. The first spike corre-
sponds to the acoustic transient emitted at laser breakdown.
The second and third spikes are due to positive pressure
stresses recorded by the transducer around the first and sec-
ond minimum volumes of the oscillation cycle, respectively.
Figure 2~b! is a high temporal resolution trace of the first
collapse~corresponding to ‘‘h’’ in Fig. 5!. In this study we

FIG. 1. Experimental setup.
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are interested in the development of the second spike only,
with respect to the stand-off parameter,g, for the reasons we
outlined in the Introduction. It is also felt that for theg range
of interest this has the most importance as far as cavitation
damage is concerned.

In order to vary the stand-off parameter we employ a
different approach to our previous work.14 Normally differ-
ent values of the stand-off parameter are achieved by creat-
ing the cavities at different distances from the boundary but
keeping the maximum radius of the bubble the same~the
laser energy required to create the bubble is kept fixed!. Here
we conduct two sets of experiments for the ranges 0.56<g
<0.95 and 0.96<g< 1.5, respectively, as shown in Table I.
For each set of experiments the distance of bubble creation
from the boundary,s, is kept fixed. For the first set~lower
range! s51.04 mm while for the other set~upper range! s
51.75 mm. Then for each range, the maximum bubble ra-
diusRmax is altered by varying the laser energy used to create
the bubbles. The precise reduction in laser energy is evalu-
ated from measurements of the time from bubble creation to
the first minimum volume, namely 2Tc , as shown for each
range in Table I. The maximum bubble radius is measured
directly from an image taken at timeTc corresponding to
maximum bubble radius. Schlieren images of the respective
bubble shapes at maximum volume for a selection of stand-

off parameter values—eight images for each range—are dis-
played in Figs. 3 and 4. Using this approach, which is de-
pendent on varyingRmax ~through varying laser energy! as
opposed to the distance,s, the bubble is created from the
boundary, may help us evaluate whether the stand-off param-
eterg truly characterizes bubble-boundary interactions.

We now examine the first collapse spike@Fig. 2~b!#, i.e.,
the second spike in Fig. 2~a!, in detail and in particular its
sensitivity to g. In our subsequent pictures the transducer
traces are a magnification of the region of interest. Figure 5
displays the relevant pressure outputs for the first set of ex-
periments, i.e., for the rangeg50.56 to g50.95. Note the
first result (g50.56) is in the top right corner and subse-
quent traces proceed downwards and to the left. The labeling
in Fig. 5 corresponds to that in Table I. It is felt that not only
does Fig. 5 clearly show how the pressure, as recorded by the
transducer, evolves withg, but it also demonstrates the sen-
sitivity to this nondimensional ratio. We now consider each
trace in more detail and give some thought to the implied
physics.

The first trace~5a! is dominated by a large positive pres-
sure pulse lasting in total for about 4–5ms. This signal is
superimposed on a second positive pressure, which is much
smaller but lasts for about 15ms. For this value of stand-off

FIG. 2. ~a! Transducer plot at low resolution for a typical event.~b! Trans-
ducer plot at high resolution of the pressure peak due to the first collapse at
g50.72.

TABLE I. Ranges of experimental parameters employed in this study.

2Tc

~ms!
Rmax

~mm!
s

~mm! g

0.56<g<0.95
370 1.85 1.04 0.56 a
360 1.78 1.04 0.58 b
350 1.72 1.04 0.60 c
340 1.68 1.04 0.62 d
330 1.63 1.04 0.64 e
320 1.58 1.04 0.66 f
310 1.49 1.04 0.70 g
300 1.45 1.04 0.72 h
290 1.39 1.04 0.75 i
280 1.34 1.04 0.78 j
270 1.32 1.04 0.79 k
260 1.28 1.04 0.81 l
250 1.24 1.04 0.84 m
240 1.20 1.04 0.87 n
230 1.17 1.04 0.89 o
220 1.09 1.04 0.95 p

0.96<g<1.50
360 1.82 1.75 0.96 A
350 1.78 1.75 0.98 B
340 1.74 1.75 1.00 C
330 1.68 1.75 1.04 D
320 1.63 1.75 1.07 E
310 1.60 1.75 1.09 F
300 1.58 1.75 1.11 G
290 1.53 1.75 1.14 H
280 1.48 1.75 1.18 I
270 1.43 1.75 1.22 J
260 1.39 1.75 1.26 K
250 1.34 1.75 1.31 L
240 1.28 1.75 1.36 M
230 1.24 1.75 1.41 N
220 1.17 1.75 1.50 O
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parameter (g50.56) it is felt that if a liquid layer is sand-
wiched between the bubble and the solid boundary during
the collapse phase, then it is probably too thin for ‘‘splash’’
effects, if they occur, to have any significant effect. Conse-
quently, there is not much disruption to the continued bubble
collapse process, resulting in strong acoustic transient emis-
sion at minimum volume. The large pressure spike is most
likely due to the summation of a series of large shock wave
emissions given its rise time. Philipp and Lauterborn16 have
suggested that for a bubble in the range 0.5<g<0.6, a series
of shock wave emissions are possible due to, first, emissions
at minimum volume and, then, to the disintegration of the
bubble torus into a ring of tiny bubbles, which then collapse
very quickly with the emission of many more shock waves.
We shall review our overall assessment here after consider-
ing more transducer output, for larger stand-off parameter
values.

The second result we consider is forg50.58 (5b). The
trace is still dominated by one large pressure pulse superim-
posed on a much smaller but longer lasting stress. We also
observe a smaller peak to the left of the dominant pressure
pulse. Close examination of the main spike gives some indi-

FIG. 3. Schlieren images of an oscillating cavitation bubble in front of a
solid boundary at maximum volume.

FIG. 4. Schlieren images of an oscillating cavitation bubble in front of a
solid boundary at maximum volume.

FIG. 5. Transducer trace evolution around the first minimum volume for the
range 0.56<g<0.95.
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cation that there are two pulses which can just be resolved in
5c. Our interpretation of these results is that splash effects
have a small but observable effect now. It is felt that a thin
liquid layer exists for this value ofg which, when impacted
upon by the liquid jet, results in weak splash wave effects,
which are observed as the small peak. A consequence of the
splash wave having weak effects is that we assume there is
not much disruption to the symmetry of the bubble collapse
process.

For g50.60 and 0.62~traces 5c and 5d! we observe the
same qualitative features. The first peak is still small but is
getting progressively broader, indicating a longer timespan
over which splash wave effects are experienced. The domi-
nant pressure pulse of the previous results is reducing in
amplitude and is split into two peaks for theg50.60 result.
We also interpret this as evidence of the growing influence of
splash wave effects.

In trace 5e (g50.64) a slightly different structure is ob-
served. The left-hand peak is similar to previous observa-
tions while the dominant stress recorded by the transducer
now has one peak with a spike half-way up its rise. Physi-
cally we now speculate that we have the following sequence
of events. The jet threads the bubble impacting on the
trapped liquid layer, causing a splash wave to form. Subse-
quent splash wave impact effects not only give rise to the
left-hand peak, but are also significant enough to influence
the collapse process with associated minimum volume shock
wave emission. We associate the spike on the large pressure
rise with shock wave emission at minimum volume and
speculate that the large pressure rise is now due to fluid flow
effects through the bubble. Reviewing our previous observa-
tions in light of these remarks it is felt that forg < 0.62, the
observed large pressure rise could be due to a combination of
fluid flow effects through the now toriodal bubbles and mini-
mum volume shock wave emission. This would be due to
both effects peaking at approximately the same time. Forg
5 0.64 the influence of the splash wave effects is such that
they disrupt the symmetry of the bubble collapse process,
resulting in distinct emissions from different parts of the
bubble torus at earlier times with reduced amplitude. It is
also felt that splash wave effects enhance the fluid flow
through the bubble, which is now seen as the largest peak.

This overall structure is maintained as the stand-off pa-
rameter is increased up tog50.72 ~traces 5f–5h! although
the dominant pressure rise decreases in amplitude. In trace 5i
the left-hand peak is not so pronounced but this is explained
on the grounds that the splash wave impact effects are
marked by a series of acoustic emissions which in this case
are more evenly distributed in time—in previous examples
many of the emissions are concurrent. The result forg
50.75 (5i) also indicates a reduction in the importance of
the spike~s! on the rise of the dominate pressure. This reduc-
tion continues through traces 5j–5l, with an indentation
barely visible on the larger pressure rise in 5k and 5l. By
trace 5m (g50.84) this feature is no longer observable. It is
also noted in pressure outputs 5j–5m that, while the ampli-
tude of the main pressure amplitude decreases slightly, the
importance of the first peak increases significantly. Result 5n
is slightly anomalistic in that the left-hand peak is not as

pronounced, but in the last two traces 5o and 5p, the two
peaks are almost the same size. The two main peaks are also
observed to be getting closer together. In 5l (g50.81) they
are about 5–6ms apart, in 5m they are separated by 4ms,
while in trace 5o the two peaks are now separated by a time
interval of 2–3ms. The last result~trace 5p! shown for this
sequence corresponds tog50.95 with the two main peaks
being approximately 2ms apart. An interesting observation
made on an enhanced scale but not visible in the presented
pressure output was the presence of a small spike on the fall
of the second pressure evolution. This may have relevance
with respect to the first picture of the second sequence of
results we present.

For the second set of results the distance the bubble is
created from the boundary is changed tos51.75 mm. The
laser energy used to create the first bubble in this sequence
was comparable to the energy at the beginning of the first
sequence, i.e., the bubbles have comparable initial kinetic
energy, where for the first result here we now haveRmax

51.82 mm. The results obtained for the rangeg50.96 to
g51.50 are presented in Fig. 6, where again the first result is
in the top right corner and we progress downwards and to the
left. The horizontal and vertical scales are the same as Fig. 5.
Our first result in this new sequence in terms of the stand-off
parameter isg50.96, which is a value fairly close to the last
result of the first experimental sequence~5p!, but the cre-
ation energies are markedly different. The transducer trace
6A shows surprisingly three peaks which require some ex-
planation. The first and second peaks are separated by about
2 ms, so we associate them with the peaks observed in 5p.
We speculate that the third peak could be due to some physi-
cal enhancement of the spike on the fall of the second pres-
sure evolution remarked upon above. Curiously the ampli-
tudes of peaks 1 and 2 have increased noticeably. We offer
two possible explanations. Either we are witnessing the be-
ginning of a growth trend which can only be verified with
more results or the change in laser energy may be having an
observable effect. Since the initial bubble here will have

FIG. 6. Transducer trace evolution around the first minimum volume for the
range 0.96<g<1.50.
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more initial kinetic energy~in comparison to trace 5p!, then
at maximum volume there will be more potential energy in
the fluid to drive the collapse process. Does this mean that
the resultant jet, which derives its velocity from this potential
energy, has more kinetic energy? Doesg parametrize the
exchange of energy correctly, i.e., we raise the question of
whether the dimensionless parameter scales the differences
in energy correctly over the broad range it is used. It must be
realized that each event is generated by a different laser pulse
and that breakdown is not exactly the same~as shown by the
multiple breakdowns in some images in Figs. 3 and 4!; how-
ever, the energy of each event is determined by us to be
given byRmax in each case. It is also noted that 6A indicates
that the surface experiences a total positive pressure over a
slightly longer time in comparison to 5p.

In the next trace~6B!, two dominant pressure pulses are
observed once again with a small spike on the fall of the
second positive pressure. The first pressure peak has a simi-
lar magnitude to trace 6A, while the second peak has under-
gone a noticeable increase. We note that the transducer out-
put indicates that the surface experiences a positive stress in
total for about 25ms. Moving onto trace 6C (g51.00) the
result is similar apart from the spike on the fall of the second
peak being absent.

The physical effects observed by the transducer now un-
dergo a radical change. Forg51.04, i.e., trace 6D, only one
dominant positive pressure is now observed. Before the main
pressure pulse is a slow rise over about 10ms while after, on
the right, is an indication of another small rise. The solid
surface experiences a positive stress for about 20ms here. It
is felt that the liquid layer between the lower bubble surface
and solid boundary is too thick for splash effects to be sig-
nificant now when the jet impacts upon it, i.e., the fluid situ-
ation is now akin to that described by Tonget al.15 for the
larger value ofg51.2. Consequently, fluid flow effects and
minimum volume shock wave emission are the dominant
effects recorded by the transducer now. For further increases
of the stand-off parameter this new general profile is main-
tained. Forg51.09 ~trace 6F! the surface is again positively
stressed in total for about 20ms, while theg51.14 (6H)
result indicates a shorter time period of about 16ms. In trace
6H we can see that it is the duration of the small but longer
lasting pressure which is reduced as opposed to the domi-
nant, in effect superimposed, pressure pulse. These trends
continue for the remainder of the results presented fromg
51.18 (6I) through tog51.50 (6O). The last result pre-
sented, i.e., trace 6O, is almost entirely dominated by a large,
sharp pressure pulse indicating that the pressure transducer
records mainly minimum volume shock wave emission, for
this value of stand-off parameter.

IV. CONCLUSIONS

In this article we have presented a pressure~voltage!
transducer trace evolution~in terms of the nondimensional

parameterg! of the stresses experienced by a solid boundary
when a laser-generated cavitation bubble pulsates in its vi-
cinity, concentrating on times around the first minimum vol-
ume. This study was motivated by a desire to determine the
range of the previously observed multiple peak structure14

which Tonget al.15 have associated with splash effects. We
have determined the upper limit occurs between stand-off
parameter values of 1.00 and 1.04 while the lower limit is
aroundg50.58. In between these limits a variety of pressure
stress distributions is observed, but with the common struc-
ture of two main peaks, the amplitudes of which vary with
stand-off parameter value. For the larger values ofg pre-
sented~g51.04 tog51.50! a large pressure peak superim-
posed on a much smaller, longer lasting pressure is observed.

In order to generate the cavities for different values of
stand-off parameter, the laser energy was varied, i.e., the
maximum bubble radius was varied, while the bubble cre-
ation distance from the solid boundary was kept fixed.
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behind barriers
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Maekawa’s curve is one of the most established methods for predicting the insertion loss~IL ! behind
barriers. For the simple case of a barrier modeled as a half plane, the IL is given versus a single
parameter, the Fresnel number (N1). Predictions obtained by Maekawa’s curve deviate largely from
experimental data, and from predictions obtained by analytical solutions, when the receiver is either
close to the barrier or at the boundary separating the illuminated from the shadow zone. It is shown
that if a second Fresnel number (N2) is appropriately defined, the IL obtained by the existing
analytical solutions can be expressed versusN1 andN2 for several types of incident radiation~plane,
cylindrical, and spherical!. Accordingly, the single curve in Maekawa’s chart can be replaced by a
family of curves. Each curve corresponds to a differentN2 and provides the IL versusN1 . The
Kurze–Anderson formula~a mathematical expression of Maekawa’s curve! is also modified to
describe this set of curves. Besides providing increased accuracy in the areas where Maekawa’s
curve does not, the graph proposed here addresses the more general problem of combining the
simplicity of empirical models like Maekawa’s with the accuracy of sophisticated mathematical
models. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1398050#

PACS numbers: 43.28.Js, 43.50.Gf@LCS#

NOMENCLATURE

(r 0 ,f0 ,z0) coordinates of the location of the source;
based on a cylindrical coordinate system hav-
ing its z axis on the edge of the barrier; radial
distancer 0 measured from the edge of the
barrier; anglef0 measured from the surface
of the barrier facing the source; assumez0

50
(r ,f,z) coordinates of the location of the receiver; re-

ceiver assumed to be in the shadow zone;r
measured from the edge of the barrier;f mea-
sured from the surface of the barrier facing
the source

d diffraction angle; the angular position of the
receiver measured from the shadow boundary,
d5f2(p1f0)

shadow
boundary line separating the illuminated from the

shadow zone
R1 direct distance from source to receiver~as if

the barrier were not present!
R2 direct distance from image source to receiver

~as if the barrier were not present!
L shortest distance from source~or image

source! to receiver after diffraction from the
edge of the barrier, i.e., the length of the
shortest source-edge–receiver path

l wavelength of the incident wave
N1 extra distance sound travels from the source to

the receiver after diffraction by the barrier
edge, normalized by half the wavelength of

the incident wave;N152@(L2R1)/l#
N2 extra distance sound travels from the image

source to the receiver after diffraction by the
barrier edge, normalized by half the wave-
length of the incident wave;N252@(L
2R2)/l#

IL insertion loss, IL5210log(@Pd
rms(A)#/

@Po
rms(A)#)2, wherePd

rms(A) is the rms value
of the pressure at pointA with the barrier
present andPo

rms(A) is the rms value of the
pressure at the same point without the barrier

ILc part of IL that iscommonfor all three types of
simple incident radiation~plane, cylindrical,
and spherical incident waves!

ILsp part of IL that depends on the geometrical
spreadingof the incident wave; IL5ILc1ILsp

ILs part of ILc; it appears in the modified version
of the Kurze–Anderson formula; it is a func-
tion of N1 , which represents the relative po-
sition of thesourceto the barrier and the re-
ceiver

ILb part of ILc; it appears in the modified version
of the Kurze–Anderson formula; it is a func-
tion of N2 /N1 , which is a measure of prox-
imity of either the source or the receiver to the
surface of thebarrier

ILsb part of ILc; it appears in the modified version
of the Kurze–Anderson formula; it is a func-
tion of N2 , as N1 goes to 0; it is computed
only when the receiver is very close to the
shadow boundary; ILc5ILs1ILb1ILsb

F Fresnel integral,F(w)5*0
weip(t2/2)dta!Electronic mail: menounou@mail.utexas.edu
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I. INTRODUCTION

The subject of the present work is sound diffraction by
the top edge of a barrier modeled as an infinitely thin rigid
half-plane. Sound generated by a sound source located in
front of the barrier is diffracted by the barrier’s top edge and
reaches the receiver located in the shadow zone behind the
barrier ~see Fig. 1!. The shielding effect of the barrier is
quantified by the insertion loss~IL !, which is a measure of
the sound attenuation due to the presence of the barrier. The
insertion loss at a pointA is defined as

IL5210 logS Pd
rms~A!

Po
rms~A!

D 2

, ~1!

where Pd
rms(A) is the rms value of the pressure at pointA

with the barrier present andPo
rms(A) the rms value of the

pressure at the same point without the barrier.
Maekawa’s work1,2 is well established for predicting the

insertion loss behind rigid, thin barriers. Maekawa’s exhaus-
tive experimental investigation resulted in a graph containing
a single curve that provides the IL versus a single parameter.
A mathematical description of this curve, which involves
simple calculations and is therefore often used instead of the
Maekawa curve, was suggested by Kurze and Anderson.3,4

The Maekawa chart and the corresponding Kurze–Anderson
formula have found extensive use within the noise commu-
nity. Their main advantages are their simplicity and the ac-
curacy of their predictions. Studies have shown, however,
that in certain cases, experimental data deviate a great deal

from Maekawa’s curve. For example, Kawaiet al.5 con-
ducted experiments similar to Maekawa’s and compared
their experimental data with Maekawa’s curve, as well as
with the MacDonald solution,6 which is the exact analytical
solution for diffraction of time-harmonic spherically spread-
ing waves. While their experimental results were in agree-
ment with the MacDonald solution, both deviated a great
deal from Maekawa’s curve when either the source or the
receiver were comparatively near the barrier. This observa-
tion addresses a more general problem: although exact ana-
lytical solutions exist and agree favorably with measure-
ments, they are not widely used, mainly because of their
mathematical complexity. See Refs. 6–11, and references
therein, for some, but certainly not all, of the exact solutions
for diffraction that have been published and applied in acous-
tics, as well as in other disciplines. In the context of the
present work ‘‘exact solutions’’ means solutions that have
been obtained solely by assuming a simple sound source in
front of an infinitely thin, rigid half-plane.

The goal of the present work is to combine the simplic-
ity of the Maekawa curve with the accuracy of the exact
solutions. In light of this goal, corrections are proposed to
the Maekawa chart as well as to the corresponding Kurze–
Anderson formula. In Sec. II a systematic comparison be-
tween Maekawa’s results and the MacDonald solution is pre-
sented. Cases of large deviations are demonstrated and
identified by their geometrical characteristics and their error
amplitude. Subsequently, in Sec. III, it is shown that if ap-

FIG. 1. Cases of large deviations between the Maekawa curve~solid line!, the Kurze–Anderson formula~dashed line!, and the MacDonald solution~•!; point

Ā: source and receiver close to the barrier, point source S at (r 0 ,f0 ,z0)5(5,5°,0), receiver A at (r ,f,z)5(5,355°,0); pointB̄: source and receiver at the
shadow boundary, point source S at (r 0 ,f0 ,z0)5(1,20°,0), receiver A at (r ,f,z)5(1,200°,0); distancesr , r 0 , z, z0 normalized by the wavelength of the
incident wave; frequency of the incident wavef 5800 Hz.

1829J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 P. Menounou: Correction to Maekawa’s barrier insertion loss curve



propriate parameters are defined, the IL provided by appro-
priate approximate forms of the analytical solutions can be
presented by a simple equation. This equation lends itself to
presentation as a diagram similar to that of Maekawa. A new
graph is thus proposed, which, because it stems from the
exact analytical solutions, provides accurate predictions in
the cases where Maekawa’s chart does not. A corresponding
correction to the Kurze–Anderson formula is also proposed
~Sec. IV!. The corrected formula contains elementary func-
tions, involves simple calculations, and provides a reason-
ably accurate description of the new chart. Finally, in Sec. V,
we discuss the relation of the equation for the IL derived in
Sec. III with the well-established Kirchhoff theory for dif-
fraction. Attention is drawn to the fact that the equation pre-
sented here is more accurate than the Kirchhoff solution, yet
as simple.

The new graph presented here provides increased accu-
racy compared to Maekawa’s curve at the expense of utiliz-
ing a second parameter. It also addresses the more general
problem of combining the simplicity of empirical models
with the accuracy of more complicated mathematical mod-
els. Unlike other attempts5 to provide corrections to Maeka-
wa’s curve, the graph presented here is simple and can easily
be used on a routine basis in the field. Moreover, it is the
only one, to the best of the author’s knowledge, that can be
used for all three types of simple incident radiation: spheri-
cal, cylindrical, and planar. It should be further noted that
many successful attempts to improve Maekawa’s curve have
been reported12–15~the references here are only a small frac-
tion of these in the literature!. However, these studies mostly
provide corrections for problems involving effects due to the
presence of the ground or due to side edges of a finite length
barrier. The work presented here addresses the more elemen-
tary problem of diffraction by a half-plane. The corrected
graph we propose does not conflict with the aforementioned
studies. On the contrary, it can be combined with them as a
further improvement of the Maekawa chart.

II. CRITICAL EXAMINATION OF MAEK AWA’S CURVE

In the present section Maekawa’s work and the Mac-
Donald solution are briefly described and a systematic com-
parison between results obtained by both methods is pre-
sented.

Maekawa1,2 used a spherically spreading pulsed tone of
short duration and measured the diffracted field behind a
thin, rigid barrier in a test room. He measured the sound field
in the shadow zone for a variety of frequencies and source–
receiver locations. He showed that all his experimental data
could be fitted by a single curve that provides the IL versus a
single parameter, the Fresnel numberN1 ~see Fig. 1!. The
Fresnel number is defined as the extra distance the sound
travels after diffraction by the edge of the barrier, normalized
by half the wavelength of the incident wave

N152
L2R1

l
, ~2!

whereR1 is the direct distance between source and receiver,
L is the shortest source-edge–receiver distance, andl is the

wavelength of the incident wave~see the inset of Fig. 1!.
The Maekawa curve can be described mathematically by

the following formula suggested by Kurze and Anderson:3,4

ILKA55120 log
A2pN1

tanhA2pN1

. ~3!

This formula contains elementary functions and utilizes the
parameterN1 . It provides an accurate description of the
Maekawa curve, having only a small discrepancy of 1.5 dB
from the curve forN1,1. Because it is well suited for com-
putations, it is often used instead of the Maekawa curve.

The MacDonald solution, on the other hand, is far more
complex mathematically than the Kurze–Anderson formula.
Assume a point source that produces the pressure fieldP0

5(eikR1)/R1 , where the time dependence of the source sig-
nal is assumed to bee2 ivt. The diffracted signalP at a point
in the shadow zone behind the barrier is given by the follow-
ing formula:6,7

P5 ikE
m1

` H1
~1!~kR11m2!

Am212kR1

dm

1 ikE
m2

` H1
~1!~kR21m2!

Am212kR2

dm, ~4!

where m15Ak(L2R1), m25Ak(L2R2), k is the wave
number of the incident wave,R2 is the direct distance be-
tween the image source and the receiver, andH1

(1) is the
Hankel function of the first kind. A considerable amount of
research has been published on innovative ways to simplify
Eq. ~4! ~see, for example, Refs. 16 and 17!. However, even
these simplified versions of Eq.~4! are not nearly as simple
and easy to apply as Eq.~3!. It can be observed that the
MacDonald solution requires knowledge of four parameters:
k, R1 , R2 , and L. Maekawa’s work suggests that all four
parameters can be collapsed into one, the Fresnel number. As
a result, multiple source–receiver configurations can be
found that have the same Fresnel number but result in differ-
ent IL.

Consider a spherically spreading incident wave, source
located at (r 0 ,f0,0) and receiver at (r ,f,z). In the follow-
ing, the distancesr 0 , r , z0 , z, are reported in dimensionless
form ~normalized by the incident wavelength!, and the
angles,f0 andf, in degrees. The predictions from the Mac-
Donald solution are inserted in the Maekawa chart in order
to provide a graphical illustration of the comparisons, while
the arithmetic value of the discrepancies is computed by the
Kurze–Anderson formula.

Figure 1 illustrates two cases where Maekawa’s chart
gives predictions that deviate largely from the analytical so-
lution. Point Ā in the graph represents the IL for a source–
receiver configuration where both source and receiver are
close to the barrier@(r 0 ,f0 ,z0)5(5,5°,0) and (r ,f,z)
5(5,355°,0)#. Point B̄ represents the IL for a source–
receiver configuration where the receiver is at the shadow
boundary@(r 0 ,f0 ,z0)5(1,20°,0) and (r ,f,z)5(1,200°,0)#.
The observed discrepancy for the first case is 15 dB, and for
the second 3 dB. The deviations presented are representative
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of the two types of geometrical configuration. The first type
of configuration can give discrepancies of large amplitude,
theoretically infinite asr 0 andr approach infinity andf0 and
f approach 0° and 360°, respectively. The second type of
configuration gives discrepancies of modest amplitude,
which do not exceed 5–6 dB.

Let us now demonstrate a systematic comparison be-
tween Maekawa’s results and the MacDonald solution. Fig-
ure 2~a! illustrates comparisons between Maekawa’s chart,
the Kurze–Anderson formula, and the MacDonald solution,
as the source moves closer to the barrier. The angle of inci-
dence,f0 , varies from 90° to 1°. The agreement deteriorates
as the source moves closer to the barrier. The discrepancy
between Maekawa’s chart and analytical solution exceeds 3
dB for source locations close to the barrier. Figure 2~b!
shows comparisons, as the source moves closer to the edge
of the barrier. The radial distance from the source to the
barrier edge,r 0 , varies from 0.25 to 50 wavelengths. The
agreement deteriorates slightly as the source moves closer to
the edge, but, nevertheless, remains good for all comparisons
~less than 1.5-dB difference!. In Fig. 2~c!, the effect of
changing the receiver’s axial position,z, is investigated. The
axial position,z, varies from 0 to 70 wavelengths. The agree-
ment is good for all points. Finally, Fig. 2~d! illustrates the

same comparisons as the receiver moves from positions very
close to the shadow boundary to positions very close to the
barrier surface. Accordingly, the angle of diffraction,d, var-
ies from 7° to 130°. The agreement is good when the re-
ceiver is away from both the shadow boundary and the bar-
rier, but it deteriorates~more than 2-dB difference! when the
receiver approaches either of them.

In conclusion, it can be observed that Maekawa’s curve
and the exact solution are in agreement for a broad range of
cases. The discrepancies are less than 1.5 dB. Discrepancies
greater than that can be found in the following two cases:~i!
source or receiver is very close to or at the barrier@see Figs.
1, 2~a!, and 2~d!#, or ~ii ! receiver is very close to or at the
shadow boundary@see Figs. 1 and 2~d!#.

III. A NEW CHART AS A CORRECTION TO
MAEKAWA’S CHART

The goal of the present work is to bridge the Maekawa
curve with the exact solutions by providing a graph that has
both the simplicity of the Maekawa curve and the accuracy
of the exact solutions. In the following, appropriate param-
eters are defined and an equation for the IL obtained by exact
solutions is presented. The presentation of this equation in a

FIG. 2. Comparisons between Maekawa’s curve~solid line!, the Kurze–Anderson formula~dashed line!, and the MacDonald solution~‘‘ 1’’ !; source moves
closer to the barrier surface@~a!#; source moves closer to the edge@~b!#; receiver moves parallel to the edge of the barrier@~c!#; receiver moves away from the
shadow boundary towards the surface of the barrier@~d!#.
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form of a diagram similar to that of Maekawa is demon-
strated and its relation to the Maekawa chart is discussed.

It can be shown~see the Appendix! that the IL behind a
barrier for all three types of simple incident radiation~plane,
cylindrical, and spherical waves! can be expressed in a uni-
fied way as follows:

IL5ILc1ILsp, ~5!

ILc5210 logu@F~`!2F~A2N1!#

1eip~N12N2!@F~`!2F~A2N2!#u2, ~6!

ILsp55
3 dB for plane waves,

210 log
1

S L

R1
D11

for cylindrical waves,

210 log
1

S L

R1
D 2

1S L

R1
D for spherical waves,

~7!

whereF denotes Fresnel integrals. It can be observed that the
IL is a function of the following three parameters:

N152
L2R1

l
, N252

L2R2

l
,

L

R1
. ~8!

The parameterN1 is the conventional Fresnel number, which
is associated with the relative position of the source to the

barrier and the receiver. The parameterN2 can be thought of
as a second Fresnel number that is associated with the rela-
tive position of the image source to the barrier and the re-
ceiver. Similar toN1 , N2 is defined as the extra distance that
the sound travels from the image source to the receiver after
diffraction by the edge of the barrier, normalized by half the
wavelength of the incident wave. The third parameter is the
ratio of the distances the sound travels with and without the
barrier present. The Appendix provides an appropriate defi-
nition of the distancesL, R1 , andR2 in the case of a plane
incident wave. It can be observed that the first term in Eq.
~5!, ILc, is a function on the two Fresnel numbers,N1 and
N2 , and is the same for all three types of incident radiation.
The second term, ILsp, depends on the ratioL/R1 and is
different for the different types of incident radiation.

One of the advantages of Eq.~6! is that is provides the
IL behind a barrier in terms of Fresnel integrals, which are
well-studied tabulated functions. The second, and perhaps
the most important, advantage of Eq.~6! is that it can be
presented as an easy-to-use diagram. Equation~6! represents
a family of curves as shown in Fig. 3. Each curve corre-
sponds to a differentN2 and provides the ILc versusN1 .
Note that for presentation purposes theN1 axis in Fig. 3 is on
logarithmic scale forN1.0.1 and on linear scale forN1

,0.1. It can be observed that the family of curves is bounded
by two basic curves. The lower bound is the curve corre-
sponding toN25N1 ~the minimum value ofN2!, while the

FIG. 3. A new graph as a correction to the Maekawa curve; ILc is the part of the insertion loss that is common for plane, cylindrical, and spherical incident
waves@Eq. ~6!#; N1 is the conventional Fresnel number associated with the source;N2 is an additional Fresnel number associated with the image source@Eq.
~8!#; total insertion loss IL5ILc1ILsp @ILsp given by Eq.~7!#; barrier modeled as an infinitely thin, rigid half plane.
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upper bound is the curve that corresponds toN2→` ~the
maximum value ofN2!. Note that the minimum value ofN2

is obtained when either the source or the receiver~or both! is
on the surface of the barrier, while the maximum value ofN2

is obtained when the surface of the barrier is considered ab-
sorbent, instead of rigid. In this case, the image source must
be placed infinitely far from the barrier rendering the value
of N2 infinite. The mathematical formulations of the bound-
ing curves as obtained from Eq.~6! are

ILcuN25N1526210 loguF~`!2F~A2N1!u2, ~9!

ILcuN2→`5210 loguF~`!2F~A2N1!u2. ~10!

Note that Eqs.~9! and ~10! represent identical curves, but
transposed by 6 dB. Therefore, it can be observed that for the
sameN1 the value of ILc can vary up to 6 dB depending on
the value ofN2 .

It should be emphasized that the same graph can be used
for plane, cylindrical, and spherical incident waves. The total
value of IL can be found by adding ILsp to the value read on
the graph, where ILsp depends on the geometrical spreading
of the incident wave@Eq. ~7!#. The minimum value of ILsp is
3 dB for all three types of incident radiation and is obtained
whenL/R1 is minimum~equal to 1!; that is, when the source
is at the shadow boundary. For plane incident waves, ILsp

remains constant, while for cylindrical and spherical waves it
increases with increasingL/R1 , yielding, as expected,
greater IL for spherically spreading waves than for cylindri-
cally spreading waves.

Figure 4 shows that Maekawa’s results can be repro-
duced from the method presented here by appropriately
choosing the parametersN2 /N1 andL/R1 . For Fig. 4~a! we
chose N2 /N151 and L/R151.6, while for Fig. 4~b!
N2 /N156 and L/R151. The underlying assumption in
Maekawa’s work is that for the majority of source–receiver
configurations the values of the ratiosN2 /N1 andL/R1 are
within the stated limits. Errors are introduced whenever one
of the two ratios is close to its minimum value. Consider,
first, the case where both source and receiver are very close
to the barrier. This renders the Fresnel numbersN2 and N1

equal. For Maekawa’s chart to yield accurate predictions the
value of the ratioL/R1 must be 1.6@Fig. 4~a!#. This is obvi-
ously not always true, and therefore errors are introduced.
Consider now the case where the receiver is at the shadow
boundary. This rendersL/R1 unity. For Maekawa’s chart to
yield accurate predictions the value of the ratioN2 /N1 must
be 6 @Fig. 4~b!#. Again, this is not always true.

IV. A NEW FORMULA AS A CORRECTION TO THE
KURZE–ANDERSON FORMULA

In the present section the Kurze–Anderson formula is
appropriately modified so that is describes the family of
curves in Fig. 3. Our goal is to propose a formula that con-
tains elementary functions and describes the new graph with
at least the same degree of accuracy that the Kurze–
Anderson formula describes the Maekawa chart.

Our extensive numerical experimentation resulted in the
following formula:

IL5ILs1ILb1ILsb1ILsp5ILc1ILsp, ~11!

where

ILs520 log
A2pN1

tanhA2pN1

21, ~12!

ILb520 logF11tanhS 0.6 log
N2

N1
D G , ~13!

ILsb5~6 tanhAN2222ILb!~12tanhA10N1!, ~14!

and ILsp is given by Eq.~7!. The first term, ILs, is a function
of N1 , which is a measure of the relative position of the
receiver to thesource. The second term is a function of
N2 /N1 , which is a measure of the proximity of either the
source or the receiver to thebarrier surface. The third term is
appreciable and needs to be computed only whenN1 is very
small, which in turn is a measure of the proximity of the
receiver to theshadow boundary. The first three terms add
up to create ILc. Finally, the fourth term is the only term that
depends on the type of incident radiation, is ILsp, and it
should be recalled that it is a function of the ratioL/R1 .

Figure 5 shows reasonable agreement between the new
family of curves and the proposed formula for ILc. It should
be noted that, because the graph in Fig. 5~a! does not contain
values ofN1 less than 0.1, only ILs and ILb have been used
to compute ILc. The contribution from ILsb for the values of

FIG. 4. Maekawa’s curve~dashed line! and the Kurze–Anderson formula
~‘‘ 1’’ ! can be reproduced from the new method~solid line!; in ~a! N2 /N1

51 andL/R151.6; in ~b! N2 /N156 andL/R151.
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N1 in Fig. 5~a! is negligible. This contribution is appreciable
only when N1→0. Figure 5~b! shows the comparison be-
tween the graph and the proposed formula in this specific
case.

The suggested formula not only provides a reasonably
good description of the new chart, but a careful analysis of
its terms offers an understanding for the inaccuracies of
Maekawa’s chart discussed in this paper. It should be noted
that Eq.~12!, which represents the first term in Eq.~11!, is
identical to the original Kurze–Anderson equation@Eq. ~3!#,
but reduced by 6 dB. In other words, Maekawa’s work sug-
gests that the sum of the remaining terms in Eq.~11!
(ILb1ILsb1ILsp) is always 6 dB. This is the assumption that
gives rises to the inaccuracies discussed in this paper. Let us
examine each one of the terms in Eq.~11! and particularly
their range of values.

The values of ILs range from21 to infinity, as can be
seen in Fig. 6~a!. As expected, the protection offered by the
barrier increases as the receiver moves deeper into the
shadow zone.

The values of ILb range from 0 to 6 dB@see Fig. 6~b!#. It
should be noted that the minimum contribution of ILb to IL
occurs whenN2 /N151 ~source or receiver on the barrier!,
while the maximum occurs whenN2 /N1→` ~reflections
from the barrier are ignored!. In the former case, the pressure
field at the receiver is enforced~and thus the shielding effect
of the barrier reduced! because of the ‘‘pressure-doubling’’
effect. In the latter case, the shielding effect of the barrier is
increased because the contributions from the reflected field at
the receiver location are ignored. At any rate, it should be

observed that by ignoring the correct value ofN2 in the
calculations for the IL, we introduce errors of up to 6 dB.

Equation~14! needs to be computed only when the re-
ceiver is at, or very close to the shadow boundary. Maeka-
wa’s work suggests that at the shadow boundary the IL is 5
dB @see Eq.~3!#. The present work, however, indicates that
the IL can vary from 0 to 6 dB~see Fig. 3 forN150 and
ILsp53 dB!. Ignoring the value ofN2 in the calculations
when the receiver is at the shadow boundary can result in a
5-dB error. This type of error was demonstrated in Sec. II
~point B̄ in Fig. 1!.

Finally, the values for ILsp range from 3 dB to infinity
@see Fig. 6~d!# asL/R1 increases from 1 to infinity. It should
be emphasized that because ILsp does not have an upper
bound, ignoring the correct value ofL/R1 , and thus the con-
tributions to Eq.~11! from ILsp, can result in substantial er-
rors. This type of error was also demonstrated in Sec. II
~point Ā in Fig. 1!.

In conclusion, the proposed formula contains elementary
functions, involves simple calculations, and provides a rea-
sonably accurate description of the new graph. Furthermore,
the proposed formula, and particularly the analysis of its
terms, provides an explanation of the inaccuracies of Maeka-
wa’s chart discussed in Sec. II.

V. A NEW EQUATION AS A CORRECTION TO THE
KIRCHHOFF SOLUTION

In the following we investigate the relation of the work
presented here to the Kirchhoff solution, which is perhaps

FIG. 5. Reasonably good agreement between the graph
in Fig. 3 and Eq.~11!, which is a correction to the
Kurze–Anderson formula.
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the most widely used analytical solution for sound diffraction
within the noise communities.

Let us briefly revisit the Kirchhoff solution.18 For a re-
ceiver in the shadow zone, the IL obtained by the Kirchhoff
solution can be expressed in terms of Fresnel integrals as
follows:

ILKirchhoff5210 loguF~`!2F~w!u2210 logU12 i

2 U2

,

~15!

where w5x/Ala/2 for plane incident waves andw
5A2/l(a211b21)h for spherical incident waves~see the
inset of Fig. 7 for a definition of the distancesx, a, b, h!.
Equation~15! is accurate when the reflections from the sur-
face of the barrier are ignored and the receiver is close to the
shadow boundary.16,18

Despite the severe restrictions and the reported discrep-
ancies with experimental data,19 the Kirchhoff solution has
found extensive use, mainly because it is expressed in terms
of Fresnel integrals, which are well-studied tabulated func-
tions. One of the advantages of Eq.~6!, which was presented
in Sec. III, is that it provides the IL behind a barrier in terms
of Fresnel integrals. Because it stems from the exact solu-
tions, it has none of the above restrictions, yet is as simple as

the Kirchhoff solution. We would therefore like to draw at-
tention to this fact and suggest the use of Eq.~6! as a cor-
rection to the Kirchhoff solution.

Comparison of Eqs.~15! and ~5! leads to the following
observations. The second Fresnel number (N2) does no ap-
pear in the Kirchhoff solution. This is explained by the fact
that the Kirchhoff theory does not take into account the re-
flections from the barrier and thus the relative position of the
image source to the receiver. It should also be noted that the
predictions obtained by the Kirchhoff solution are the same
for both plane and spherical incident waves. This is ex-
pected, because the Kirchhoff solution is valid at points close
to the shadow boundary, where ILsp ~the only contribution to
the IL that depends on the type of the incident wave! is the
same for all types of incident radiation. Finally, it can be
observed that Eq.~15! is similar in form to Eq.~5!. The first
term in Eq.~15! corresponds to ILc ~with w5A2N1! and the
second to ILsp. Consider, for example, spherical incident
waves. The Fresnel numberN1 becomes

N152

aA11
h2

a21bA11
h2

b22a2b

l
. ~16!

Now, because the Kirchhoff solution is valid for receiver

FIG. 6. Graphical representation of Eqs.~12! @~a!#, ~13! @~b!#, ~14! @~c!#, and~7! @~d!#.
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locations close to the shadow boundary, we havea@h and
b@h. This yields

N1'2

a1
h2

2a
1b1

h2

2b
2a2b

l
5

h2

l S 1

a
1

1

bD5
w2

2
.

~17!

Finally, it should be noted that the Kirchhoff solution
can be reproduced from the new method, if we assign appro-
priately the values ofN2 andL/R1 , so that they represent the
assumptions embodied in the Kirchhoff theory. We letN2

→` to account for the fact that contributions from the image
source are ignored andL/R151 to account for the fact that
the receiver is located close to the shadow boundary. Figure
7 shows that the new method matches results from the Kirch-
hoff solution in the regions where the latter is valid.

VI. SUMMARYÕCONCLUSIONS

Maekawa’s curve gives predictions that deviate largely
from experimental data and analytical solutions when the
source or receiver is very close to or at the barrier surface, or
when the receiver is very close to or at the shadow boundary.
An equation was presented that is based on existing analyti-
cal solution for sound diffraction and provides the IL behind
barriers using two appropriately defined Fresnel numbers
~N1 and N2! and the ratioL/R1 . The first Fresnel number
(N1) is the conventional Fresnel number and is associated
with the relative position of the source to the barrier and the
receiver. The second Fresnel number (N2) is defined simi-
larly to N1 and represents the relative position of the image
source to the barrier and the receiver. A new graph was thus
proposed as a correction to Maekawa’s chart. The single
curve in Maekawa’s chart is replaced by a family of curves.
Each curve corresponds to a differentN2 and provides the IL
versusN1 . Unlike the Maekawa chart, the graph presented
here can be used for all three types of simple incident radia-

tion ~plane, cylindrical, and spherical incident waves!. The
new graph offers increased accuracy in the cases where
Maekawa’s does not. A modification to the Kurze–Anderson
formula was also proposed. The proposed formula contains
elementary functions, involves simple calculations, and pro-
vides a reasonably accurate description of the new graph.
Finally, attention was drawn to the fact that the equation
presented here for predicting the IL is similar in form with
the well-known Kirchhoff solution, but more accurate. It can,
therefore, be used as a correction to the Kirchhoff solution.
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APPENDIX A: COMMENTS ON THE DEFINITION OF
THE FRESNEL NUMBERS

The definitions of the Fresnel numbersN1 and N2 @as
shown in Eq.~8!# are applicable for plane, cylindrical, and
spherical incident waves. In cases of cylindrical and spheri-
cal incident waves,R1 , R2 , andL are defined in the nomen-
clature. In the case of plane incident waves, however, these
definitions yield infinite values forR1 , R2 , andL. A modi-
fied definition is therefore suggested. We defineL to be the
distance from the diffracting edge to the receiver,R1 the
distance between the receiver and the incident wavefront that
grazes the edge@see Fig. 8~a!#, andR2 the distance between
the receiver and the wavefront of the reflected signal that
grazes the edge@see Fig. 8~b!#. Caution should be exercised
when one calculates the extra distance the sound travels due
to the presence of the barrier, i.e., the numerator ofN1 and
N2 in Eq. ~8!. The extra distance the incident signal travels in
Fig. 8~a! is L2R1 , while the extra distance the reflected
signal travels in Fig. 8~b! is L1R2 .

FIG. 7. The new method~solid line!
matches results from the Kirchhoff so-
lution ~‘‘ 1’’ ! @Eq. ~15!# for N2→`
andL/R151.
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APPENDIX B: DERIVATION OF EQS. „5…, „6…, AND „7…

1. Spherical incident waves

Assume a point source S located at (r 0 ,f0 ,z0) and a
receiverA in the shadow zone at (r ,f,z). If the shortest
diffraction path is longer than one wavelength of the incident
wave (kL@1), then the diffracted field atA can be ex-
pressed in terms of Fresnel integrals as follows:7,11

Pd~A!5
ke2 i ~p/4!

AkL

eikR1

Ak~L1R1!
@F~`!2F~A2N1!#

1
ke2 i ~p/4!

AkL

eikR2

Ak~L1R2!
@F~`!2F~A2N2!#.

~B1!

The pressure at the same point without the barrier present is

Po~A!5
eikR1

R1
, ~B2!

where the time dependence has been assumed to bee2 ivt.
In order to compute the IL behind the barrier@Eq. ~1!#,

the ratio ofPd(A) andPo(A) is needed

Pd~A!

Po~A!
5

e2 i ~p/4!

AS L

R1
D 2

1S L

R1
D

@F~`!2F~A2N1!#

1
e2 i ~p/4!eip~N12N2!

AS L

R1
D 2

1S LR2

R1
2 D

@F~`!2F~A2N2!#,

~B3!

where Eq.~8! has been used to substituteeik(R22R1) with
eip(N12N2) in the second term of the above equation. Assume
now that we can replaceR2 by R1 ~in other words,R2'R1!
in the denominator of the second term. Subsequently, substi-
tution of Eq.~B3! into Eq. ~1! yields

IL5210 logu@F~`!2F~A2N1!#1eip~N12N2!

3@F~`!2F~A2N2!#u2210 log
1

S L

R1
D 2

1S L

R1
D .

~B4!

2. Cylindrical incident waves

The diffracted field at a receiver locationA behind a
barrier at (r ,f) that is produced by a line source located at
(r 0 ,f0) can be also expressed in terms of Fresnel integrals,
if kL@17,11

Pd~A!5
2

ip
Ap

2

eikR1

Ak~L1R1!
@F~`!2F~A2N1!#

1
2

ip
Ap

2

eikR2

Ak~L1R2!
@F~`!2F~A2N2!#.

~B5!

The pressure at the same point without the barrier present is

Po~A!5H0
~1!~kR1!'A 2

kR1p
eikR1e2 i ~p/4!. ~B6!

In order to compute the IL behind the barrier@Eq. ~1!#,
the ratio ofPd(A) andPo(A) is needed. The ratio, with the
help of Eq.~8!, becomes

Pd~A!

Po~A!
5

e2 i ~p/4!

AS L

R1
D 11

@F~`!2F~A~2N1!!#

1
e2 i ~p/4!eip~N12N2!

AS L

R1
D 1S R2

R1
D

@F~`!2F~A2N2!#.

~B7!

As in the case of spherical waves, we substituteR2 with R1

in the denominator of the second term in Eq.~B7!, and then
Eq. ~B7! into Eq. ~1!, to obtain

FIG. 8. Plane wave incident on a half-plane; incident wave shown in~a!;
reflected wave shown in~b!.
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IL5210 logu@F~`!2F~A2N1!#1eip~N12N2!

3@F~`!2F~A2N2!#u2210 log
1

~L/R1!11
. ~B8!

It should be noted that the first term in Eqs.~B4! and~B8! is
the same~regardless of the type of the incident radiation!. It
is the second term in Eqs.~B4! and~B8!, which is a function
of L/R1 , that differs.

3. Plane incident waves

Consider a plane wave incident on a barrier at an angle
f0 and a receiverA at (r ,f) behind the barrier. The dif-
fracted field atA can be expressed in terms of Fresnel inte-
grals exactly without any approximations7,11

Pd~A!5e2 ikr cos~f2f0!
12 i

2

3FF~`!2FS 2Akr

p
cos

f2f0

2 D G
1e2 ikr cos~f1f0!

12 i

2

3FF~`!2FS 2Akr

p
cos

f1f0

2 D G . ~B9!

The definitions of the Fresnel numbers in the case of plane
incident waves@see Eq.~8! and Appendix A# yield

N152
L2R1

l
52

kr

p
cos2 S f2f0

2 D
~B10!

N252
L2R2

l
52

kr

p
cos2 S f1f0

2 D .

The above equations can be used to bring Eq.~B9! into the
same form as Eqs.~B1! and ~B5!

Pd~A!5e2 ikr cos~f2f0!
12 i

2
@F~`!2F~A2N1!#

1e2 ikr cos~f1f0!
12 i

2
@F~`!2F~A2N2!#.

~B11!

The pressure at the same point without the barrier present is

Po~A!5e2 ikr cos~f2f0!, ~B12!

and the ratio ofPd(A) andPo(A) becomes

Pd~A!

Po~A!
5

12 i

2
@F~`!2F~A2N1!#

1e2 ikr @cos~f1f0!2cos~f2f0!#
12 i

2

3@F~`!2F~A2N2!#. ~B13!

Equation~B11! can be used to bring the exponential in the
second term to the familiar formeip(N12N2) @see Eqs.~B3!
and ~B7!#. By substitution of Eq.~B13! into Eq. ~1!, we
obtain

IL5210 logu@F~`!2F~A2N1!#1eip~N12N2!

3@F~`!2F~A2N1!#u2210 logU12 i

2 U2

. ~B14!

Again, the first term in Eqs.~B4!, ~B8!, and ~B14! is the
same~regardless of the type of the incident radiation!, while
the second depends on the type of incident radiation.
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Exact analytical solutions for one-dimensional sound propagation through a combustion zone,
taking the effects of mean temperature gradient and oscillatory heat release into account, are
presented in this paper. The wave equation is derived starting from the momentum and energy
equations. Using appropriate transformations, solutions are derived for the case of an exponential
mean temperature gradient in terms of Bessel functions. For the case of a linear mean temperature
profile, solutions are derived in terms of confluent hypergeometric functions. Example calculations
show that the accuracy in modeling combustion–acoustics interactions can be significantly
increased by the use of these solutions. ©2001 Acoustical Society of America.
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NOMENCLATURE

a, b constants in Eqs.~17! and ~21!
B constant in Eq.~11a!
C, d constants in Eq.~12!
i 5A21, imaginary number
k wave number5v/c
p pressure
P acoustic pressure amplitude
q heat release
Q oscillatory heat release amplitude
R gas constant
R pressure coupled response
s transformation variable in Eq.~19!
S velocity coupled response
u velocity
U acoustic velocity amplitude
x axial distance

t time
T temperature
a, b, s constants in Eq.~23!
d constant in Eq.~15!
« transformation variable in Eq.~19!
g ratio of specific heats
n order of Bessel function
r density
v angular frequency
V constant in Eq.~11!

Superscripts

8 oscillating quantity
- time-averaged quantity

Subscript

n region

I. INTRODUCTION

The occurrence of combustion instabilities has been a
plaguing problem in the development of combustors for
rockets, jet engines, and power generating gas turbines.1 Pre-
dicting and controlling combustion instability requires an un-
derstanding of the interactions between the combustion pro-
cess and the acoustic waves. In this context, it is important to
model sound propagation through an unsteady combustion
zone, including the effects of mean temperature gradient and
oscillatory heat release.

A physical description of the effect of a mean tempera-
ture gradient can be visualized by assuming that the gas in
the combustion zone consists of infinitesimally thin gas lay-
ers, each at a different~constant! temperature, that are in
contact with one another. In this case, the propagation of
sound from one layer to another is accompanied by wave

transmission and reflection, which modifies the wave struc-
ture in the duct. The effect of an oscillatory heat release is to
add acoustic energy to the system if it is in phase with the
oscillatory pressure, and to remove acoustic energy from the
system if it is out of phase with the oscillatory pressure.

During the onset of combustion instability, the unsteady
heat release responds to the acoustic velocity and pressure
oscillations. In gas-phase systems, often the heat release re-
sponds mainly to the acoustic velocity. This response, known
as velocity coupling, can be caused by hydrodynamic
instabilites2,3 or by oscillations in flame surface area due to
the acoustic oscillations.4,5 In spray combustion systems, the
periodic acceleration associated with a plane acoustic wave
propagating normal to the flame surface will give rise to a
phase lag between the velocity of the droplets and the veloc-
ity of the gas. This phase lag creates a periodic modulation of
the flux of fuel which is being vaporized in the preheat zone.
This unsteady flux of vaporized fuel is transported by con-
vection and diffusion to the combustion zone, which pro-

a!Address for correspondence: DLR Go¨ttingen, Bunsenstraße 10, 37073 Go¨t-
tingen, Germany; electronic mail: Raman.sujith@dlr.de
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duces a modulation in the combustion rate which is a func-
tion of the acoustic velocity.6–9 When there is velocity
coupling, the heat release will be proportional to the acoustic
velocity, with a phase indicative of a time delay. This time
delay depends upon the phenomena involved; for example,
in a bluff body stabilized combustor, it will be dependent on
the convective velocity,3,10 and in a spray combustor, it is
dependent on the droplet response to the acoustic velocity
fluctuations.6–8

In solid propellant combustion, there are different types
of premixed diffusion and partially premixed flamelets at dif-
ferent heights at different locations on the burning surface.
Their response to acoustic~pressure and velocity! oscilla-
tions are different in terms of reaction rate, flame location,
and thermal feedback to the burning surface. The response of
the propellant to externally imposed acoustic oscillations is a
collective response of these flamelets to these different
processes.11 In solid propellant combustion,11,12 and also in
certain gas turbine systems,13–15 the heat release responds to
the pressure oscillations also, known as pressure coupling.
When there is pressure coupling, the heat release will be
proportional to the acoustic pressure, with a phase indicative
of a time delay. For example, in gas turbine systems, the time
delay is mainly influenced by the equivalence ratio and it has
been deduced in the past from blow-off experiments.13,14The
unsteady combustion process can in general be modeled as a
function of the acoustic quantities in the combustion
region,11,12,16i.e.,Q5RP1SU, whereR andS are the pres-
sure and velocity coupled responses, respectively.

In most of the analysis, the flame is assumed to be of
negligible thickness. When the thickness of a flame ap-
proaches zero, the relaxation time goes to zero, so that the
interaction between a flame considered as a discontinuity and
the external changes takes place instantaneously. In reality,
there is a finite relaxation time due to processes such as
mixing and chemical reactions. Therefore, changes do not
occur instantaneously, and the combustion zone has a finite
thickness.17

In many practical applications, the heat release is distrib-
uted over a significant length of the resonator.10 For example,
when a flame is stabilized in a duct in the wake of a bluff
body, the combustion is initiated as the flow passes the flame
holder, but the fluid continues to burn throughout the down-
stream portion of the duct. Langhorne2 has shown that this
can occur over a length which can be an appreciable fraction
of the wavelength. In those solutions, where the finite thick-
ness of the combustion zone is taken into account, the varia-
tion of mean temperature along this zone is not taken into
account. Raun and Beckstead18 have shown that the accurate
estimation of the acoustic mode shape is essential to accurate
prediction of growth rate in their instability model of a Rijke
tube. They also show that accurate prediction of the mode
shape requires integration of the acoustic equations using the
accurate mean temperature profile. The same conclusions
were arrived at by McIntosh and Rylands.19

To date, considerable efforts have been expended on the
development of an understanding of wave propagation
through inhomogeneous media. Munjal and Prasad20 and
Peat21 have developed exact analytical solution for ducts

with small temperature gradients, in the presence of mean
flows. These solutions are used for studying automotive muf-
flers, but not for combustion zones, due to the restriction of a
small temperature gradient. Sujithet al.22 and Kumar and
Sujith23 present exact solutions for inhomogeneous, constant
area ducts with specified temperature profiles, with arbi-
trarily large temperature gradients. Bala Subrahmanyam
et al.24 obtained a family of exact solutions for quasi-one-
dimensional, transient acoustic wave propagation in ducts
with mean temperature and area variations in the absence of
mean flow. Langet al.25 has developed a model which in-
cludes the unsteady heat release, but does not take into ac-
count the temperature rise. Lieuwen and Zinn16 investigated
the application of multipole expansions to sound generation
from ducted unsteady combustion processes.

Essentially all of the available exact solutions of the
wave equation in nonconstant temperature ducts ignore the
effect of unsteady heat release. Those which take the effect
of heat release into account do not take the steep mean tem-
perature gradient into account. Of course, numerical solu-
tions that yield accurate results can be obtained. However,
analytical solutions provide better insight and feel for the
physics of the problem and can easily be incorporated into
combustion instability models. Furthermore, analytical solu-
tions can be used to benchmark numerical results.

A family of exact, explicit solutions for sound propaga-
tion in a combustion zone, taking into account the effect of
an arbitrarily steep mean temperature gradient and oscilla-
tory heat release, is presented in this paper. The paper is
organized in the following manner. First, the one-
dimensional wave equation for a constant area duct with an
axial temperature gradient and oscillatory heat release in the
absence of mean flow is derived for a perfect, inviscid, and
non-heat-conducting gas. Using appropriate transformations,
this equation is then reduced to Bessel’s differential equation
for an exponential mean temperature profile and the conflu-
ent hypergeometric equation for the case of a linear mean
temperature profile. The paper closes with example calcula-
tions illustrating the application of the developed solutions.
The analysis is valid only for small mean Mach numbers.

II. DERIVATION OF THE WAVE EQUATION

The derivation of the wave equation for a constant area
duct in the presence of a mean temperature gradient and
oscillatory heat release is presented in this section. Assuming
a perfect, inviscid, and non-heat-conducting gas, the one-
dimensional momentum, energy16,26 and state equations can
be expressed in the following form:

Momentum:

r
]u

]t
1ru

]u

]x
1

]p

]x
50; ~1!

Energy:

]p

]t
1u

]p

]x
1gp

]u

]x
5~g21!q; ~2!

State:
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p5rRT. ~3!

Expressing each of the dependent variables as the sums of
steady and time-dependent small amplitude solutions

u~x,t !5ū~x!1u8~x,t !, p~x,t !5 p̄~x!1p8~x,t !,
~4!

r85 r̄~x!1r8~x,t !, q5q~x!1q8~x,t !,

and substituting these equations into the conservation equa-
tions yields systems of steady and wave equations. Assuming
that the mean flow Mach number is negligible, the solution
of the steady momentum equation shows that the mean pres-
sure p̄ is a constant in the duct. The resulting linearized
acoustic momentum and energy equations are

]u8

]t
1

1

r̄

]p8

]x
50, ~5!

]p8

]t
1g p̄

]u8

]x
5~g21!q8. ~6!

Assuming that the solution has a harmonic time depen-
dence@i.e., p8(x,t)5P(x)eivt, u(x,t)5U(x)eivt, r8(x,t)
5 r̂(x)eivt, andq8(x,t)5Q(x)eivt#, Eqs.~5! and~6! reduce
to

ivr̄U1
]P

]x
50, ~7!

ivP1g P̄
]U

]x
5~g21!Q. ~8!

The acoustic density is decoupled from the momentum
and energy equations for small values of mean velocities.
Therefore, the continuity equation does not have to be solved
simultaneously with the acoustic momentum and energy
equations. Instead, the solution obtained by solving the mo-
mentum and energy equations can be substituted into the
continuity equation to obtain the following expression for
acoustic density:27

r̂5S P

c2D1S iU

v D dr̄

dx
1

i ~g21!

vc2 Q, ~9!

wherec25gRT̄.
As explained in the previous section, the unsteady com-

bustion process can be modeled as a function of the acoustic
quantities in the combustion region, i.e.,Q5RP1SU,
where R and S are the pressure and velocity coupled re-
sponses. The wave equation can then be derived from Eqs.
~7! and ~8! as

d2P

dx2
1F 1

T̄

dT̄

dx
2

~g21!S

g P̄
G dP

dT̄
1Fv21 ivR~g21!

gRT̄
GP50.

~10!

For obtaining solutions, Eq.~9! is rewritten with the
mean temperature as the independent variable

FdT̄

dx
G 2

d2P

dT̄2
1F 1

T̄

d

dx
F T̄

dT̄

dx
G2B

dT̄

dx
G dP

dT̄
1

V2

gRT̄
P50,

~11!

where

B5
~g21!S

g P̄
and V25v21 ivR~g21!. ~11a!

Equation~11! cannot be solved for an arbitrarily general
T̄(x). Solutions for certain temperature profiles for which
Eq. ~11! reduces to a standard solvable differential equation
are derived in the following sections.

III. SOLUTION FOR AN EXPONENTIAL MEAN
TEMPERATURE PROFILE

In this section, solution to wave propagation through a
combustion zone with an exponential mean temperature dis-
tribution given by the expression

T̄5Cedx, ~12!

whereC andd are constants, are derived.
Using Eq.~12!, Eq. ~11! can be reduced to the following

form:

d2P

dT̄2
1F22

B

d
G dP

dT̄
1

V2

gRd2

P

T̄3
50. ~13!

For constant values ofR andS, Eq. ~13! can be reduced to
the Bessel’s differential equation by transformation of vari-
ables. Solution to Eq.~13! can therefore be obtained in terms
of Bessel functions,28,29 as

P5T̄(B/d21)/2F c1JnF d

AT̄
G1c2J2nF d

AT̄
G G

if n is not an integer, ~14a!

P5T̄~B/d21!/2F c1JnF d

AT̄
G1c2YnF d

AT̄
G G

if n is an integer, ~14b!

where

d5
V

AgRd2
~15!

It is interesting to note that, for the case ofB50 ~which
corresponds toS50!,

P85
1

AT̄
F c1J1F d

AT̄
G1c2Y1 F d

AT̄
G G . ~16!

IV. SOLUTION FOR A LINEAR MEAN TEMPERATURE
PROFILE

In this section, solution is found for wave propagation in
combustion zones with a linear mean temperature profile
given by the expression

T̄5ax1b. ~17!
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Using Eq.~17!, Eq. ~11! can be reduced to the following
confluent hypergeometric equation, for constant values orR
andS:

s
d2P8

ds2 1~12s!
dP8

ds
1«P850, ~18!

where

s5
B

a2 T̄, «5
V2a2

gRB
. ~19!

The solution to Eq.~18! can be expressed in the form of
confluent hypergeometric series30

F~s!5C1 1F1~«;1;s!1C2U~«;1;s!. ~20!

It is interesting to observe that for the special case ofB50
~i.e., the heat release is a function of acoustic pressure only!
solutions can be obtained for mean temperature profiles of
the form

T̄5~ax1b!n, ~21!

P85T̄abc1Jn~b T̄s!1c2Yn~b T̄s!c,
when n is an integer, ~22a!

P85T̄abc1Jn~b T̄s!1c2J2n~b T̄s!c,
when n is not an integer, ~22b!

where

n5
12n

22n
, a5

1

2 S 1

n
21D , b5

V

anAgRs
,

and ~23!

s5
1

n
2

1

2
.

V. EXAMPLE CALCULATIONS

In this section, an example problem is solved in order to
illustrate the application of the developed solutions. Specifi-
cally, this section will consider the problem discussed in Ref.
1 that applied the first order matching conditions across an
infinitely thin sheet. The advantages of using the exact solu-
tions will be illustrated by comparing the error introduced by
this approximation.

The mean flow of a combustible mixture through a long
duct, closed at one end (x50) and a standing wave pattern
of a given frequency and amplitude is established using an
acoustic driver at the other end, with a flame stabilized in the
wake of a bluff body at the axial locationx5L1 ; see Fig. 1.
The combustion is initiated when the flow passes the flame
holder, but the fluid continues to burn throughout a signifi-
cant length downstream of the duct. Oscillations are driven
in this duct using an acoustic driver. The portion of the duct
upstream of the flame holder is designated as region 1 with a
nonreacted gas density ofr1 and a sound speed ofc1 . Re-
gion 2 is the post combustion zone downstream of the flame-
holder, with a reacted gas densityr2 and sound speedc2 .
T̄15300 K, T̄251875 K. R/vR55.5331023, B55.64

31023. ~The values ofR and S are typical numbers esti-
mated in a similar geometry from chemiluminescence mea-
surements of CH radical.! The termination atx50 ~Fig. 1 is
a hard termination! and the pressure amplitude there isP0 .

In the harmonic domain, the solutions may be expressed
in the following form:

Pn~x!5Aneiknx1Bne2 iknx, ~24!

Un~x!52
1

r̄c
~Aneiknx2Bne2 iknx!, ~25!

where the subscriptn denotes the region of interest.
A number of studies~e.g., Refs. 1, 16, 31, and 32! have

used conservation conditions relating the one-
dimensional31,32 acoustic field variables for an infinitely thin
flame. In these references, the conditions applied across a
flame are

P12P250, ~26!

~U18 2U28 !5
~g21!

g p̄
Q̃, ~27!

where subscripts1 and2 denote the value of the variables
just upstream and just downstream of the flame region, and

Q̃5E
L1

L2
Q dx. ~28!

Figures 2 and 3 compare the spatial dependence of the
acoustic pressure and velocity distributions obtained from
the exact solutions developed in this study~for an exponen-
tial temperature profile! and using the solutions obtained
with the jump conditions Eq.~26! and ~27! when L/l2 is
0.01 andK2L255.95 ~L is the thickness of the combustion
zone!. In this example, the thickness of the combustion zone
is small relative to the wavelength. Figures 2 and 3 show that
for a thin combustion zone, the acoustic field is well de-
scribed by the jump conditions. Figures 4 and 5 compare the

FIG. 1. Schematic diagram of the model geometry.
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exact and approximate solutions whenL/l2 is 0.1 and
K2L255.63. These results show that significant errors result
from the use of the jump conditions. The size of the combus-
tion regions in real combustors is likely to be closer to or
larger than that employed in the second example. From the
data presented by Langhorne,2 it can be seen that the com-
bustion zones in bluff body stabilized flames~e.g., an after-
burner! can be 25% of the wavelength. The heat release zone
can be 50% of the length of the combustor.

In addition, it should be noted that the procedure given
by the references~e.g., Refs. 1, 16, 31, and 32! does not
provide any information about the values of the acoustic
variables within the combustion region. That is, information
is obtained about the acoustic quantities only on the bound-
ary of the region. However, the results from the present study
can provide the values of the acoustic pressure and velocity
inside the combustion zone. Considerable error in the calcu-
lation of the modes can occur if the effect of the temperature
gradient is neglected. Significant differences can occur in the
calculation of the acoustic pressure (P1) and velocity (U1)
at the end of the flame zone, as can be seen from Figs. 4 and
5. As an example, in Fig. 4, at the end of the flame zone, the
acoustic pressure is close to being a pressure minimum, if the
effects of temperature gradients are taken into account. How-
ever, calculations that do not take the effect of temperature
gradient into account show that the acoustic pressure is near
a pressure maximum.

It has been shown by Raun and Beckstead18 and McIn-
tosh and Rylands19 that accurate estimation of the acoustic

mode shape is essential to accurate prediction of growth rate
in their analysis of oscillations in a Rijke tube. They have
shown that not taking the mean temperature profiles in the
burner led to wrong predictions of the growth rate, though
the flame-interaction model was accurate. Flame-interaction
models need the accurate values of acoustic pressure and
velocity. As can be seen from the results presented, not tak-
ing the mean temperature profile into account can lead to
considerable inaccuracies in the prediction of mode shapes.

The solutions presented in this paper have application in
the study of the pressure- and velocity-coupled responses of
propellants that undergo distributed combustion. Distributed
combustion is the term used to denote the combustion of
solid particles, usually metals such as aluminum or boron in
the combustion chambers of solid propellant rocket motors
after they have been emitted from the burning solid propel-
lant surface, but before they pass through the nozzle.33 The
pressure- and velocity-coupled responses are obtained by
burning the propellant at the end of a modulated exhaust
combustion chamber. Measurements of unsteady gas velocity
using magnetic velocimetry34 along with measurement of un-
steady pressure and the mean temperature distribution in the
combustor combined with a one-dimensional linear acoustic
analysis of the flow within the chamber35 is used to measure
the propellant responses. The analysis of Cautyet al.35 as-
sumed that all of the propellant combustion occurred in a
region very close to the burning propellant surface, allowing
the propellant response to be treated as a boundary condition.
Such an assumption is not valid for metallized composite
propellants. This analysis has been modified to allow for a
distributed combustion zone away from the propellant sur-

FIG. 2. Variation of acoustic pressure amplitude with axial distance.
L/l250.01.

FIG. 3. Variation of acoustic velocity amplitude with axial distance.
L/l250.01.

FIG. 4. Variation of acoustic pressure amplitude with axial distance.
L/l250.1.

FIG. 5. Variation of acoustic velocity amplitude with axial distance.
L/l250.1.
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face, by integrating the acoustic equations numerically.33,36,37

The solutions presented in this paper can be used in this
analysis to take into account the effect of distributed com-
bustion and the mean temperature gradient in the combustor
~due to heat transfer to the walls of the combustor!, for small
mean velocities.

VI. CONCLUSIONS

Exact solutions describing the propagation of one-
dimensional acoustic waves in combustion zones including
the effects of mean temperature gradient and oscillatory heat
release were obtained by applying suitable transformation to
the wave equation. Solutions were obtained for exponential
and linear mean temperature profiles. The solutions were ap-
plied to investigate the sound propagation through a combus-
tion zone. It is shown that not taking the mean temperature
profile at the combustion zone into account can lead to con-
siderable inaccuracies in the prediction of mode shapes.

The solutions obtained in this analysis are in terms of
special functions~Bessel and hypergeometric functions! and
are easy to evaluate. These closed-form expressions pre-
sented herein can be used as benchmarks for checking the
results obtained from computer programs that are intended
for applications for systems with mean temperature gradients
and oscillatory combustion.
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The generation mechanism of the screech tone in the helical oscillation mode is mainly investigated
using a series of instantaneous schlieren photographs. From the photographs, five evanescent sound
sources are observed as prominent points along the jet axis. The sound source for the dominant
helical oscillation mode is found to be the second prominent point which moves along a circular
orbit in a plane perpendicular to the jet axis and just downstream of the rear edge of the third shock
cell. It is shown that the speed of a moving sound source is supersonic and that the Mach cone
generated by the moving sound source forms the helical-shaped wave front of the screech tone for
the helical oscillation mode of the jet. This idea of the moving sound source is well supported by
a measured directionality of the screech tone. Sound sources of the other oscillation modes
appearing in the other pressure ratio ranges are also described. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1402620#

PACS numbers: 43.28.Mw@MSH#

I. INTRODUCTION

The acoustic emission from an underexpanded super-
sonic jet generally has a frequency spectrum that contains
powerful discrete tones calledscreech. In a supersonic free
jet issuing from a circular convergent nozzle, there are sev-
eral shock cell structures; the large coherent vortical struc-
tures are convected downstream and interact with the oblique
shock waves at the rear edge of the shock cells. The interac-
tion between the vortical structure and the shock wave is
very effective in producing strong acoustic waves. The re-
sultant sound wave propagates upstream and stimulates the
thin shear layer near the nozzle lip. In such a manner, we
have a well-known feedback loop first proposed by Powell
~1953a!.

Experimental investigations about the instability of su-
personic circular jets have been performed by several re-
searchers. Westley and Wooley~1975, 1976! found that a
circular jet oscillates in the helical mode at the pressure ratio
R54.7. For the axisymmetric and helical oscillation modes
of screech tone, Panda~1998! studied the periodic oscillation
of shock waves in screeching underexpanded circular jets by
using a new shock detection technique based on laser light
scattering by shock waves and showed that the mode of
shock motion is the same as that of the emitted screech tone.
He calculated the shock oscillation amplitude of the first
shock for the helical oscillation mode by using the unsteady,
linearized pressure perturbation equation given by Howe and

Ffowcs Williams ~1978! and obtained reasonably good
agreement with his experimental result.

Panda~1999! also found from traversing microphone
measurements and schlieren photography that partial inter-
ference between the upstream-propagating sound waves and
the downstream-propagating hydrodynamic waves manifests
itself as a standing wave along the jet boundary. He showed
that an exact screech frequency formula could be derived in
terms of the standing wavelength@not the shock spacing as
was proposed by Powell~1953a!#.

Raman~1997, 1999! showed that screech cessation in
highly underexpanded rectangular jets is realized by dimin-
ishing feedback to the nozzle lip and poor receptivity at the
initial shear layer due to excessive expansion of the jet
boundary. He also found the same standing wave pattern
along the jet boundary as that found by Panda~1999! for
circular jets.

For the circular jet, Tamet al. ~1986! showed theoreti-
cally that the feedback acoustic waves were the weakest link
of the loop and they obtained the formula of the screech tone
frequency predictable at all temperatures except for the stag-
ing of tone frequencies. Recently, Shen and Tam~1998! car-
ried out a numerical simulation on the generation of the
screech tones for the axisymmetric mode and showed that
their numerical results for the principal features of the
screech tone such as sound intensity and frequency agree
well with the experimental ones obtained by Ponton and
Seiner~1992!.

In the frequency characteristics of screech tones radiated
from a circular underexpanded jet with a thick lip nozzle,
Powell ~1953a! found several discontinuities. These discon-
tinuities suggest that the circular jet oscillates in different

a!Author to whom correspondence should be addressed; electronic mail:
umeda@kuaero.kyoto-u.ac.jp
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oscillation modes in different pressure ratio ranges. In the
investigation about the instability of supersonic circular jets,
Davies and Oldfield~1962! found that five stages exist in a
pressure ratio range of less than about 6.0 and the first four
oscillation modes are axisymmetric, axisymmetric, lateral,
and helical, respectively, with increasing pressure ratio. Re-
cently, Powellet al. ~1990, 1992! showed that the last oscil-
lation mode at the highest pressure ratioR ~dominant mode
D! is lateral. They also showed that the plane of oscillation
of the last lateral mode~mode D! rotates, vibrates, and
dwells, while the first lateral mode~dominant modeB! occa-
sionally changes to a helical mode at the same frequency.

Powellet al. ~1992! also found that the dominant helical
modeC is very stable and its frequency is higher~'14%–
23%! than that of the secondaryb ~or d! mode, which is
adjacent to the dominant lateral modesB and D. This is a
very strange phenomenon. Furthermore, there are the follow-
ing riddles about the occurrence of the dominant helical os-
cillation modeC:

~1! Why does the helical oscillation mode of jet occur?
~2! Where is the sound source?
~3! How does the sound source behave?

Although these riddles are the most basic problems
about the generation of the helical oscillation mode of jet,
there has been only one approach by Powellet al. ~1990! to
these problems. In the present paper, we will mainly try to
solve these fundamental problems by using a series of instan-
taneous schlieren photographs taken at a pressure ratio of
R53.90. It will be shown that the dominant tone in helical
oscillation modeC is radiated from a moving sound source
along a circular orbit in the plane perpendicular to the jet
axis and just downstream of the rear edge of the third shock
cell.

Next, sound sources of the secondary screech tones la-
beledu which was unidentified in the previous investigation
~Powell et al., 1990, 1992! and the secondary tone labeledb
~or d! observed at the same pressure ratioR53.90 will be
identified. Furthermore, the axial positions of sound sources
for the lateral and helical oscillation modes appearing in the
dominant modeB, and those for axisymmetric modeA and
lateral modeD will be addressed.

II. EXPERIMENTAL APPARATUS

The convergent circular nozzle used in this experiment
had an internal exit diameter ofd510 mm. The external di-
ameter in the exit plane was 26 mm, i.e., the ‘‘lip’’ of the
nozzle was 8 mm thick, almost equal to the exit diameter.
The cold air jet was exhausted from this nozzle. The maxi-
mum pressure ratio attainable with this circular nozzle was
5.84.

The positions of the microphones for the measurement
of the power spectrum and phase of the sound are shown in
Fig. 1. The radial distancer m of the microphones from the jet
axis was set at 77 mm. One microphoneM f was kept at a
fixed position, while the other one,Mm , was rotated through
the angleu in steps of 15° about the axis, both microphones
being kept in a plane at a fixed distancex540 mm upstream

of the face of the nozzle. The fixed microphoneM f was a
6.4-mm-diam B&K type 4135 condenser microphone, and
the moveable oneMm was a B&K type 4138, 3.2 mm in
diameter.

All the signal outputs from the microphones were ana-
lyzed using an Ono Sokki CF-5210 2ch FFT spectrum ana-
lyzer. The photographs were taken using a conventional
single pass schlieren system. This used 20-cm-diam mirrors
of 200-cm focal length, with a Sugawara type MS-230 spark
light source of duration about 1ms for the instantaneous
photograph and an Hg monochromatic continuous light
source for the long time exposure photograph. The jet was
systematically turned off between the taking of each data
sample for different microphone separation angles and for
different pressure ratios of the jet and between the taking of
each photograph.

FIG. 2. Screech frequencies at the fixed microphone vs pressure ratioR for
the circular jet.

FIG. 1. Position of the fixed and moveable microphones,M f and Mm ,
respectively, relative to circular nozzle.
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III. EXPERIMENTAL RESULTS

A. Spectrum analyses and photographs of jet
configuration

First, the frequency characteristics of screech tones
emitted by the circular jet at various pressure ratiosR from
2.0 to 5.84 were measured. These pressure ratios correspond
to the common measure of ideally fully expanded jet Mach
numbers of 1.05 and 1.81, respectively. Figure 2 shows the
experimental result obtained in the previous investigation
~Powell et al., 1990, 1992!. The open circles indicatedomi-
nant tones, defined here as those that exceed the local broad-
band noise by at least 10 dB. The five segments are labeled
in turn with capital letters,A1 , A2 , B, C, andD. The crosses
mark secondarytones that exceed the local broadband noise
by 5–10 dB, and these continuous parts are labeled with
lower case letters of the dominant tone of which they appear
to be a continuation, there being one region whereb and d
are equally applicable. There is also another secondary tone
labeledu. These tones, belonging to six segments (A1 , A2 ,
B, C, D, andu! in the frequency characteristics of the screech
tones, are radiated from the jet oscillation in the different
oscillation modes. In this figure, tones that are thought to be
exact harmonics of dominant tones are not shown.

Schlieren photographs with an exposure of about 1ms
showing the jet configuration and associated sound field for
each of the dominant modes are shown in Figs. 3 (R
52.26, A1 mode; axisymmetric!, 4 (R52.93, B mode;
lateral/helical!, 5–7, 9 (R53.90, C mode; helical!, and 10
(R54.87,D mode; lateral!, respectively. From these photo-
graphs it is observed that the cell length increases with pres-
sure ratioR. In the case of theA mode, the sound waves and
the coherent vortices are axisymmetrical. In the case of the
B, C, and D modes, strong asymmetric sound waves and
asymmetric vortices are observed.

B. Identification of the instability modes

It will be reasonably accepted from the optical observa-
tions of the present and previous investigations~Powell
et al., 1990, 1992! that axisymmetric vortices are generated
in connection with the jet oscillation of axisymmetric mode;
on the other hand, asymmetric vortices are generated in as-
sociation with that of asymmetric oscillation mode. The
asymmetric oscillation mode includes lateral and helical os-
cillation modes. However, it is difficult to discriminate the
difference between these oscillation modes from photo-
graphic observation.

According to Powell’s feedback loop theory for the gen-
eration of the screech tone, when the discontinuous vortices

FIG. 3. Photograph of the jet in the axisymmetric oscillation modeA1 (R
52.16).

FIG. 4. Photographs of the jets in the dominant oscillation modeB (R
52.93): ~a! lateral mode,~b! helical mode.

FIG. 5. Schlieren instantaneous photograph of the circular jet (R53.90).

FIG. 6. Reproducibility of feedback phenomenon. These two photographs
were taken at a time interval of about 10 s which is much larger than the
period of the tone generation~about 1024 s).
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interact with the oscillating oblique shock wave in the cell
structure of the supersonic jet, the sound waves are generated
alternately from both sides of the jet and the jet oscillates in
the lateral oscillation mode. On the contrary, the helical-
shaped sound wave front must be generated by an interaction
between the vortexlike structure and the oblique shock wave.

Therefore, if the three-dimensional structures of the
wave fronts of screech tone radiated from the jet are deter-
mined, both oscillation modes can be discriminated exactly.
In order to get information on the three-dimensional struc-
tures of the wave fronts for both oscillation modes, in the
previous investigations~Powellet al., 1990, 1992! the phase
differences of the sound waves between two points in the
radiation field were measured by using two microphones as
shown in Fig. 1. In the phase measurements, one microphone
M f was placed at a fixed position and the other oneMm was
rotated about the jet axis. The phase differencesf of the
sound waves were measured at every 15° of microphone
separation anglesu. The phase differences between the sound
signals received by the two microphones correspond to a
particular three-dimensional structure of the wave fronts as
shown in the previous paper~Powell et al., 1990, 1992!. By

using this technique, lateral and helical oscillation modes
could be discriminated clearly. Namely, in the case of lateral
oscillation mode, the measured phase differencesf are clus-
tered near the values of 0 andp for the microphone separa-
tion anglesu. In the case of the helical oscillation mode, the

FIG. 8. Directionality of the screech tone for the pressure ratioR53.90.

FIG. 7. One cycle of the screech tone
generation in helical oscillation mode
for R53.90: ~a!–~f! instantaneous
schlieren photographs;~g! schematic
view of the flow field and near-sound
field drawn from photograph~a!, sym-
bols are the same as those in Fig. 5.
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phase differencesf are changed linearly with the micro-
phone separation anglesu.

Furthermore, it was confirmed that the mode of jet in-
stability changes successively from two axisymmetrical
modesA1 andA2 , a lateral modeB, a helical modeC, and a
lateral modeD with increasing pressure ratio of the jet. Lat-
eral modeB occasionally changes to a helical mode at the
same frequency.

For the jet oscillating inB mode, in the photograph of
Fig. 4~a!, several discontinuous vortices are arranged alter-
nately along the jet axis as was described above. In contrast,
in the photograph of Fig. 4~b!, a continuous zigzag vortex-
like structure is observed along the jet axis. Such a zigzag
vortexlike structure is also clearly seen in the photographs of
the jet oscillating in the dominantC mode~Figs. 5, 6, and 7!.
As shown in the previous investigations~Powellet al., 1990,
1992! and also will be shown in a later section in this paper,
in the dominantC mode case, it is observed that the phase
differences measured by two microphones are changed lin-
early with the microphone separation angle as shown in Fig.
11~a! and the data points never cluster about the values of 0
andp as is seen in the lateral mode@Fig. 11~c!#. Therefore,
this dominantC mode is unambiguously helical. These facts
strongly support the hypothesis that the zigzag vortexlike
structure on the photograph is actually a continuous helical-
shaped vortex around the jet and it convects downstream
along the jet axis.

Panda~1998! showed that the mode of shock motion is
the same as that of the emitted screech tone. It has to be
emphasized that Powellet al. ~1990, 1992!, Davies and Old-
field ~1962!, and Westley and Woolley~1975, 1976! believed
that there are helical vortices around the jet oscillating in the
helical C mode. Thus, it can be confirmed that the configu-
rations of the sound wave fronts and the coherent vortical

structure correspond to the shock and jet oscillation modes.

C. Sound sources of the C mode screech

First, in the present section, the generation mechanism
of the dominant helical oscillation modeC will be investi-
gated by using instantaneous schlieren photographs.

1. Schlieren photographs

From the frequency characteristics shown in Fig. 2,
Powell et al. ~1992! observed that the ratio of the frequency
of the dominantC mode and the secondaryb ~or d! mode
was about 1.22 at a pressure ratioR53.90. This fact sug-
gests that the length of the feedback loop for oscillation
modeC will be shortened compared with that for the second-
ary oscillation modeb ~or d! at the same pressure ratio. In
this study, the locations of the screech tone sound sources in
the dominant helical oscillation mode were explored by us-
ing instantaneous schlieren photographs.

Figure 5 shows an instantaneous photograph of the free
jet issuing from a circular nozzle ‘‘N’’ at a pressure ratioR
53.90. This photograph was taken by using a Xe flash lamp
with an exposure of about 1ms. In this case, it has already
been confirmed that the oscillation mode of the jet is helical
~Davies and Oldfield, 1962; Westley and Woolley, 1975,
1976; Powellet al., 1990, 1992!. So, in this photograph, we
can see several shock cell structures ‘‘S’’ in the jet, a
downstream-convecting helical vortex ‘‘V’’ around the jet,
and upstream-propagating very strong sound waves ‘‘W’’ in
the ambient which have helix wave fronts.

In this photograph, it is also observed that the sound
waves are radiated from a few prominent points ‘‘P’’ on the
helical vortical structure around the jet. This fact seems to
indicate that these prominent points are the evanescent sound
sources in the helical oscillation mode. A few elliptic-shaped
dark portions ‘‘D’’ are also seen outside the jet in the down-
stream region of the second shock cell and are arranged in

FIG. 9. Circular jet exhausted at a pressure ratioR53.90: ~a! instantaneous
schlieren photograph~1 ms!; ~b!–~d! multiple exposure photographs;~e!
long time exposure photograph~1/30 s!.

FIG. 10. Photographs of the jets in the lateral oscillation modeD (R
54.87): ~a! looking perpendicularly to the oscillation plane,~b! looking in
the oscillation plane.
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the opposite side of the jet to respective prominent points to
form a zigzaglike pattern. These dark portions may be re-
spective sound source before a half period of the jet oscilla-
tion. This situation will be described in more detail in the
next section. Inside the dark portions, the local pressure is
lower than the ambient pressure. The sound waves propagate
upstream with strong directionality.

2. Feedback loop for the dominant helical oscillation
mode C

In the following, the feedback loop of the screech tone
generation for the dominant helical oscillation modeC will
be examined by using a series of photographs showing one
cycle of the jet oscillation.

Figures 6~a! and~b! show an underexpanded free jet at a
pressure ratio ofR53.90. In these photographs, the locations
of the upstream-propagating sound wave fronts almost coin-
cide with each other. Although these photographs were taken
at a very long time interval compared with the period of the
tone generation, the locations and shapes of the large helical
vortices, the locations of the prominent points, and the loca-
tions and sizes of the dark portions in both photographs al-
most coincide with each other. Obviously, these photographs
are different only in the small scale of flow structures. Such
a situation strongly suggests that the predominant large-scale
phenomena are repeated periodically and synchronously.
Therefore, we can use the location of the upstream-
propagating wave front as a reference time in order to inves-
tigate the generation mechanism of the screech tone for the
helical oscillation mode.

By making use of the above idea, we can demonstrate
one cycle of the feedback loop occurring in an underex-
panded jet issuing at a pressure ratio ofR53.90 by a series
of the instantaneous schlieren photographs as shown in Fig.
7 where the time passes in alphabetical order.

In Fig. 7~a!, we can see what appears to be a clear heli-
cal vortex crossing the rear edge of the third shock cell; it has
an inclination decreasing with increasing distance from the
nozzle exit. In this photograph, five tiny but very prominent
white circles ~points! can be seen on the helical vortex.
These points can be seen at the bending points of the zigza-
glike pattern~actually as the zigzaglike pattern shows the
helix, the bending points do not exist! of the vortex appear-
ing in this photograph. The first prominent point appears at a
position slightly downstream of the rear edge of the second
shock cell. The second prominent point is seen at a position
just downstream of the rear edge of the third shock cell. The
third one is seen near the rear edge of the fourth cell. The

fourth prominent point is seen at the middle of the fifth cell.
And, the fifth point is seen at the rear edge of the fifth cell. It
is also observed from this photograph that the screech tones
are radiated from these very prominent points. In the sym-
metric positions relative to the jet axis for these prominent
points, elliptic-shaped dark portions can be seen.

Near sound field as well as flow pattern at this instant
@Fig. 7~a!# is schematically and three-dimensionally shown
in Fig. 7~g!. In this figure, five prominent points which ap-
peared on the coherent vortical structure ‘‘V’’ are denoted by
‘‘ P1’’–‘‘ P5 .’’ Dark portions are indicated by ‘‘D1’’–‘‘ D4’’
and sound waves propagating upstream and downstream are
denoted by ‘‘W’’ as shown in Fig. 5.

In the next photograph@Fig. 7~b!# which shows the flow
pattern of the jet at about one quarter of one cycle later than
flow pattern shown in Fig. 7~a!, the zigzaglike pattern of the
helical vortex moves downstream and becomes somewhat
obscure. In this case, since the prominent points exist on the
jet axis and optically overlap with the turbulent jet, it is
difficult to find them in this photograph. Two wave fronts
~denoted by arrows! propagating in the upstream and down-
stream directions are seen. They seem to be emitted from the
second prominent point ‘‘P2’’ located near the end of the
third shock cell@Fig. 7~g!#.

In Fig. 7~c!, we can see again a clear helical vortex
crossing the rear edge of the third shock cell but it has re-
verse inclination with that for the helical vortex shown in
Fig. 7~a!. In this case, only one prominent point is visible
just downstream of the rear edge of the third cell, but its
position is in the opposite side~upper side! of the jet to the
second prominent point ‘‘P2’’ as shown in Fig. 7~g!.

In Fig. 7~d!, which shows the flow pattern of the jet at
about one half of one cycle later than the flow pattern shown
in Fig. 7~a!, the principal flow pattern becomes opposite to
the jet axis and three prominent points@corresponding to
‘‘ P1’’–‘‘ P3’’ in Fig. 7~g!# can be seen.

In Fig. 7~e!, a clear helical vortex can be seen in the
downstream region of the third shock cell and it has an in-
clination decreasing with increasing distance from the nozzle
exit. The third and fourth prominent points can be seen and
again two wave fronts~indicated by arrows! propagating in
the upstream and downstream directions are observed. They
seem to emit from the second prominent point ‘‘P2’’ located
near the end of the third shock cell as shown in Fig. 7~b!.

Figure 7~f! shows the flow pattern of the jet at about one
half of one cycle later than the flow pattern in Fig. 7~b!. In
this case, it is also difficult to see the prominent points.

FIG. 11. Variation in phase anglew at the moveable and
fixed microphones, separated by angleu, for the screech
mode as follows~a! modeC, ~b! modeu, ~c! modeb ~or
d!.
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From the detailed analysis of the series photographs pre-
sented above, we can say:

First, a helical-shaped vortical structure moves down-
stream with the passage of time.

Second, the prominent point ‘‘P2’’ which is denoted by
an arrow in Fig. 7~a! and appeared downstream from the
third shock cell and disappear the next instant@Fig. 7~b!#.
And then, it appears in the upper side of the jet@Figs. 7~c!
and~d!#. It disappears again@Figs. 7~e! and~f!# and appears
in the lower side of the jet@Fig. 7~a!#. This fact can be
understood by considering that the prominent point ‘‘P2’’
rotates around the jet axis.

Third, although in the photograph of Fig. 7~a! a very
prominent point~the second prominent point ‘ ‘P2’ ’) ap-
pears on the lower side of the jet, it disappears the next
instant @Fig. 7~b!# and two sound waves~indicated by ar-
rows! propagating upstream and downstream appear. Such a
situation can also be seen in the upper side of the jet as
shown in the photographs of Figs. 7~d! and~e!. Therefore, it
is concluded that the prominent point ‘‘P2’’ appearing near
the third shock cell end is a dominant sound source of the
helical-shaped wave front of the screech tone and rotates
about jet axis.

Fourth, considering the dark portion ‘‘D2’’ which is seen
on the opposite side of the second prominent point ‘‘P2’’
relative to the jet axis, the dark portion ‘‘D2’’ always appears
in the axially symmetric location to the corresponding
prominent point. The axial distances from the nozzle exit to
the prominent point ‘‘P2’’ and the dark portion ‘‘D2’’ are
always the same, independent of time. Therefore, the dark
portion ‘‘D2’’ also rotates about the jet axis in the same plane
of the second prominent point. Such situations can be seen in
the other prominent points~‘‘ P1 ,’’ ‘‘ P3 ,’’ and ‘‘ P4’’ ! and
dark portions~‘‘ D1 ,’’ ‘‘ D3 ,’’ and ‘‘ D4’’ !. Namely, these dark
portions show the marks of the former sound sources.

Fifth, in Figs. 7~a! and ~d!, the wave front reaches the
nozzle lip one and one half~3/2! cycles after its radiation
~indicated by arrows!. In this case, the sound wave front
reaches the opposite side of the nozzle lip relative to the jet
axis to the sound source. This is the peculiar characteristic
observed in the helical oscillation mode. In the case of the
axisymmetrical and lateral oscillation modes, the wave fronts
reach the nozzle lip one or two cycles later than their radia-
tion.

Upon reaching the nozzle lip, the helical-shaped sound
wave front sweeps the nozzle lip in one turn during one cycle
by the screech tone. By stimulating the thin shear layer by
this wave front, a new vortical structure is generated near the
nozzle lip and is grown up during the convection in the sec-
ond shock cell as seen in Fig. 7~c!. This vortical structure is
further convected downstream along the jet axis again and
the grown vortical structure can be seen in the third shock
cell structure as shown in Fig. 7~a!. At this instant, the sec-
ond prominent point ‘‘P2’’ appears at a position just down-
stream from the rear edge of the third shock cell and the
lower side of the jet boundary. Then, two sound waves are
radiated from this prominent point ‘‘P2’’ as shown in Figs.
7~a! and~b!. One of these sound waves propagates upstream
through the ambient again. Thus, the process is repeated and

the feedback loop for the dominant helical oscillation mode
C is completed.

Although we can see the feedback process of the screech
tone generation for the helical oscillation modeC from only
one direction in the series of the photographs, it must be
noted that the helical vortexlike structure and the helical
wave front of the sound have a continuous three-dimensional
structure. Therefore, such a feedback process must be gener-
ated at all times in the constant feedback path between the
nozzle exit plane and the plane where the evanescent sound
source visible as the second prominent point ‘‘P2’’ appears.
As the successive segments of the helical vortexlike structure
pass through the plane in the direction of the jet axis at
different instants, the point sound sources are generated con-
tinuously and rotate about the jet axis.

In the photographs of Figs. 7~a! and ~b! whose time
difference is about one half cycle of the jet oscillation, the
shock wave at the rear edge of the third cell interacts with
helical vortex at two axisymmetric positions on the upper
and lower jet boundaries, respectively. As these two photo-
graphs look at the jet from one direction, these photographs
show that the oscillating shock wave owing to the jet oscil-
lation interacts with the helical vortexlike structure in the
plane described above just in one cycle of the jet oscillation.
Therefore, it is confirmed that this dominant helical mode
tone is generated by the resonance caused by the interaction
between the downstream-convecting coherent helical vortex-
like structure and the synchronously oscillating oblique
shock wave in the jet.

3. Moving sound source along a circular orbit

In the case of helical oscillation modeC, when the he-
lical coherent vortexlike structure travels a constant length of
the feedback loop, each part of the helical vortexlike struc-
ture must travel the same distance at the different radial po-
sition to keep a constant axial length of the feedback loop at
every instant. So, the screech tone must be generated by the
sound source rotating about the jet axis at a constant speed in
a plane labeled ‘‘A’’ perpendicular to the jet axis as shown in
the left hand figure of Fig. 12. In this case, infinite numbers
of point sources are generated successively in adjacent points
on a circle around the jet boundary by the interaction be-
tween the helical vortical structure and the oblique shock
near the rear edge of the third shock cell. As soon as a point
source is generated, a spherical sound wave is radiated from
the point source and then it disappears. So, the point source
is an evanescent one. Therefore, such a sound source seems
to act as if it was a moving point source along a circular orbit
and its frequency is equal to the screech tone.

FIG. 12. Schematic view of the oscillating jet in the helical mode and the
orbit of the moving sound source.
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If this image of the moving sound source is correct and
the speed of the moving sound source is subsonic, the Dop-
pler shifted frequency of the screech tone would be detected
in the near sound field in plane ‘‘A’’ perpendicular to the jet
axis. If the speed of the moving sound source is supersonic,
a Mach cone moving with the sound source would be gen-
erated.

In the right hand side of Fig. 12, the schematic view of
the moving sound source looking downstream from the jet is
shown. The source ‘‘P’’ moves at a speed ofv along a cir-
cular orbit whose radius isr. Speedv of the moving sound
source is calculated by using the value of the radial distance
r of the prominent point on the coherent vortical structure
and the frequency of the screech tonef. Namely, we have

v52pr f . ~1!

From the photograph shown in Fig. 7, the value of radial
displacementr was determined to be 0.96 cm. The frequency
of screech tonef was measured as 11.85 kHz. So, velocityv
is calculated to be 715 m/s, namely, the speed of moving
sound source is supersonic. Therefore, it is inferred that the
Mach cone is generated behind the moving sound source as
shown in the lower part of Fig. 13. The upper part of Fig. 13
shows a side view of the moving Mach cone with the point
sound source. In this figure, the speed of point source ‘‘P’’
and the sound velocity are denoted by lettersv andc, respec-
tively. Referring to this figure, a half angle of the Mach cone,
a, is calculated by

sina5c/v5340/71550.476, ~2!

which yields

a528.4°. ~3!

The envelope of the Mach cone extends in the upstream
and downstream directions in the ambient as the sound
source moves along the circular orbit. A half distancel 8 of
the Mach cone extending along the jet axis during one turn
of the moving sound source is calculated as

l 852pr tana52p30.9630.5453.26 cm. ~4!

In the series photograph of Fig. 7, it is observed that the
wave front of the screech tone arrives at the nozzle lip 1.5
cycles after its emission. Then, the transfer distancel of the
envelope of the Mach cone along the jet axis during a 1.5
turn of the moving sound source is obtained as

l 51.53 l 854.89 cm. ~5!

This value is very close to the axial distance (x
54.7 cm) from the sound source to the nozzle exit obtained
by the Schlieren photograph.

From the abovementioned facts, it will be confirmed that
the envelope of the Mach cone rotating with sound source
forms the helical-shaped wave front of the screech tone. Us-
ing this idea, the directionality of the screech tone in the
helical oscillation modeC can be considered. As shown in
Fig. 13, the envelope of the Mach cone or the helical-shaped
wave front of the screech tone inclines to the plane where the
sound source rotates about jet axis by about 30°. Then, the
directions of propagation of the helical-shaped wave fronts
are aboutb530° and 150°, where angleb is measured from
the jet axis in the downstream direction. Therefore, maxi-
mum sound pressure level~SPL! will be observed at about
b530° and 150° and the minimum SPL will be obtained at
aboutb560° and 120°.

Figure 8 shows the directionality of the screech tone for
the pressure ratioR53.90. In this figure, open circles indi-
cate the average values of the SPL of the dominant tone~C
mode, 11.85 kHz! and the error bars represent the limit of the
scatter of individual measurements, six in number. From this
figure, it is observed that the directionality of the dominant
screech tone agrees very well with the prediction mentioned
above. Therefore, the measured directionality of the screech
tone supports the idea of the moving sound source at a su-
personic speed.

4. Sound source of the C mode screech

In the series of the schlieren photographs shown in Fig.
7, five sound sources are observed. From this figure, it is
confirmed that the second prominent point ‘‘P2’’ that appears
slightly downstream from the third shock cell is the very
strong sound source of the dominantC mode tone. What
physical conditions determine the axial position of the sound
source of this dominant screech tone? In order to clarify this
problem, a long time exposure photograph was examined.

Samples of the instantaneous and the long time exposure
photographs of the jet exhausted at a pressure ratioR
53.90 are shown in Fig. 9. For the instantaneous schlieren
photograph@Fig. 9~a!#, a stroboscopic flash unit having a
duration of about 1ms was used. For the long time exposure
photograph@Fig. 9~e!#, an Hg monochromatic continuous
light source was used and the duration time was 1/30 s. At
first glance, these two photographs seem to show completely
different phenomenon. It is difficult to find a relation be-
tween the flow structures especially in the downstream re-
gion in these two photographs. The flow shown in the instan-
taneous photograph seems to be very turbulent, and the

FIG. 13. Schematic view of the Mach cone and the orbit of moving sound
source.
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three-dimensional helical structure can be seen. It is difficult
to identify the fourth, the fifth, etc. shock-cell patterns seen
in the long time exposure photograph.

On the other hand, the long time exposure photograph
shows a rather smooth and regular shock-cell pattern. The
butterfly pattern seen in the fourth and the fifth cells indicate
that the shocks are oscillating axially as well as radially. In
the present experiments, the shock pattern in the long time
exposure photographs did not change its shape and location
even when the exposure time was varied from 1/1000 s to
1/4 s. It suggests that the shock pattern seen in Fig. 9~e!
shows some time mean feature of the jet structure.

In order to find a more distinct relationship between the
instantaneous photograph and the long time exposure one,
photographs with multiple exposures were taken, as shown
in Figs. 9~b!–~d!. The duration of each flash is about 1ms
and the time interval between two successive flashes is about
1 s. The numbers of flashes are denoted in each photograph.
With increasing number of flashes, the shock pattern be-
comes more clear and the sound field surrounding the jet
becomes quieter. When the number of flashes is 200@Fig.
9~d!#, the structure of the jet is almost the same as that shown
in the long time exposure photograph@Fig. 9~e!#. Since the
time interval of two successive flashes is long enough, we
may assume that each flash was substantially distributed uni-
formly in one cycle of the jet oscillation.

In the long time exposure photograph@Fig. 9~e!#, a but-
terfly pattern can be seen in the fourth cell. This pattern
shows that the fourth cell vibrates violently. At an axial po-
sition of the leading edge of the axisymmetrical antennalike
pattern of the butterfly, it can be seen that the spreading ratio
of the jet boundary increases abruptly and takes its maximum
value.

The observed large widening of the jet boundary near
the rear edge of the third shock cell is considered as follows:
As experimental investigations by Minota~1993! and
Szumowski and Sibieraj~1996! and the numerical simulation
by Inoue and Hattori~1999! showed, when a vortex interacts
with a shock wave, the shock wave is deformed and very
strong sound waves are generated. In this dominant helical
mode case, segments of the continuous helical vortical struc-
ture interact with the oscillating oblique shock successively
at the rear edge of the third shock cell and segments of the
vortical structure collapse and then, infinite numbers of point
sound sources are generated successively. Thus, the jet
boundary is widened just downstream of the rear edge of the
third shock cell, as observed in the long time exposure pho-
tograph of Fig. 9~e! and sound sources surely exist at the
axial distance where the spreading ratio of the jet boundary
is a maximum. In this case, the axial distancex/d of the
sound source is determined as 4.7 from the photograph.

5. Sound sources of u and b (or d) modes

In the previous sections, the second prominent point
‘‘ P2’’ appearing near the end of the third shock cell was
decided as a sound source of the dominant helicalC mode
tone by surveying a series of instantaneous schlieren photo-
graphs in Fig. 7. So, it became clear that this dominantC
mode tone is generated by the feedback loop between the

nozzle exit and the second prominent point ‘‘P2’’ rotating
around the jet axis. In a spectrum shown in Fig. 14, this
dominant helicalC mode tone is observed as a very large
peak, which exceeds the broadband noise by about 20 dB.
This spectrum was obtained by using a fixed microphoneM f

shown in Fig. 1. Furthermore, we can see that the helicalC
mode tone has double sideband frequencies at a distanceD f
on the abscissa. The oscillation modes of jets at these side-
band frequencies are denoted byu andb ~or d! after Fig. 2. If
the frequency of the helicalC mode tone is denoted byf C ,
the frequencies of the sideband aref C1D f and f C2D f ,
respectively.

We can also see in this spectrum that a discrete fre-
quency componenth, which has a very small peak, and the
frequency nearly equal to the frequency differenceD f
(51.9 kHz) between the frequencies of the helicalC mode
tone f C(511.85 kHz) and the secondaryu mode tonef u

(513.8 kHz) orb ~or d! mode tonef b,d(59.9 kHz). This
fact indicates that the signalC is amplitude-modulated by the
signalh of frequencyD f .

Now, consider the sound source for the secondaryb ~or
d! mode tone. In the case of the dominant helicalC mode, it
has already been determined that the feedback length is
about 4.7 times the nozzle diameter and the fundamental
resonant frequency is 11.85 kHz. If the third prominent point
‘‘ P3’’ is assumed to be the sound source of the secondaryb
~or d! mode tone, the feedback length for this tone is 5.7
times nozzle diameter. Further, if the resonant frequency is
inversely proportional to the feedback length, it is calculated
to be 9.8 kHz. In the spectrum shown in Fig. 14, the fre-
quency of a small peak labeledb ~or d! is 9.9 kHz and agrees
very well with the calculated one. Therefore, it is confirmed
that the third prominent point is identified as the sound
source of the secondary modeb ~or d!. Thus, it is concluded
that the large ratio~1.2! of two frequencies of the screech
tones between the dominantC mode ~11.85 kHz! and the
secondaryb ~or d! mode~9.9 kHz! is caused by the different
positions of the respective sound sources generated in the
same jet.

Further, in the photograph of Fig. 7~a!, the other three
prominent points~‘‘ P1 ,’’ ‘‘ P4 ,’’ and ‘‘ P5’’ ! are observed at
the positions of 3.5, 6.7, and 7.7 times the nozzle diameter,
respectively, from the nozzle lip. The corresponding resonant
frequencies to these sound sources are estimated as 15.9
kHz, 8.3 kHz, and 7.2 kHz, respectively. But, although a

FIG. 14. Spectrum measured by a fixed microphoneM f shown in Fig. 1
(R53.90).
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very small peak with a frequency of about 7 kHz is seen in a
circle, a peak corresponding to the frequency of theu mode
tone ~13.8 kHz! and the peaks for the other two frequencies
cannot be seen in the spectrum shown in Fig. 14. Therefore,
the sound source for theu mode does not exist. So, the sound
wave for theu mode is considered as a higher sideband fre-
quency wave due to amplitude modulation.

6. Identification of the instability modes u and b (or
d)

In the previous section, it is confirmed that the genera-
tion of the secondary tones ofu and b ~or d! modes is ac-
companied by the generation of the dominant tone ofC
mode. Therefore, it is expected that the oscillation modes of
these secondary tones may be the same as that of the domi-
nant helicalC mode. However, in the previous investigation
~Powell et al., 1990, 1992!, it was inferred without direct
phase measurement of the sound that as dominantB and D
modes were connected by secondaryb ~or d! mode, this
mode was actually the same as dominantB and D modes
~lateral!.

Thus, in this section, in order to examine which suppo-
sition is correct, phase measurements of the sound waves
were carried out using two microphones as shown in Fig. 1.
In this experiment, three-dimensional structures of the sound
wave fronts which correspond to respective oscillation
modes of jets could be determined as was described in Sec.
III B.

Powell et al. ~1990, 1992! carried out the phase mea-
surement by drawing a correlogram of the cross correlation
of the sound signals from the two microphones. Therefore,
only the phase difference of the dominantC mode could be
measured at the pressure ratioR53.90.

In the present experiment, the phase differences of the
two sound signals were measured by calculating the cross
spectrum on the 2ch FFT analyzer. In this case, both calcu-
lated results of the magnitudes of the cross correlation and
phase differences were indicated as two graphs on the screen
of the analyzer. So, the resonant frequencies of the jets could
be detected as peaks in the magnitude of the correlation; the
corresponding phase differences of the sound signals could
be measured by scanning a cursor to these peaks no matter
how low their levels were if they were detected. An example
of the cross spectrum is shown in the two parts of Fig. 15. As

can be seen in Fig. 15~a!, three peaks of the magnitude of the
correlation were detected. Frequencies of these peaks corre-
spond to the oscillation modes ofC, u, andb ~or d!. There-
fore, in the present experiment, the phase differences of the
sound waves for these modes were measured in Fig. 15~b!.

Although there is no meaning to measure the secondary
oscillation mode ofu because the sound source for it does
not exist, as mentioned in Sec. III C 5, Fig. 11 shows the
results of the phase measurement for oscillation modesC, u,
andb ~or d! derived from the data shown in Fig. 15. These
results were obtained for the same samples of the data. The
open circles denote the average values of the 18 data sets and
the bars indicate the limit of the scatter. In Figs. 11~a! and
~b!, the linear relationship between the phase differencew
and the microphone separation angleu is obtained for modes
C and u, respectively. These linear relationships indicate a
helical oscillation mode of jet as was indicated for the oscil-
lation modeC in the previous investigations~Powell et al.,
1990, 1992!.

However, in the case of the secondaryb ~or d! mode
@Fig. 11~c!#, the result shows that there are data points clus-
tering aboutw50 and p, and data points which form the
pattern of the helical structure as was seen in modesC andu.
This result shows that the secondaryb ~or d! mode oscillates
in the lateral mode and it occasionally changes to the helical
one at the same frequency as was shown in the case of the
dominant B mode in the previous investigation~Powell
et al., 1990, 1992!.

In the result of the dominantC mode shown in Fig.
11~a!, if the sense of rotation of the helix is defined as posi-
tive when the value ofw is positive, the sense of rotation of
the helix is the reversal to the former one when the value of
w is negative. In the present experiment, it was found that
when the values ofw for the dominantC mode is positive,
the values ofw for the secondaryu andb ~or d! modes also
are positive, andvice versa. Therefore, it is confirmed that
the senses of rotation forC, u, andb ~or d, when the oscil-
lation mode is a helical one! modes are the same.

D. Sound source of the A mode screech

Next, the sound source of the jet oscillating in the axi-
ally symmetric mode was investigated. Figure 3 shows a
photograph of the jet oscillating in the axially symmetricA1

mode for a jet pressure ratioR52.16. In this photograph, the
sound source is seen as a barbell-like dark portion at the rear
edge of the third shock cell~indicated by an arrow!. The
distance from the nozzle exit to the center of the dark portion
is 1.9d. It is observed that wavelengthl of this screech is
also 1.9d. Thus, the distance from the nozzle exit to the
sound source in the axisymmetric oscillation mode is the
same as the wavelength of the screech.

E. Sound sources of the dominant B mode screech

Powell et al. ~1992! have shown that the first lateral
mode~dominantB mode! occasionally changes to a helical
mode at the same frequency. What does occur in the change
of oscillation modes at the same pressure ratioR and at the
same frequency? In order to understand this mysterious phe-

FIG. 15. Cross spectrum of sound signals from two microphones (R
53.90): ~a! magnitude;~b! phase difference.
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nomenon, two schlieren photographs of the jet taken at a
pressure ratioR52.93 were carefully investigated. These
photographs are shown in Fig. 4. Figure 4~a! shows the jet
oscillating in the lateral mode, while Fig. 4~b! demonstrates
the jet in the helical oscillation mode. The difference be-
tween both oscillation modes can easily be discriminated by
the observation of the vortical structures in these photo-
graphs.

In the lateral mode, several discontinuous vortices are
arranged alternately along the jet axis. In contrast to this, in
the helical oscillation mode, a continuous helical vortex is
seen around the jet. Comparing these photographs, it is ob-
served that the wavelengthl of these sound waves is nearly
equal to 2.8d. However, axial distances from the nozzle exit
to the prominent points and the centers of dark portions as
the sound sources are different from each other.

By careful examination of these photographs, it was
found that the axial spacing between two adjacent sound
sources is nearly the same in both photographs. Namely, in
Fig. 4~a! ~lateral mode!, the spacing between the centers of
two adjacent dark portions seen on either side of the rear
edge of the fourth cell is 1.6d. In Fig. 4~b! ~helical mode!,
the spacing between the adjacent two prominent points seen
in the upper or lower part of the jet is also 1.6d. Therefore,
it is believed that the sound waves in both oscillation modes
are generated at the same time interval during which the
vortices pass through this distance of 1.6d, which is just the
period of these sound waves.

In the case of the lateral mode shown in Fig. 4~a!, a
prominent point~denoted by an arrow! exists near the rear
edge of the third shock cell. The axial distance from the
nozzle exit to this prominent point is 2.8d, which is equal to
one wavelength of the sound in this case. In contrast to this,
for the case of the helical oscillation mode shown in Fig.
4~b!, a prominent point~denoted by an arrow! is seen near
the rear edge of the fourth shock cell. The axial distance
from the nozzle exit to this prominent point is 4.2d which is
equal to 1.5 times wavelength of the sound. The former situ-
ation is easily understood by a feedback process proposed by
Powell ~1953a!. As the feedback loop for the dominant heli-
cal oscillation mode ofC has been investigated in the previ-
ous section, the latter situation can also be reasonably under-
stood.

Therefore, it is confirmed that for the lateral and helical
oscillation modes appearing in dominant modeB, the sound
sources exist at different axial distances from the nozzle exit.
Namely, for the lateral oscillation mode, the sound source
exists at one wavelength of the sound downstream of the
nozzle exit~near the rear edge of the third shock cell!. In the
case of the helical oscillation mode, the sound source exists
at one and one half wavelengths of the sound downstream of
the nozzle lip~slightly downstream of the fourth cell! and it
rotates around the jet axis.

F. Sound source of the dominant D mode screech

Finally the sound source for the dominant modeD was
examined. Powellet al. ~1990, 1992! have shown that in this
oscillation mode, the jet oscillates laterally and the plane of

oscillation rotates, vibrates, and dwells. Figure 10 shows the
jets oscillating in this lateral mode. The pressure ratio of the
jet is R54.87.

Figure 10~a! is a view of the jet looking perpendicularly
to the oscillation plane. In this photograph, it is observed that
the sound waves with very short wavelength~high fre-
quency! propagate in the direction about 30 deg downstream
to the jet axis. Those high frequency sound waves are known
to be radiated by the small vortices moving downstream
around a jet at a supersonic velocity.

Figure 10~b! is a view of the jet looking in the oscilla-
tion plane. In this photograph, it is observed that the jet
oscillates violently in the lateral oscillation mode and the
very high frequency sounds are radiated. It is also observed
that a very prominent point is seen at the rear edge of the
fifth shock cell~denoted by an arrow!. At this point, the jet
axis bends significantly. The screech tone is radiated from
this prominent point. So, it is confirmed that the dominant
sound source in this lateral oscillation modeD exists at the
rear edge of the fifth cell. From this photograph, it is also
observed that in this case the screech tone emitted from the
prominent point~sound source! at the rear edge of the fifth
shock cell reaches the nozzle exit two cycles later.

Last, it must be noted that in the cases of the axially
symmetric and lateral oscillation modes, the screech tones
are generated intermittently by the interaction between the
downstream-convecting discontinuous vortices around the jet
and the oblique shock waves in the rear edge of the shock
cells, while in the case of the helical oscillation mode, the
screech tones are produced continuously by the interaction
between a downstream-convecting helical vortex and the os-
cillating oblique shock waves in the shock cells.

IV. DISCUSSIONS

In this experimental study, mainly the generation of the
screech tone in the dominant helical oscillation modeC was
investigated using a series of instantaneous schlieren photo-
graphs and it is observed that the moving sound source for
modeC appears as the prominent point ‘‘P2’’ on the helical-
shaped coherent vortical structure. This sound source is gen-
erated by the interaction between the helical-shaped coherent
vortical structure and the oscillating oblique shock at the rear
edge of the third shock cell. As soon as the point sound
source is generated, a spherical sound wave is radiated from
it. So, the sound source is an evanescent one and only one
point source exists at every instant. Infinite numbers of such
evanescent sound sources are generated at adjacent circum-
ferential places in the plane perpendicular to the jet axis and
just downstream of the end of the third shock cell. From
these evanescent sound sources, infinite numbers of spherical
sound waves are radiated successively. Therefore, these
sound sources seem to act as if they were moving point
sources along a circular orbit on the plane at a constant su-
personic speed and an envelope of the sound waves forms a
Mach cone moving along the circular orbit.

Prominent points appear at two instants in one cycle of
the screech tone as shown in Fig. 7. They appear on upper
and lower sides of jet. So, these prominent points indicate
the front and back views of a head of the moving Mach cone.
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The envelope of the Mach cone is widened both in the
upstream and downstream directions as the sound source
moves along the circular orbit and forms two helical-shaped
wave fronts propagating in the upstream and downstream
directions. This situation is observed in the photographs of
Figs. 7~b! and ~e!. The distance from the nozzle exit to the
plane of the circular orbit of the moving sound source could
be estimated using this idea.

The idea of the moving Mach cone with sound source at
the supersonic speed is not only capable of predicting the
formation of the helical-shaped wave front of the screech
tone, but can also explain the directionality of the screech
tone in the helical oscillation mode of jet: maximum SPL at
angles of 30° and 150°, minimum SPL at angles of 60° and
120° as shown in Fig. 8.

But, why is the observed directionality of the screech
tone in the helicalC mode antisymmetric in the upstream
and downstream directions as shown in Fig. 8? It is difficult
to understand this fact using the idea of the single moving
sound source at a supersonic speed, because the sound waves
produced as the envelope of the moving Mach cone must
have the same intensity both in the upstream and down-
stream directions. Such situations are observed in the upper
side of the jet shown in Fig. 7~a! and in the lower side of the
jet shown in Fig. 7~b!.

To understand the antisymmetry of the directionality of
the screech tone in the helicalC mode, the series of schlieren
photographs shown in Fig. 7 must be investigated carefully:
In Fig. 7~b!, it is observed that two strong sound waves with
symmetrical wave fronts are generated from the second
prominent point ‘‘P2’’ and are propagated in the upstream
and downstream directions on the lower side of the jet. When
the upstream-propagating sound wave passes through the
rear edge of the second shock cell, as observed in Figs. 7~c!
and ~d!, the original sound wave generated by the second
prominent point ‘‘P2’’ is intensified by the superposition
with the sound wave produced by the first prominent point
‘‘ P1’’ appearing in the slightly downstream of the rear edge
of the second shock cell.

Likewise, in Fig. 7~e!, it is observed that two strong
sound waves are produced from the prominent point ‘‘P2’’
and are propagated in the upstream and downstream direc-
tions in the upper side of the jet. When the upstream-
propagating sound wave passes through the rear edge of the
second shock cell, it is observed from Fig. 7~b! that the origi-
nal sound wave is also reinforced by superposition with the
sound wave generated by the first prominent point ‘‘P1 .’’

In such a way, it can be understood that the screech tone
in the helical oscillation mode is intensified in the upstream
direction by the superposition of the sound waves generated
by the second and first prominent points ‘‘P2’’ and ‘‘ P1 .’’
The intensifying mechanism of the screech tone in the domi-
nant helicalC mode observed in the above series of photo-
graphs partly supports the usefulness of the idea of the su-
perposition of the sound waves from the phased array of two
sources (‘‘P1’ ’ and ‘‘ P2’ ’) as proposed by Powell~1953b!.

Use of the only one idea of the superposition of the
sound waves from the several sources, however, seems to be
inadequate to explain the directionality of the screech tone in

the helical oscillation mode, because it cannot predict maxi-
mum SPL at angles of 30° and 150° and minimum SPL at
angles of 60° and 120° as shown in Fig. 8. Furthermore, the
experimental result obtained by Norum~1983! for the direc-
tionality of the screech tone in the helical oscillation mode
shows discrepancy with the calculated one using the idea of
superposition of the sound waves, especially for the angular
positions less than 60° and greater than 150° from the jet
axis.

Therefore, to satisfactorily understand the whole direc-
tionality of the screech tone in dominant helical modeC,
both ideas of the moving sound source at a supersonic speed
and the superposition of the sound waves from the phased
array are needed.

Incidentally, Powellet al. ~1990! described an idea of
the rotating sound source about the jet axis at a supersonic
speed in conjunction with the helical oscillation mode of jet.
But, they did not describe explicitly the concept of the Mach
cone moving with the sound source. So, it was difficult to
understand why the helical-shaped wave front is formed.
They overestimated the feedback frequency, because they did
not use the exact value for the diameter of the circular orbit
of the moving sound source. They used nozzle diameterd as
the diameter of the circular orbit. Actually, the diameter of
the circular orbit was found to be 1.92d by the schlieren
photograph in the present investigation. So, overestimation
of the feedback frequency by Powellet al. ~1990! was cor-
rected using the value 1.92d as the diameter of the circular
orbit. Powellet al. ~1990! estimated the inclination anglea
of the helical-shaped wave front of the screech tone as about
66°. This value did not agree at all with that observed in the
schlieren photograph. The calculated value ofa should be-
come about 28°, if the value of 1.92d was used instead ofd.
This inclination angle of the helical-shaped wave front
agrees very well with that observed in the schlieren photo-
graph.

Here, some accompanying phenomena occurring with
the dominant helical oscillation modeC of the jet were in-
vestigated. In the sound spectrum for a pressure ratioR
53.90 ~Fig. 14!, the dominantC mode tone and the second-
ary u andb ~or d! mode tones are observed. In these tones,
sound sources actually exist for the dominantC mode and
the secondaryb ~or d! mode, but the sound source does not
exist for the secondaryu mode. This secondary tone belong-
ing to theb ~or d! mode is generated from the third promi-
nent point ‘‘P3’’ appearing at the rear edge of the fourth cell.
The large ratio of 1.2 of the frequencies of screech tones
between the dominant modeC and the secondary modeb ~or
d! is caused by the difference of the distances from the
nozzle exit to the respective sound sources.

The sound wave for theu mode is observed as that with
a higher sideband frequency owing to the amplitude modu-
lation. The phenomenon of the amplitude modulation was
reported in our previous papers on the hole-tone generation
from choked jets~Umeda et al., 1988; Umeda and Ishii,
1993!. In these papers, it was suggested that the frequency of
the amplitude modulationf M is nearly equal to the frequency
difference between the frequency of the dominant hole-tone
f 0 and that of the screech tonef S radiated from the free jet.
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In the case of the screech tone, it is considered that the
amplitude modulation of the helicalC mode tone occurs
when the jet is excited by the sound wave having a beat
frequencyD f . This beat frequency is occurred by the fre-
quency difference between the frequencies of the real sound
waves in the dominant helicalC mode (f C) and the second-
ary b ~or d! mode (f b,d).

Now, consider the reason why the tone in theb ~or d!
mode is secondary one. In the photographs shown in Figs.
7~a! and ~d!, it can be seen that the sound source ‘‘P3’’ for
this mode exists near the rear edge of the fourth cell. At this
place, the helical vortical structure is fairly disintegrated af-
ter interaction between the vortical structure and a shock
wave at the rear edge of the third shock cell. So, the sound
source in this case will be relatively weak. Therefore, it is
concluded that the tone belonging to theb ~or d! mode and
the other two tones becomes a secondary tone.

Next, since the helical modeC of the jet oscillation is
dominant, it was supposed that the secondary oscillation
mode of b ~or d! accompanied with the dominant helical
mode was also helical one. From the present experiment,
however, it was observed that the secondaryb ~or d! mode is
the lateral and occasionally changes to the helical one@see
Fig. 11~c!#. The result partly supports the above supposition.
Namely, we could expect the helical oscillation mode, but
could not expect the lateral one which occasionally occurred.

The reason this lateral mode occurs may be considered
as follows: In the photograph of Fig. 7~a!, it is observed that
the second prominent point ‘‘P2 ,’’ which is the sound source
of the tone for the dominantC mode, appears slightly down-
stream from the rear edge of the second shock cells. So, at
this place, the sound wave is generated from the jet oscillat-
ing tightly in the helical mode. But, the third prominent point
‘‘ P3 ,’’ which is the sound source of the tone for the second-
ary b ~or d! mode, appears at the rear edge of the fourth
shock cell. At this location, it is suggested that the jet has
two degrees of freedom of oscillation in the helical and lat-
eral modes. This occurs because the adjacent shock cells
move in opposite directions to each other about the rear edge
of the shock cell, as was shown in Fig. 7. But, since this
sound generation process in the lateral mode is the secondary
one, as shown in the power spectrum of Fig. 14, the domi-
nant mode of jet oscillation becomes a helical one.

In the case of the dominantB mode, it is observed that
the helical mode occasionally changes to the lateral mode at
the same frequency, andvice versa. Therefore, the helical
mode appearing in theB mode is unstable unlike the domi-
nant helicalC mode. The instability of the helical mode ap-
pearing in theB mode may be constructed in the following
manner: As Powellet al. ~1992! described, when two lateral
oscillation modes of jet with the same frequency and almost
the same amplitude occur in two planes perpendicular to
each other, the linear combination of them results in the he-
lical oscillation mode of jet. In this case, the point sound
source moves at supersonic speed along a circular orbit about
the jet axis.

However, by the jet instability, the separation angle be-
tween the two oscillation planes in the lateral mode and the
amplitude of the jet oscillation are changed from time to

time. Then, the helical oscillation mode cannot persist and
the mode changes to the lateral one. If the conditions for the
creation of the helical oscillation of the jet are satisfied again,
helical oscillation mode appears again.

Furthermore, for the lateral and helical oscillation modes
appearing in the dominantB mode, it is observed that the
dominant sound sources exist at different axial distances
from the nozzle exit for the respective oscillation modes. In
the lateral oscillation mode, the sound source exists at one
wavelength of the sound wave downstream from the nozzle
exit. In the case of the helical oscillation mode, it exists at
one and one half wavelengths downstream from the nozzle
lip and rotates around the jet axis. But the reason why the
change in the axial distance from the nozzle exit to the domi-
nant sound source appearing in the different two oscillation
modes~helical and lateral! occurs remains unsolved; further
experimental study is necessary.

In the cases of the axisymmetricA and the lateralD
oscillation modes, the dominant sound sources of the screech
exist at one wavelength and two wavelengths downstream
from the nozzle exit, respectively.

Finally, it is found from the instantaneous schlieren pho-
tographs taken in each oscillation mode of the jets that for
the axially symmetric and lateral oscillation modes, the axial
distances from the nozzle exit to the sound sources take the
values ofn @51,2# times the wavelengthsl of the screech
tones, while in the case of the helical oscillation mode, they
take the values of (n11/2) times the wavelengthl.

Therefore, it is considered that the convection Mach
numberM con of the coherent vortices is automatically con-
trolled by changing the spreading ratio of the jet boundary so
that the wavelengthsL of the vortices~defined as the spacing
between the adjacent vortices! timesn @51,2, in the cases of
the axially symmetric and lateral modes# or (n11/2) @in the
case of the helical mode# become equal to the distances from
the nozzle exit to the respective sound sources. Thus, con-
sidering the variation of the convection Mach numberM con

of the vortices with the pressure ratioR of the jet shown by
Powellet al. ~1992!, the feedback mechanism of the genera-
tion of the screech tone can be understood quite reasonably.

For this point, Panda~1999! proposed the standing wave
pattern formed by the partial interference between the
downstream-propagating hydrodynamic wave and the
upstream-propagating acoustic wave based on his experi-
mental result and showed that an exact screech frequency
formula could be derived. But, as he described, the fact that
his exact relation for the screech frequency does not require
shock spacing is somewhat puzzling.

V. CONCLUSIONS

The present experimental study was performed to solve
mainly the fundamental problems about the generation of the
dominant helical oscillation modeC of the jet:

~1! Why does the helical oscillation mode of jet occur?
~2! Where is the sound source?
~3! How dose the sound source behave?

We believe that these problems are solved by introduc-
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ing the moving sound source found in a series of photo-
graphs of the flow field along with the near-sound field. The
moving sound source is generated as follows: a helical-
shaped coherent vortex passes through the rear edge of the
third shock cell; each segment of the helical vortex produces
point sound source on the different radial places in the plane
perpendicular to the jet axis. In this way, the axial distance of
the feedback loop is kept to be constant at every instant.

The sound source of the screech tone for the dominant
helical oscillation modeC can be observed as the second
prominent point ‘‘P2’’ appeared just downstream of the rear
edge of the third shock cell. This sound source rotates about
the jet axis at a constant supersonic speed in a plane perpen-
dicular to the jet axis and forms a Mach cone with moving
sound source. The envelope of the Mach cone is widened
upstream and downstream as the sound source moves along
the circular orbit and forms two helical-shaped wave fronts
of the screech tone for the dominant helical oscillation mode
of jet. This idea of the moving sound source predicts partly
the directionality of the screech tone in the helical oscillation
mode. Therefore, we believe that three riddles about the
dominant helical oscillation mode of jet are made clear in
this investigation.

The sound sources for the secondaryu andb ~or d! mode
tone generated in conjunction with the generation of the
dominant helicalC tone were investigated. It is found that
although the sound source for the secondaryb ~or d! mode
tone exists, the sound source for theu mode tone does not
exist.

For the dominantB mode tone, it is clarified by the
schlieren photographs that the axial distance from the nozzle
exit to the location of the dominant sound source differs with
each other depending on the oscillation mode at the same
frequency~lateral or helical mode!.

Finally, it has to be stressed that our main conclusions
require the presence of the helical vortex around the jet os-
cillating in theC mode. In other words, the frequency char-
acteristics and the directionality of the screech tone and also
the corresponding oscillating behavior of the jet in theC
mode cannot be explained consistently and successfully
without the presence of the helical vortex. In this respect, the
presence of the vortex has been established rather indirectly.
Although there is ample circumstantial evidence for the ex-
istence of the helical vortex, we confidently expect that de-
tailed measurements of the vorticity distribution in the jet
will confirm the presence of the helical vortex.
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The low frequency response of orifices~slit, circular diaphragm, and perforated plate! in the
presence of mean flow is well predicted by a quasisteady theory. A refinement is brought to the
theory by considering a Mach number dependent vena contracta coefficient. The measurements of
the vena contracta coefficient of a slit agree well with the simple analytical expression existing in
the case of the Borda tube orifice. The measured scattering matrix coefficients do not depend
strongly on the geometry of the element. If the frequency is increased the moduli remain relatively
unaffected while the arguments exhibit a complex behavior which depends on the geometry. From
these considerations an anechoic termination efficient at high mass flow is designed. ©2001
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I. INTRODUCTION

Orifices and perforated plates are generic elements in
silencers which take care of sound absorption. The quasi-
steady theory assumes that the acoustic response of such el-
ements can be described as a succession of steady flow
states. This approach has been used by, among others, Ingard
and Ising,1 Cummings2 for orifices, by Ronneberger3 for sud-
den expansions in pipe cross sections and grazing flow along
wall perforations.4 A general discussion of engineering appli-
cations is provided by Davies.5 The absorption of sound in
such devices has been explained in terms of vortex shedding
by Bechert.6 Bechert6 showed also that a properly designed
orifice placed at the end of a pipe is an anechoic~nonreflect-
ing! termination at a specific Mach number. While more
elaborate theories are now available, which describe the fre-

quency dependence of the aero-acoustic response of
orifices7–10 the quasisteady theory remains a most useful de-
sign tool. In this paper we provide some information about
the frequency range in which this theory is valid. The influ-
ence of the orifice geometry~slit, circular hole, and perfo-
rated plate! is considered. While we restrict ourselves to low
frequencies, relatively high Mach numbers, as found in muf-
flers, are considered. Finally the theory is applied to design
an anechoic termination which has been used in scale experi-
ments of combustion in long pipe-lines.

A simplified model of the steady flow through an orifice
placed in a pipe is presented in Fig. 1.

At the orifice, a free jet is formed by separation of the
flow. After flow separation the jet contracts from the orifice
cross sectional areaSd to a final cross sectionSj , the vena
contracta. Further downstream the jet flow becomes unstable
and a turbulent mixing region is observed before a fully de-
veloped pipe flow is recovered. In practice the turbulent mix-
ing region can be quite long, we however assume that all the

a!Now at: PSA Peugeot Citroe¨n, Direction Organes, 18, rue des Fauvelles,
92256 La Garenne-Colombes Cedex, France.

b!Author to whom correspondence should be addressed; electronic mail:
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relevant acoustical phenomena occur within a few pipe di-
ameters.

A quantitative prediction of the aero-acoustic perfor-
mance of an orifice involves the knowledge of the ratio
Sj /Sd of jet to orifice cross sectional areas, which is called
the vena contracta factorG0 . Often the theoretical value
G05p/(21p) for an incompressible flow through a slit
shaped orifice in an infinite baffle is quoted. We propose a
semiempirical approach allowing us to predict both the effect
of compressibility of the flow~Mach number dependency!
and of the confinement in the pipe. The key idea is to use an
interpolation formula between limit cases which has been
derived by Hofmans10 for the case of a Borda tube orifice
~sharp edged pipe segment of cross sectional areaSd placed
in the orifice!.

The theory is validated by means of scattering matrix
measurements obtained by means of a two-load method11 at
the TUE ~Technische Universiteit Eindhoven! and TA-HGE
~Tenneco Automotive-Heinrich Gillet GmbH & Co. KG! and
a two-source method.11–13 at the LAUM ~Laboratoire
d’Acoustique de l’Universite´ du Maine!.

Finally the design of a robust anechoic pipe termination
effective over a broad range of Mach numbers and frequen-
cies is discussed.

II. PREDICTION OF AERO-ACOUSTICAL RESPONSE

A. Wave propagation

Consider a diaphragm as a discontinuity between two
uniform pipe segments of cross sectional areaSp . The flow
upstream of the discontinuity is assumed to be one-
dimensional and is determined by the flow velocityu1 , the
pressurep1 , and the densityr1 . This flow is assumed to be
isentropic, there are no incoming fluctuations of the entropy
convected with the flow. Downstream of the discontinuity,
we assume again a one-dimensional flow with velocityu2 ,
pressurep2 , and densityr2 . This flow is assumed to be
adiabatic but not isentropic. The modulation of the dissipa-
tion in the turbulent mixing region downstream of the jet
~see Fig. 1! induces fluctuations in the entropy.

The flow is perturbed by incident acoustic wavesp1
1 and

p2
2 corresponding to a wave travelling in the downstream

direction at the upstream side and a wave travelling upstream
at the downstream side. These perturbations generate acous-
tic wavesp1

2 and p2
1 travelling upstream at the upstream

side and downstream at the downstream side. The pressure

perturbations travel with the local speed of soundci ( i
51,2). The entropy perturbations28 is convected with the
flow velocity u2 .

The present discussion is further restricted to harmonic
perturbations of radial frequencyv. The sign convention
exp@ivt# is used. The amplitude of the perturbations are in-
dicated by a prime. We furthermore neglect sound production
by the discontinuity which is not correlated with the incom-
ing perturbations. In such a case the pressure waves gener-
ated at the discontinuity can be expressed in terms of the
scattering matrix:

S p2
1

p1
2D 5S t1 r 2

r 1 t2 D S p1
1

p2
2D . ~1!

The elementst1 andr 1 are the transmission and reflec-
tion coefficients of a wavep1

1 measured forp2
250. This

condition is achieved for a sound source placed upstream and
an anechoic termination placed downstream of the disconti-
nuity. The elementst2 and r 2 are the equivalent transmis-
sion and reflection coefficients of ap2

2 wave measured when
p1

150.
Frequencies such that only plane acoustic waves propa-

gate in the pipe segments are considered. The highest fre-
quencies considered are about one tenth of the cut-off fre-
quency for propagation of higher order acoustic modes. Far
from any discontinuities, this implies that the acoustic pres-
surep8(x) is given by

pi85pi
1 exp@2 ik i

1x#1pi
2 exp@ ik i

2x# ~2!

with i 51,2. The frequencies considered are so high that
visco-thermal dissipation can be described in terms of a
small correction to the wave numbers:

k65
v

ci6ui
1~12 i !a i

6 , ~3!

wherea i
6 is the damping coefficient andui the mean veloc-

ity of the flow. Complex wave numberski
1 andki

2 are given
in the Appendix.

When calculating the velocity perturbationsu8 due to
the acoustic waves we neglect the effect of friction:

ui85
pi

12pi
2

r ici
~4!

while the density fluctuationsr8 are related to the pressure
fluctuation by using the equation of state:

FIG. 1. Harmonic perturbation of a
flow passing through a diaphragm. De-
scription of the phenomenon and nota-
tions. Regions 1 and 2: one-
dimensional flow, region 3: jet
formation, region 4: turbulent flow.
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ci
2r i85pi81s i8, ~5!

wheres8 are the entropy waves introduced by Ronneberger.3

Note thats1850 in our applications.

B. Steady flow through an orifice

Consider now a steady flow through an orifice as
sketched in Fig. 1. The flow is assumed from the upstream
region ~1! until the vena contracta~j! of the free jet to be
homentropic and frictionless. Furthermore the turbulent mix-
ing region is assumed between the vena contracta~j! and the
downstream region~2!, to be adiabatic and we neglect wall
friction in this region. Using a one-dimensional flow ap-
proximation we derive from the integral mass conservation
law, the equations

r1u15r2u2 ~6!

and

r1u15G0

Sd

Sp
r juj ~7!

with G05Sj /Sd . As the flow is adiabatic the total enthalpy is
conserved. Assuming an ideal gas with constantg we have

1

2
u1

21
g

~g21!

p1

r1
5

1

2
u2

21
g

~g21!

p2

r2
~8!

and

1

2
u1

21
g

~g21!

p1

r1
5

1

2
uj

21
g

~g21!

pj

r j
. ~9!

The momentum conservation applied to the mixing re-
gion yields

pj1G0

Sd

Sp
r juj

25p21r2u2
2. ~10!

This system of equation is complemented by the isentro-
pic flow condition in the jet

~pj /p1!5~r j /r1!g. ~11!

The flow is determined when four variables are specified
by boundary conditions. One of these boundary conditions is
that the upstream flow is assumed to be homentropic. The
numerical procedure for solving this set of equation involves
an iterative procedure for which a Newton method is used. In
this iterative procedure we take into account the fact that the
vena contracta factorG0 depends on the Mach number.

C. Linear perturbation of the flow

We introduce small perturbationspi8 , r i8 , andui8 of the
stationary flow statepi , r i , andui ~with i 51, 2 or j at the
upstream, downstream side or at the jet!. The time depen-
dence of the vena contracta factorG0 which is induced by
fluctuations in the Mach number is neglected. The linear per-
turbation of the mass balance equations~6! and ~7! yields

1

c1
@p1

1~11M1!2p1
2~12M1!#

5
1

c2
@p2

1~11M2!2p2
2~12M2!1s28M2# ~12!

and

1

c1
@p1

1~11M1!2p1
2~12M1!#

5
G0

cj

Sd

Sp
@pj8M j1uj8r j cj #, ~13!

where the ideal gas law is used to calculate the speed of
soundci

25gpi /r i . The conservation of total enthalpy~8!
and ~9! can be written in terms of linear perturbations as

1

r1
@p1

1~11M1!1p1
2~12M1!#

5
1

r2
Fp2

1~11M2!1p2
2~12M2!2

s28

g21G ~14!

and

1

r1
@p1

1~11M1!1p1
2~12M1!#5

1

r j
@pj81uj8r j cjM j #.

~15!

The momentum conservation low~10! in terms of linear
perturbations becomes

Fpj8S 11G0

Sd

Sp
M j

2D12uj8G0

Sd

Sp
r j cjM j G

5p2
1~11M2!21p2

2~12M2!21s28M2
2. ~16!

For given incident wavesp1
1 and p2

2 , this set of equa-
tions can be solved for the unknownssp1

2 , p2
1 , s28 , pj8 , and

uj8 . In principle, the elementst1, r 1, t2, and r 2 of the
scattering matrix of Eq.~1! can be deduced from these re-
sults. Explicit expressions are so complex that they do not
provide much insight and are therefore not presented.

D. Vena contracta factor

In the present section we provide information on the
dependence of the vena contracta factorG05Sj /Sd on the
Mach numberM1 , the ratioSd /Sp of orifice to pipe cross
sectional areas, the Reynolds number and the geometry.

As starting point of the discussion, we assume that the
orifice has sharp edges and that the Reynolds number is high
so that the effect ofSd /Sp and M1 are mainly considered.
Some insight on the influence of the geometry are provided
by considering both the slit and the circular orifice. Our
analysis is based on the theory for an orifice in which the
opening has been replaced by a thin walled pipe of cross
sectionSd . This corresponds to a Borda tube confined in a
pipe of sectionSp as shown in Fig. 2.

Using a theoretical approach similar to that of Sec. I B
we have the following equation:
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r1u15G0

Sd

Sp
r juj ~17!

from the mass conservation law, and the equation

Sp~p11r1u1
2!5~Sp2Sd!p01Sd~pj1G0r juj

2! ~18!

from the integral momentum equation applied on a control
volume enclosing the orifice~see Fig. 2!. In this equation the
pressurep0 is the pressure on the upstream side of the orifice
plate which is assumed to be uniform and equal to the stag-
nation pressure of the upstream flow:

p05p1S 11
g21

2
M1

2D g/~g21!

. ~19!

As we assume an homentropic flow down to the vena
contracta, we have also the isentropic flow condition~11!

pj /p15~r j /r1!g. ~20!

Using Eqs.~11!, ~17!, and~18! pj , r j , anduj are elimi-
nated to obtain an expression relatingG0 to M1 andSd /Sp .
It is however more convenient to use the jet Mach number
M j5uj /cj as a parameter. The jet Mach numberM j is re-
lated to the upstream Mach numberM1 by the relationship

11gM1
25S 12

Sd

Sp
D S 11

g21

2
M1

2D g/~g21!

1
Sd

Sp S 11
g21

2
M1

2

11
g21

2
M j

2
D g/~g21!

1gM jM1S 11
g21

2
M1

2

11
g21

2
M j

2
D 1/2

. ~21!

OnceM j has been determined for givenM1 andSd /Sp

the vena contracta factor is easily calculated from

G05
S0

Sd

M1

M j S 11
g21

2
M j

2

11
g21

2
M1

2
D ~g11!/2~g21!

. ~22!

For Sd /Sp,0.6 Hofmans10 found that this formula can
be approximated by

G0.
1

11A12~Sd /Sp!
1

S 11
g21

2
M j

2D g/~g21!

21

gM j
2 2

1

2
~23!

which corresponds to an extrapolation formula

G0~Sd /Sp ,M j !.G0~Sd /Sp,0!1G0~0,M j !2G0~0,0!
~24!

which is assumed to be valid for any orifice. We therefore
discuss further the limiting valuesG0(0,0), G0(0,M j ), and
G0(Sd /Sp,0) for both the slit and the circular orifice. For
further reference note that the vena contracta factor of a
Borda tube in an infinite baffle is in the incompressible limit
G0(0,0)5 1

2.
The vena contracta factor of a slit in an infinite baffle

can easily be calculated for an incompressible flow (M j

50) by means of the hodograph method.14 One finds
G0(0,0)5p/(21p).0.61. The same value is often quoted
for circular diaphragms but the theory predicts following
Gilbarg14 G050.58. This discrepancy between the com-
monly reported vena contracta factor and the theory is ex-
pected to be due to Reynolds number effects in the experi-
ments. Some information about Reynolds number
dependence has been correlated by Blevins,15 but we further
ignore this effect. Higher vena contracta factors can also be
due to the lack of sharpness of the edges of the orifice. An
edge radiusr to orifice diameterD of r /D51022 already
explains the difference between experiment and theory.15

For a slit using the hodograph method, Busemann16

found the implicit solution

G0S Sd

Sp
,0D5

p

p12S 1

G0

Sp

Sd
2G0

Sd

Sp
DarctanFG0

Sd

Sp
G . ~25!

For a circular orifice Idelchik17 proposes the use of the
equation

G0S Sd

Sp
,0D5

1

11A0.5~12~Sd /Sp!!
~26!

which provides in the range 0.1<Sd /Sp<0.7 a good fit to
the experimental data collected by Gilbarg.14 For G0(0,0),
this formula yields the value 0.586 which is the theoretical
value obtained by Gilbarg14 with a simplified theory. The
formula for G0(Sd /Sp,0) has also a structure similar to the
structure which was obtained for the Borda tube in Eq.~23!.
Also the valueG0(Sd /Sp,0)2G0(0,0) obtained with the for-

FIG. 2. Confined Borda tube used to derived a theory
of the dependence of the vena contracta factor on the
Mach numberM 1 and the confinement ratioSd /Sp .
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mula of Idelchik17 is a good fit of the result of Busemann16 in
the range 0,Sd /Sp<0.7.

The Mach number dependenceG0(0,M j )2G(0,0) ap-
pears also to be quite insensitive to the geometry. For a slit
Busemann16,18 proposes an analytical expression based on a
simplified model for the gas compressibility. While quite el-
egant this simplified theory is not very accurate. The value of
G(0,M j )2G(0,0) obtained with the Borda tube model@Eq.
~23!# appears to be a good fit of the experimental data for a
circular orifice reported by Shapiro18 and the two-
dimensional theory without approximation for the gas com-
pressibility. We propose to use the fit formula of Shapiro’s
solution:

G0~0,M j !2G0~0,0!50.13M j
2 ~27!

which is a good fit to the theory up toM j50.9.
In Fig. 3 experimental data obtained with a slit shaped

orifice in a circular pipe are compared with the proposed

theory. The vena contracta factor has been derived from total
pressure lossesDpt using the Borda–Carnot formulaG0

51/@12A(Dpt /p0)] where p0 is the upstream stagnation
pressure.

For further reference the vena contracta factors mea-
sured for a perforated plate and a single orifice with the same
~total! value ofSd /Sp are compared in Fig. 4. The perforated
plate has 45 holes. We observe that the vena contracta factor
of the perforated plate is higher than that of the orifice with a
single hole. The difference can be due to the influence of the
Reynolds number or to the difference in relative sharpness
r /D of the edges of the perforations. Following Blevins,15 a
valuer /D50.05 is sufficient to explain this effect. This cor-
responds tor 50.175 mm in the case of the perforated plate.
This stresses the importance of accurate geometry of the test
elements whereas theoretical works on industrial devices
must be based on measured pressure losses coefficients.

III. EXPERIMENTAL SET-UPS

A. Measurement method

The reflection coefficient data presented have been ob-
tained by means of the two-microphone method.19 The scat-
tering matrix data was obtained by means of the two-load
method at the TUE and TA-HGE while the two-source
method was used at the LAUM. In the scattering matrix ex-
periments two sets of microphones are placed atx11 andx12

upstream of the discontinuity and atx21 andx22 downstream
of the discontinuity. At each side of the discontinuity the
acoustic field is described by Eq.~2!. The reflection coeffi-
cient Ri follows from the measurement of the transfer func-
tion (H21) i5pi8(xi2)/pi8(xi1) :19

Ri5
pi

2

pi
1 5

~H21! i exp@2 ik i
1xi1#2exp@2 ik i

1xi2#

2~H21! i exp@ ik i
2xi1#1exp@ ik i

2xi2#
. ~28!

Note that we have chosen the originx50 at the discon-
tinuity which we are characterizing. When the reflection co-
efficient has an absolute value close to unity, which corre-
sponds to a standing wave pattern, the equation becomes
singular whenu(xi22xi2)v/ci u5np with n51,2,... . Fur-

thermore, as shown by A˚ bom and Bode´n,19 the accuracy of
the measurement decreases strongly whenu(xi22xi2)v/ci u
.p/2. This limits the frequency range in which we can mea-
sure. At the TUE, three microphones were used which allows
us to check the accuracy of the data. At the LAUM, mea-
surements were performed with anechoic terminations up-
stream and downstream of the discontinuity which reduces
the standing wave pattern and makes measurements less sen-
sitive to errors.

When two microphone pairs are placed at both sides of
the discontinuity, the transmission coefficientT215p2

1/p1
1

can be in addition to the reflection coefficientsR1 and R2

determined from

T215
p28~x21!@exp~2 ik1

1x12!1R1 exp~ ik1
2x12!#

p18~x12!@exp~2 ik2
1x21!1R2 exp~ ik2

2x21!#
. ~29!

When two experimentsA andB have been performed for
the same mean flow conditions but with different acoustic

FIG. 3. Vena contracta coefficientG0 of a slit with respect toM 1 . * , mea-
surements; —, relation 24 using formula 25 for the termG0(Sd /Sp,0) and
formula 27 for the termG0(0,M j )2G0(0,0). The slit has a height of 10.8
mm and a width of 30 mm. The circular pipe has a diameter of 30 mm.

FIG. 4. Vena contracta coefficientG0 with respect toM 1 . Comparison
between the vena contracta of a single hole orifice and a perforated plate of
the same open area ratio.* , round edged single hole orifice inserted in a
pipe;s, perforated plate inserted in a pipe. The single hole orifice diameter
is 23.3 mm, the plate is made of 45 holes of diameter 3.5 mm and the pipe
diameter is 47 mm. The open area ratio is then 25%.
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boundary conditions the scattering matrix is obtained from
the set of linear equations

T21
A 5t11r 2R2

AT21
A , ~30!

R1
A5r 11t2R2

AT21
A , ~31!

T21
B 5t11r 2R2

BT21
B , ~32!

R1
B5r 11t2R2

BT21
B . ~33!

In the case of the two-load method the sound was pro-
duced by modulating the main flow by means of a siren
~TUE! or a rotating valve~TA-HGE!. At the downstream
side the setup was terminated by an open pipe end atx
5L. Two linearly independent experiments were achieved
by using two different lengths, respectivelyL5LA and L
5LB . Optimal conditioning of the experiment is obtained
for u(LB2LA)v/c2u5p/2, which corresponds to a quarter
wavelength. ForuLB2LAu equal to a multiple of a half wave-
length the method is singular. At the TUE the measurements
were restricted to a single optimal frequency. At TA-HGE
additional experiments with different length were carried out
to extend the frequency range.

When a pipe segment is actually mounted between the
two experiments the operation is rather long which requires a
corresponding stability of the mean flow conditions. The pro-
cedure can be accelerated by using a pipe segment of a quar-
ter wave length placed downstream of a side branch closed
by a piston. When the side branch length is increased from
zero to a quarter wave length one achieves conditions which
are similar to the ones obtained by changing the main pipe
length by a quarter wave length. A nice feature of this
method is that it can be used at high pressures, replacing the
open pipe termination by a vessel with damping material.
Drawback of this method is that it is only optimal at a single
frequency.

The two-source method removes much of the problems
of the two-load method. Loudspeakers were used as
sources,13 one placed upstream and the second placed down-
stream of the discontinuity. The use of anechoic terminations
makes the setup insensitive to frequency. The use of loud-

speakers makes it possible to use an automatic source control
and therefore to reduce considerably the stability constraint
of the main flow by speeding up the measurement procedure.

While the two-source method is more convenient, we
did carry out experiments with the two-load method because
the use of a siren or a rotating valve allows reproducing flow
conditions which are closer to those found in industrial ap-
plications such as car mufflers. In particular a siren is a very
powerful sound source at low frequencies where a loud-
speaker cannot be used.

B. Setups

The technical details of the TUE setup have been pro-
vided by Peters.20 The TA-HGE setup is described in the
thesis of Durrieu.21 The LAUM setup is described in the
thesis of Ajello.13 Some essential differences between the
setups are now given.

At the TUE, we focused on the Mach number depen-
dence of the scattering matrix at low frequency and high
mass flow and the test of the anechoic termination for com-
bustion experiments. The siren frequency and flow are stable
within the experimental accuracy (D f / f 51024, DM /M
51022) during each experiment. A FFT procedure was used
with a frequency discretisation corresponding to the experi-
mental accuracy. Measurements were only carried out at the
fundamental frequency generated by the siren. The coher-
ence of the signals was larger than 0.999 99~in most cases at
least 0.999 999!. The gas temperatureT was deduced from
the measured wall temperatureTw assuming a recovery fac-
tor for a turbulent boundary layer:18

Tw5TS 11Pr1/3
g21

2
M2D . ~34!

The accuracy of this temperature has been estimated to
be 0.2 °C. The pipe diameter wasD53.001 cm. The test
diaphragms used are slit shaped as shown in Fig. 5. The
accuracy of the slits geometry was 0.01 mm. Special care

FIG. 5. Sketch of the measured slits. The dimensions are given in Table I.

FIG. 6. Sketch of the measured perforated plate. The dimensions are given
in Table II.

TABLE I. Labeling and dimensions of the orifices measured at the TUE and at the LAUM. The test pipe has a
diameter of 30.01 mm.

Label Width ~mm! Height ~mm! Thickness~mm! Open area ratio~%!

Large slit ~I! 30.01 10.8 4 45.76
Narrow slit ~II ! 30.01 2.7 4 11.46
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was take to keep the edges as sharp as possible. The air was
dry and dry air properties as reported by Peters20 were used.
The dimensions of the orifices investigated at the TUE are
summarized in Table I.

The test section of the setup of the LAUM is the same as
that of Eindhoven. The same microphones and signal condi-
tioning is used. The main difference is that the sources~loud-
speakers! are driven by a swept~stepwise! sine software pro-
cedure of the HP3565s analyzer. Two-hundred frequencies
are scanned step by step within a relatively short time. As
three microphones are placed on both sides of the disconti-
nuity the air temperature can be determined from acoustical
measurements. It is assumed that this temperature remains
constant for all measured frequencies during one experiment,
which leaves a considerable redundancy in the experimental
data. This information is used by means of a least square
procedure. Because the air is not dry, the effect of moisture is
taken into account as specified by Ajello.13

The setup at TA-HGE has a larger diameter of the main
pipe D54.7 cm. This allows mounting the 1/2 inch conden-
sator microphones~B&K 4133! flush to the pipe wall. The
transfer functions were measured by means of a tracking
method~analyzer DIFA DSA 204!. The flow noise limited
the frequency to the first few harmonics. The accuracy of the
geometry of the test objects is of the order of 0.1 mm. Be-
cause the edges are not very sharp, the presented theoretical
curves are based on measured pressure loss coefficientsCD

5Dpt /p0 . The focus of this part of the research was the
investigation of the difference between single hole orifices
and perforated plates as shown in Fig. 6.

The plate thickness is 1.5 mm the perforation diameter is
3.5 mm. Hence the plate remains relatively thin compared to
the diameter of the perforations so that turbulent dissipation
in the jets occurs downstream of the plate.17 The dimensions
of the orifices investigated at TA-HGE are summarized in
Table II.

IV. VALIDATION OF THE THEORY

The Mach number dependent measurements performed
on slits were carried out at the TUE. Figure 7 shows the
modulus of the scattering matrix coefficientst1, r 2, r 1, and
t2 of a narrow and a large slit whose open area ratio are 11%
and 46%, respectively. The measurement frequency was 77
Hz which is the optimum frequency for the two-microphone
when considering the setup arrangement as described in the
preceding section. The measurements are compared to three
different theoretical predictions. An incompressible theory
has been derived by Ajello.13 The terms of the order ofM2

have been discarded and consequently the term accounting
for the fluctuation of entropy is dropped since it is propor-
tional to the square of the Mach number. Two compressible

theories are distinguished. Both are derived by using the lin-
earized compressible conservation equations written in Sec.
II C: one approach considers a constant vena contracta factor
while the second uses the relation~27!. The value for the
vena contracta coefficient at Mach 0 has been calculated by
using the relation~25! a correction being made to account for
the geometry of the tested element because relation~25! is
valid for a two-dimensional slit. HenceG0 has been calcu-
lated by integrating the relation~25! for a pipe diameter
varying fromh to D. The calculation leads to a value forG0

of 0.653 for the large slit which seems coherent with the
experimental data shown in Fig. 3. Note that the value pre-
dicted by the relation~26! is 0.658 which is close to 0.653
whereas relation~26! does not take into account the object
geometry but only the open area ratio. The value of the vena
contracta coefficient is 0.618 for the narrow slit.

As emphasized by the flow dependent theories, matrix
coefficients depend strongly on the Mach number. This is all
the more the case as the slit open area ratio decreases. The
compressibility is expected to have an important influence
for a Mach number in the jet above 0.3. Indeed the incom-
pressible and compressible theoretical behaviors start to di-
verge for a Mach number of about 0.08 for the large slit and
at about 0.02 for the narrow slit. Next the relevance of using
a compressible vena contracta coefficient seems to be con-
firmed by the measurements of the direct coefficientst1 and
r 1 whereas it is less obvious for the reverse coefficientst2

and r 2. The compressible theory withG0(Sd /Sp ,M j ) is
however in all cases better than the compressible theory ig-
noring the Mach number dependence of the vena contracta
coefficient. Moreover it can be concluded that a quasisteady
theory predicts well the response of the slits at the frequency
of measurements. Significant deviations have been observed
by Ronneberger8 at higher frequencies. Therefore some fre-
quency dependent measurements were carried out in order to
check the limit of the validity of the quasisteady modelling.
These measurements were performed at the LAUM for fre-
quencies up to 800 Hz.

Figure 8 presents the measured modulus of the scatter-
ing matrix coefficients with respect to frequency. The plots
emphasize a weak frequency dependence. This tendency
which is not explained by a one-dimensional theory has been
reported by Ajello13 for a circular diaphragm and by
Ronneberger3,8 for a perforated plate and at higher Mach
numbers. The deviation is more accentuated as the Mach
number increases. At high frequencies the distance over
which the jet develops is no longer much shorter than the
hydrodynamic wavelength: for the conditions of Fig. 8 the
Strouhal number Sr5 f h/ud ~whereud is the mean flow ve-
locity at the orifice! is about 1/4 at 800 Hz. The variation of
the coefficients does not exceed 5% on the curves shown and

TABLE II. Labeling and dimensions of the orifices measured at TA-HGE. The test pipe has a diameter of 47
mm.

Label Diameter~mm! Holes number Thickness~mm! Open area ratio~%!

Perforated plate 3.5 45 2 24.95
Diaphragm 23.3 1 2 24.6
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we chose not to investigate this phenomenon giving regard
both to its relatively small importance at the frequencies of
interest and to the complexity of the existing theories~see
the introduction!.

Figure 9 presents the argument of the matrix coefficients
with respect toM1 for a frequency of 77 Hz. It is not easy to
extract pertinent information from the curves describing the
Mach number dependence of the arguments. In particular the
variation of the arguments of the reflection coefficients are
much weaker than those observed by, e.g., Hofmans10 and
Ronneberger.8 These variations have been predicted by
Hofmans10 by using a numerical code based on the vortex-
blob method. They occur for Sr of the order of 1.0 which is
much larger than the Strouhal numbers measured here~in our

experiments 0.0008,Sr,0.06). At Mach 0 the frequency
dependence of the argument is well predicted by the addition
of an acoustic mass. This is illustrated by Fig. 10 in which
are plotted the arguments of the matrix coefficients with re-
spect to frequency forM150. The theoretical curves shown
in Fig. 10 are derived by using the expression of the acoustic
mass given by Morse and Ingard22 and whose length is writ-
ten as

D l 5
2h

p
lnS 1

2
tan

ph

4D
1

1

2
cot

ph

4D D . ~35!

In this caseD l is equal to about 4.3 mm which is almost
2 times larger than the well-known approximation of Fock23

FIG. 7. Modulus of the scattering ma-
trix coefficients with respect to
M 1 . —: Compressible theory with
G0(Sd /Sp ,M j ); ---, compressible
theory withG0(Sd /Sp,0); ¯ , incom-
pressible theory.f 577 Hz.
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for the circular diaphragm. This is an illustration of the im-
portant geometrical dependence of the acoustic mass~e.g.,
Refs. 24 and 25!. As for the Mach number dependence of the
acoustic mass it is emphasized in Fig. 11 which shows the
argument of the reflection coefficient with respect to fre-
quency for a Mach number equal to 0.045. Again the theo-
retical curves are derived by using the expression of Morse

and Ingard22 at Mach 0. These authors suggest that in a pres-
ence of flow the acoustic mass is divided by 2. This quanti-
tative assumption is contradicted by our measurements. At
high frequencies~200 Hz!. it is close to the value at Mach 0.
Below 100 Hz, negative values ofw(r 2) are observed. A
similar complex behavior has been reported by Ajello13 for
circular diaphragms and Peters20 for open pipe terminations.

FIG. 8. Modulus of the scattering matrix coefficients of
the slit ~I! with respect to frequency.* , t1 and r 1; s,
t2 and r 2; —, theoretical predictions.M 150.045.

FIG. 9. Argument of the scattering matrix coefficients of the slit~I! with respect to the Mach number.f 577 Hz.
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Further measurements have been carried out at TA-HGE
in order to investigate the behavior of diaphragmlike ele-
ments that are commonly used in the design of car silencers.
These elements are the rounded edged diaphragm and the
perforated plate. Figure 12 presents the comparison of a per-
forated plate and a rounded edged diaphragm of equal open
area ratio of about 25%. The measurements were carried out
by using four microphones working in pairs. For each pair
the distance between the microphones is about 90 cm so that
optimum measurements are obtained for frequencies of 100
Hz, 300 Hz,..., where the points at which the two-
microphone method fails have been discarded. Predictions
are also shown in the Figure: they are calculated by using a
vena contracta coefficient directly extracted from the mea-
sured static pressure difference presented in Fig. 4. The fre-
quency dependence of the modulus discussed above is also
seen in the Figure, although it is much less clear than in Fig.
8. The interesting feature is that this frequency dependence
seems to be weak in the case of the perforated plate. This
behavior is also reported by Ronneberger8 for measurements
performed at much higher frequencies. It can be predicted by
the addition of an acoustic mass: indeed contrary to the
modulus of the circular diaphragm,ut1u and ut2u slightly
decrease linearly with frequency andur 1u and ur 2u slightly
increase with frequency. This suggests that the frequency and
mass flow limits of the validity of a quasisteady modelling of
perforates are beyond those existing for a single hole dia-
phragm. Furthermore the measurements of the static pressure

difference of perforated plates that we performed stress a
very weak dependence of the vena contracta coefficient on
the Mach number.

The arguments ofr 1 and t1 are shown in Fig. 12. For
the circular diaphragm we use the approximation calculated
by Fock23 while for the perforated plate we use the expres-
sion given by Allard26 which is written as

D l 50.48S1/2~121.14F1/2!, ~36!

whereS is the area of one aperture andF is the open area
ratio, called porosity in the case of perforates. Due to the
measurement accuracy, it is difficult to draw conclusions
from the measurements. It seems however that the measured
acoustic masses are smaller than those predicted by the
acoustic masses, even if, as suggested by Morse and Ingard22

they are corrected by a factor 2.

V. REFLECTION COEFFICIENT OF A DIAPHRAGM

Diaphragms have been used for many years as devices
to reduce low frequency pulsations created, for example, be-
hind compressors. One of the most recent works on this topic
is the low frequency nonreflecting endplate presented by
Bechert.6 Bechert studied the sound absorption which occurs
at a discontinuity in the presence of flow. For this purpose he
derived a simple low frequency model of the flow past an
orifice placed at the end of a duct. In this approach, all the
kinetic energy is assumed to be absorbed by the turbulence

FIG. 10. Argument of the scattering matrix coefficients of the slit~I! with respect to frequency.* , s, measurements; —, theory derived by using the acoustic
mass given by Morse and Ingard.M150.

FIG. 11. Argument of the scattering matrix coefficients of the slit~I! with respect to frequency.* , t1 and r 1; s, t2 and r 2; —, theoretical predictions for
t1 and r 1 using the formula 35; ---, theoretical predictions fort2 and r 2 using the formula 35.M 150.045.
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generated at the edges of the diaphragm. The term1
2rouj

2

disappears in the integral momentum equation derived over
the orifice and the pressure in the jet equals the pressure
outside. Then if we assumed that the transmitted wave is
negligible at low frequencies the reflection coefficientR1 is
expressed by the following relation:

R1'2
12M1@~Sp /Sj !

221#

11M1@~Sp /Sj !
221#

. ~37!

For an upstream Mach numberM1 equal to Sj
2/(Sp

2

2Sj
2) there is no reflection. For a Mach number belonging to

the neighborhood ofSj
2/(Sp

22Sj
2), the reflection is low but

this anechoic region is rather narrow. Only a combination of
different open area ratio diaphragms will ensure an effective
anechoic termination over a large Mach number range. If we
describe the acoustic response of each diaphragm by the
scattering matrix relation 1 the upstream reflection coeffi-
cient R15p1

2/p1
1 is given by the following relation:

FIG. 12. Modulus and argument of the scattering matrix coefficients of circular orifices of same open area ratio with respect to frequency.s, perforated plate;
* , diaphragm; —, theoretical prediction for the perforated plate; ---, theoretical prediction for the diaphragm.M 150.036. The orifices dimensions are given
in Table II.
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R15r 11
t1t2

12r 2R2
R2 , ~38!

with R25p2
2/p2

1 . It is clear that the upstream reflection co-
efficient depends on the downstream reflection coefficient
R2 , that is it depends on the downstream load. For example,
if the diaphragm is inserted in an infinite pipe we haveR1

5r 1 and this has a minimum only forSj
2/(Sp

22Sj
2)50. The

case of a diaphragm inserted in an open ended pipe is inter-
esting because the reflection coefficient of such a termina-
tion, and thereforeR2 , is well known.5,20 This situation is
illustrated in Fig. 13 which presents the modulus ofR1 for a
slit inserted in a straight pipe at different positions. Both the
measurements and the previously discussed theories are
shown. The slit is placed in the pipe at a distance of about
1.8l from the end pipe,l being the wavelength.uR1u pre-
sents a minimum which is different from zero. The minimum
is zero if the downstream pipe length is equal to half the
excitation wavelength. Therefore the zero reflection is ob-
tained only at a single frequency. Whatever the diaphragm
position is in the pipe the minimum occurs forM1 close to
1/(Sp /Sj21)2. This value differs from the one found when
the diaphragm is placed at the end of a pipe.

For completeness, note that the compressible expression
for the reflection coefficient of a diaphragm placed at the end
of a pipe is written as27

R152
~12M1!@12~Sp /Sj !

2~r1 /r j !
2M1#

~11M1!@11~Sp /Sj !
2~r1 /r j !

2M1#
. ~39!

VI. DESIGN OF AN ANECHOIC TERMINATION

Experiments have been carried out at Shell Research
~Koninklijke Shell Exploratie en Produktie Laboratorium! on
the interaction of combustion and low frequency acoustic
pulsations (1 Hz, f ,5 Hz) in long pipe lines. Typical
length of the pipes are in full scale a few kilometers. A 1/10
scale model experiment was designed. Obviously pipes of a
few hundred meters are still prohibitive in laboratory experi-
ments. We designed mufflers with a length of less than 5 m
which mimic reasonably well the almost anechoic behavior
of the actual pipe. The use of four to five diaphragms al-
lowed a fair result over a broad frequency range 5 Hz, f
,50 Hz and for a broad range of Mach numbers 0.02,M
,0.20. As combustion involves soot formation and large
temperatures, it was not possible to use porous media in the
damper. The position and dimensions of the orifices was cal-
culated by means of an optimization program using the qua-
sisteady theory. The actual damper performed as predicted.
We show here results of comparison of theoretical prediction
and measurements carried out at the TUE with an accurately
manufactured prototype~see Fig. 14 and Fig. 15!. Please
note that this prototype was not optimized.

We see that the theory provides a fair prediction of the
muffler performances.

VII. CONCLUSIONS

We have presented a quasisteady analysis of the aero-
acoustic response of orifices in pipes. Special attention was
given to the Mach number dependence and confinement ef-
fect on the vena contracta factor both for slits and circular
orifices. Experiments with three different setups confirm the
significance of Mach number effects. The data for slits and
circular orifices has been complemented with results ob-
tained for a perforated plate, which provides information on
the influence of the geometry on the response. It appears that
only the argument of the scattering matrix parameters is
strongly dependent on the geometry. This corresponds to the
dependence of the effective mass on the geometry which is
well known from the literature in the absence of mean flow.
In the presence of mean flow the effective mass of the orifice
is not simply half that without flow as suggested by Morse

FIG. 13. Modulus of the acoustic reflection coefficient of the slit~II ! with
respect toM 1 . The slit is placed in the pipe at a distance of about 1.8l from
the end pipe,l being the wave length.* , measurements; —, compressible
theory with G0(Sd /Sp ,M j ); ---, compressible theory with
G0(Sd /Sp,0); ¯ , incompressible theory.f 577 Hz.

FIG. 14. Geometry of the prototype
anechoic termination for combustion
experiments in long pipes. The pipe
diameter is 30.01 mm.
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and Ingard.22 A much more complex behavior is observed
leading at low frequencies to value lower than half the effec-
tive mass without flow. This is analogous to the results ob-
tained by Peters20 for an open pipe termination. The useful-
ness of the theory was illustrated by predicting the
performance of an anechoic termination consisting of several
orifices placed along a pipe.

APPENDIX: VISCO-THERMAL DISSIPATION IN A
TURBULENT MAIN FLOW

Complex wave numbersk6 are given by the following
relation:

k65
v

c6u
1~12 i !a6, ~A1!

FIG. 15. Comparison of measured Mach number dependence of the reflection coefficient of the anechoic termination with the theory assuming a quasisteady
response of the orifices. The different symbols account for different microphones pairs.
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wherea6 is the damping coefficientc the speed of sound
andu the mean velocity of the flow.

For typical conditions considered here the damping is
determined by visco-thermal dissipation in thin boundary
layers at the pipe wall. For a kinematic viscosityn, the value
of the damping coefficient is determined by the ratio of the
Stokes layer thicknessdac5A2n/v and the thicknessd l of
the viscous sublayer of the turbulent main flow. We use the
value ofd l proposed by Peters:20

d l51.25nAr/tw, ~A2!

wherer is the mean density of the flow and where the wall
shear stresstw is calculated for a pipe of diameterD by
means of the formula of Blasius:28

tw5 1
8cru2 ~A3!

with the friction coefficientc given by

c50.3164S n

uDD 1/4

. ~A4!

Ronneberger and Ahrens29 propose a simple model in
which the shear waves generated at the wall by the acoustic
perturbations are assumed to propagate in the viscous sub-
layer as in a laminar flow and to reflect on the turbulent core
of the flow as if it was a rigid wall. Peters20 proposes a
modification of the rigid core model of Ronneberger and
Ahrens29 by including a phase shift in the reflection of the
shear waves which corresponds to the memory of the turbu-
lent flow. In the limit of low Mach numbers limM→0a6

5a, Peters20 obtained the formula

a

a0
5

11exp@22~11 i !~d l /dac!2200i ~d l /dac!
2#

12exp@22~11 i !~d l /dac!#
,

~A5!

wherea0 is the damping in a stagnant gas (M50) which is
given by Kirchhoff’s formula30

a05
wdac

cD S 11
g21

APr
D , ~A6!

whereg is the ratio of specific heats and Pr the Prandtl num-
ber. The factor 12.5 in the definition~A2! of d l has actually
been chosen by Peters20 in order to obtain a reasonable fit to
the experimental data available.29,20 The correction of the
damping coefficient for the influence of convective effects
has been successfully predicted by Ronneberger and
Ahrens29 in the casedac /d l,1 by means of a ‘‘quasilami-
nar’’ theory. A theory including the influence of turbulence
has been proposed by Howe.31 As such theories are quite
complex and we only need the damping as a correction in the
interpretation of our experiments, we decide to use the intui-
tive correction

a65
a

16M
, ~A7!

whereM5u/c is the Mach number.
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The oscillation modes of a supersonic circular twin jet and multijet with square configuration where
the center-to-center spacing of nozzles was fixed to 1.4 times the nozzle diameter were investigated
experimentally. It is found that the twin jet oscillates simultaneously in three different oscillation
modes for the pressure ratios of about 4.1. From the acoustical observation, these oscillation modes
are identified as one lateral oscillation mode perpendicular to a plane composed of the twin jet axes
and two lateral oscillation modes parallel to this plane. For a multijet with a square configuration,
only one lateral oscillation mode was observed. In this case, it is observed that when the spacing
betweentwo facing sidesof the square formed by four jets is stretched, the spacing between the
other two sides shrinks and vice versa. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1404380#

PACS numbers: 43.28.Ra, 43.50.Nm, 43.28.Py@LCS#

I. INTRODUCTION

It has been well known that the acoustic emission from
an underexpanded jet has a broad frequency band component
as well as a few discrete ones called screech tones in its
spectrum. Powell~1953! proposed that a feedback mecha-
nism governs the emission of the screech tone. It consists of
downstream-convecting coherent vortical structures around
the jet and upstream-propagating sound waves in the ambi-
ent. He also reported that the frequencies of the screech for
the circular jet exhibit several discontinuities at particular
pressure ratiosR.

These discontinuities of the frequencies of the screech
tone suggest that the jet oscillates in different oscillation
modes in the different pressure ratio ranges. Davies and Old-
field ~1962! have found that five stages exist in the case of
the circular underexpanded jet in the pressure ratio range less
than 6.0. They have established that the first four modes of
oscillation are, respectively, axisymmetric, axisymmetric,
lateral, and helical. The last one at the highest pressure ratio
was established to be lateral by Powellet al. ~1990, 1992!.
They also clarified that the first lateral mode observed in the
pressure ratio range from 2.3 to 3.3 occasionally changes to
the helical mode at the same frequency and that the last
lateral oscillation mode in the highest pressure ratio range
shows a very strong amplitude modulation. This phenom-
enon was caused by the fact that the plane of oscillation
rotates about the jet axis, vibrates, and dwells.

When such circular jets are closely spaced, the level of
the screech can be greatly amplified or suppressed due to a
coupling process between them. Therefore, recently the noise

and coupling process between two closely spaced jets has
been studied by a few researchers. Seineret al. ~1988!
showed that a resonant interacting twin jet can generate dy-
namic pressures exceeding the fatigue failure limit for nearby
metallic aircraft structures. Wlezien~1989! found that for the
closely spaced jets, coupling occurs at low Mach numbers
and is suppressed at high Mach numbers. Umeda and Ishii
~1997! showed that for the twin jet whose center-to-center
spacing is 2.8 times nozzle diameter, two counter-rotating
helical oscillation modes and two reversed lateral oscillation
modes generated in a plane composed of two jets were ob-
served in the different pressure ratio ranges. They also
showed that for the multijet with square configuration, the
quadrupolelike oscillation mode where four jets oscillate lat-
erally along the diagonal lines of the square, four counter-
rotating helical oscillation mode, and the symmetric oscilla-
tion mode are observed with increasing pressure ratio.

In the present experiment, the oscillation modes of the
twin jet and a multijet with square configuration for the
center-to-center spacing ofs/d51.4, which is half as large as
that used in the previous investigation~Umeda and Ishii,
1997!, were studied and very interesting unexpected phe-
nomena were observed.

II. EXPERIMENT

The experimental apparatus and methods are the same as
those in the previous investigations~Umeda and Ishii, 1997!
except for the center-to-center spacing of the nozzles. The
schematic views of the nozzle configuration used in this ex-
periment are shown in Fig. 1. Two and four cylindrical
nozzles were composed as one body. The nozzles had inter-
nal diameter ofd55 mm. The length of cylindrical nozzles
wasl 550 mm. The minimum thickness of nozzle lip outside

a!Author to whom correspondence should be addressed; electronic mail:
umeda@kuaero.kyoto-u.ac.jp
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the nozzle configuration was 1 mm and the center-to-center
spacing of the nozzles was fixed tos57 mm (s/d51.4). In
these figures, arrows 1 and 2 show the directions of acousti-
cal and optical observations.

First, the frequency characteristics of the screech tones
emitted by these multiple jets were measured by using a
fixed microphoneM f ~0.64 cm diam B & K type-4135! in
order to find the pressure ratios where discontinuities occur
in the frequency characteristics of the screech tone. Next,
acoustical observation using two microphones were made at
various pressure ratios associated with individual oscillation
modes in order to discriminate the jet oscillation mode. Fi-
nally, the optical observations were carried out to confirm the
results of the acoustical observations and also to clarify the
unexpected phenomena observed in the acoustical observa-
tion.

III. EXPERIMENTAL RESULTS

A. Frequency characteristics of screech tone

In general, since the characteristics of the radiation field
of the multijet depend on the plane of measurement with
respect to the nozzle configuration. The frequency character-
istics of the screech tones radiated by the two jet configura-
tions shown in Fig. 1 were measured by the fixed micro-
phoneM f placed in the two directions shown by arrows 1
and 2 in the near-sound field while changing the pressure
ratiosR of the jets from 2.00 to 6.33.

Figure 2 shows the experimental results measured for
the twin jet and multijet with square configuration. The solid
circles indicate dominant tones and are labeled with capital
letters B, C, D, and U. The open circles mark secondary
tones and are labeled with lowercase lettersc, d, andu. In the
present experiment, modeA, which is observed in the case of
the single jet~Powell et al., 1990, 1992; Umeda and Ishii,
1997!, was not observed at all. In the case of the twin jet,
two or three oscillation modes were observed for the pres-
sure ratio rangeR from about 4 to 5 depending on the mi-
crophone direction to the nozzles as shown in Figs. 2~a! and
~b!. On the contrary, only one oscillation mode was observed
in the case of the multijet with square configuration as shown
in Figs. 2~c! and ~d!.

B. Acoustical observations

Next, the acoustical observations were carried out to dis-
criminate the oscillation modes of jet instability. In order to
discriminate the oscillation modes of these jets, it is neces-
sary to get information on the three-dimensional structures of
wave fronts radiated from jets as shown in the previous in-
vestigations~Powell et al., 1990, 1992; Umeda and Ishii,
1997!. The information can be obtained by measuring the
phase differences of the screech tone radiated by the jets. In
this acoustical observation, two microphones were placed
concentrically with the central axis of nozzles. The first mi-
crophoneM f was kept in a fixed position atu50°, and the
second microphoneMm ~0.32 cm diam B & K type-4138!
was rotated about the central axis of nozzles in 15 deg incre-
ments up to 180 deg relative to the first one. The phase
difference between the sound signals received by the two
microphones was measured on a Yokogawa AR1100 Analyz-
ing Recorder. The phase differences between the signals so
obtained will correspond to a particular three-dimensional
structure of wave fronts. The relationship between the phase
differencef and the microphone separation angleu were
measured at two different positions of the fixed microphone
M f for the nozzle configurations.

1. Twin jet (R Ä2.93)

Applying this technique to the twin jet, first the relation-
ship between the phase differencef and the microphone
separation angleu was measured at the pressure ratioR
52.93, where only one oscillation mode~stageB or D! oc-
curred. The experimental results are shown in Figs. 3~a! and
~b!. The solid circles show the average value of the ten data
sets and the bar represents the scatter. These results show
that the phase differencef is 0° at the microphone separation
anglesu50° and 180°, andf56180° at u590°. In the
figures on the right side, the phase differencesf are revealed
with the angular position of the moving microphoneMm and
arrows show the instantaneous oscillation directions of the
jets. From these figures, it will be concluded that at a pres-
sure ratioR52.93 the twin jets oscillate laterally in an-
tiphase to each other in a plane composed of the two jets.

FIG. 1. Schematic views of nozzles (s/d51.4): ~a! twin jet, ~b! multijet
with square configuration. FIG. 2. Frequency characteristics:~a!, ~b! twin jet; ~c!, ~d! multijet with

square configuration.
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2. Twin jet (R Ä4.10)

From the frequency characteristics shown in Figs. 2~a!
and~b! it is found that the twin jet at the pressure ratioR of
about 4.10 oscillates in three oscillation modes,B or D, C,
and U, simultaneously. Figure 4 shows three relationships
between the phase differencef and the microphone separa-
tion angleu corresponding to the three different oscillation
modes of the jets which were obtained from the same acous-
tical data. Figures 4~a! and~b! show the results for the stage
B or D. These results are similar to those as shown in Figs.
3~a! and ~b!. Therefore, these results indicate that the twin
jets for the stageB or D observed in this case also oscillate
laterally in antiphase to each other in the same plane com-
posed of the two jets.

Figure 4~c! shows the result of the acoustical observa-
tion for stageC. However, the result when the nozzles were
rotated around the central axis of two nozzles by 90° to the
nozzles shown in this figure could not be obtained, because
the sound pressure level for the stageC mode at the fixed
microphoneM f was too low to get the cross-correlation be-
tween the signals from the two microphones shown in Fig.
2~b!. But, the result shown in Fig. 4~c! clearly indicates that
the twin jet oscillates in a lateral oscillation mode perpen-
dicular to the plane composed of two jets.

Figures 4~d! and~e! represent the results of the acousti-
cal observation for the stageU mode. Figure 4~d! shows that
the phase differencef is 0° for the microphone separation
angle u50° and 180°, andf52180° at and aroundu
590°. But, the result shown in Fig. 4~e! indicates that the
phase differencef is fixed at about 0° foru,90°, and is
kept at about2180° for u.90°. These results indicate that
for the stageU mode, the twin jet oscillates laterally in phase
in the plane composed of two jets.

Thus three oscillation modes occurring simultaneously
in the twin jet at the pressure ratioR54.10 were discrimi-
nated by the acoustical observation. But, from only an acous-
tical observation, it cannot be understood why these oscilla-
tion modes occurred simultaneously.

3. Multijet with square configuration (R Ä3.51)

In the case of the multijet with square configuration,
only one oscillation mode is observed as shown in Figs. 2~c!

and~d!. This stage is determined to beB or D by comparing
these results with those for the twin jet as shown in Figs. 2~a!
and ~b!. Figures 5~a! and ~b! show the results of the acous-
tical observation measured at a pressure ratioR53.51. The
result shown in Fig. 5~b! almost overlaps those shown in Fig.
5~a! when the angleu is shifted by 45° corresponding to the
nozzle configuration. From Fig. 5~a!, it can be seen that the
phase differencesf are about 0° atu50° and 180°, andf
52180° at and aroundu590°. This result shows that when
the spacing between two facing sides of the square composed
of four jets is stretched, the spacing between the other two
sides shrinks and vice versa.

C. Optical observations

Finally, in order to check the accuracy of above result
for the twin jet and the multijet with square configuration,
instantaneous Schlieren photographs with an exposure of
about 1ms were taken to display the jet configuration and the

FIG. 3. Relationship between phase differencef and separation angleu of
microphones for twin jet at pressure ratioR52.93 ~stageB or D!.

FIG. 4. Relationship between phase differencef and separation angleu of
microphones for twin jet at pressure ratioR54.10: ~a!, ~b! stageB or D; ~c!
stageC; ~d!, ~e! stageU.
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associated near-sound field. In this visualization, the jet con-
figurations were observed from two different directions of
arrows 1 and 2@Fig. 1~a!#, respectively.

1. Twin jet (R Ä2.93)

The photographs of the twin jet at the pressure ratioR
52.93 ~stageB or D! are shown in Figs. 6~a! and ~b!. The
arrows outside the photograph indicate the instantaneous os-
cillations of the parts of two jets. It is observed from the
photographs that in this stage, two jets oscillate laterally in
antiphase to each other in the plane composed of two jets as
shown by the acoustical observation. Also, at the same in-
stant, it is found that the phases reverse along the jet axis by
almost the same spatial interval, say one shock cell length.

2. Twin jet (R Ä4.10)

In the previous section, it is found that three oscillation
modes occurred simultaneously in the twin jet at the pressure
ratio R54.10. But, from only acoustical observation, it can-
not be understood why these oscillation modes occurred si-
multaneously. In order to understand this unexpected phe-
nomenon, the visualization was carried out for this twin jet.

Figures 6~c! and ~d! show the photographs of the twin
jet for the pressure ratioR54.10 which were observed from
the directions of arrows 1 and 2@Fig. 1~a!#, respectively.
From these photographs, it can be seen that this twin jet
oscillates simultaneously in three different oscillation modes.
Namely, from Fig. 6~c!, in the relatively upstream region of
the jets ~downstream of the nozzle lip by 3–4 shock cell
lengths!, the same parts of two jets oscillate laterally in-
phase in the plane composed of two jets. On the contrary, in
the downstream region~downstream of the nozzle lip by 7–8
shock cell lengths!, the corresponding parts of two jets oscil-
late laterally in antiphase to each other in the same plane.
From Fig. 6~d! which was observed from the direction of

arrow 2@Fig. 1~a!#, it can be seen that in the middle region of
the axial distance~downstream of the nozzle lip by 5–6
shock cell lengths!, these jets oscillate perpendicularly to the
plane.

FIG. 5. Relationship between phase differencef and separation angleu of
microphones for multijet with square configuration at pressure ratioR
53.51 ~stageB or D!.

FIG. 6. Schlieren photographs:~a!, ~b! twin jet oscillating inB or D mode
(R52.93); ~c!, ~d! twin jet oscillating in B or D, C, and U modes (R
54.10); ~e!, ~f! multijet with square configuration oscillating inB or D
mode (R53.51).
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These photographs completely coincide with the above
results of acoustical observation. Therefore, it may be con-
cluded that three different oscillation modes occur simulta-
neously in the different regions of the twin jet at a pressure
ratio around 4.1.

3. Multijet with square configuration (R Ä3.51)

Figure 6~a! shows a photograph of the multijet with
square configuration for a pressure ratioR53.51 observed
from the direction of arrow 1@Fig. 1~b!#. This photograph
shows that two facing sides of the square composed of four
jets oscillate laterally in antiphase. So, this photograph sup-
ports the above acoustical observation. It also shows that the
oscillation directions of the jets reverse periodically along
the jet axis. Figure 6~f! shows a photograph of the same jet
observed from the direction of arrow 2@Fig. 1~b!#.

Therefore, the multijet with square configuration oscil-
late as follows: when the spacing between two facing sides
of the square formed by four jets is stretched, the spacing
between the other two sides shrinks and vice versa, and the
oscillation direction of the jets reverses periodically along
the jet column.

IV. CONCLUSION

In the experimental study of the oscillation modes of the
circular multijets with center-to-center spacing ofs/d51.4,
the following very interesting phenomena were observed.
Namely:

~1! The twin jet oscillates in three different oscillation
modes simultaneously at pressure ratios of aboutR
54.1. These three oscillation modes occur at the differ-

ent ranges of the axial distance from the nozzle exit. For
the stageU mode, the twin jet oscillate laterally in phase
in the plane composed of two jets. For the stageB or D
modes, the jets oscillate laterally in antiphase to each
other in the same plane. Concerning toC mode, the twin
jet oscillates laterally in the direction vertical to the
plane.

~2! The multijet with square configuration oscillates in only
one lateral oscillation mode. In this case, the multijet
oscillate as follows; when the spacing between two fac-
ing sides of the square composed of four jets is stretched,
the spacing between the other two sides shrinks and vice
versa.
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An examination of the parameters that govern the acoustic
behavior of sea bed sediments containing gas bubbles
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The acoustic properties of sea bed sediments containing occluded gas are dominated by the volume
of gas contained in bubbles, the size of bubbles, and the elastic properties of the soil matrix. This
study evaluated current theory developed by Anderson and Hampton to determine the sound speed
and resonance frequency of gassy soils, and the models they used to determine the elastic properties
of the soils. It compared calculated sound speeds, based on material properties simulated by the
models, with measured sound speeds on ‘‘large bubble’’ laboratory soils produced in a similar
manner to natural sea bed gassy soils. There was some evidence that the Anderson and Hampton
equations accurately predicted sound speed at lower frequencies of bubbles resonance and below,
but results were sensitive to inappropriate values for the elastic and damping properties of the soil.
The bounds of sound speed based on the elastic properties of models that simulate ‘‘compressible
fluid’’ or ‘‘suspension’’ behavior were grossly misleading when applied to large bubble soils.
Conversely, sound speed based on models that correctly simulate the ‘‘bulk’’ or ‘‘matrix’’ properties
of large bubble soils, at strain magnitudes and strain rates equivalent to acoustic signals, agreed well
with measured data. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1388005#

PACS numbers: 43.30.Ma, 43.30.Pc, 43.30.Vh@DLB#

I. INTRODUCTION

Sea bed sediments containing occluded gas in the form
of small bubbles are referred to as gassy soils. As gassy
sediments can be highly dispersive and attenuative mediums
acoustically, this has initiated much interest from acousti-
cians involved in marine engineering and survey work. Sur-
veys and site investigations routinely involve acoustic meth-
ods, and where layers of gassy sediments are difficult to
penetrate acoustically the concealment of underlying sea
beds is of some concern. Gassy sediments are also a major
hazard during sea bed drilling operations, because of the sud-
den buoyancy caused by the release of sediment gas under
pressure. Gas is also released naturally,1–3 and the resulting
disturbances to the overlying water and air arising from sud-
den density gradients may explain the disappearances of
boats and airplanes in the south Atlantic region of the Ber-
muda Triangle. Therefore, in order to survey the properties
of a sea bed it is essential to detect the presence of any gassy
sediment and to estimate its gas content. To perform this
acoustically, it is necessary to acquire knowledge of the re-
lationship between the acoustic and the material properties of
these sediments.

Gas may be present in soil as ‘‘small’’ bubbles that are
smaller than particle size and are wholly contained in fluid
within interparticle spaces. Or it may be present as ‘‘large’’
bubbles’ that are greater than particle size and are formed
within pockets fashioned by the saturated soil matrix~or par-
ticles and fluid!. The small bubble soil may be modeled me-
chanically as a skeletal framework of solid particles fully
saturated with a compressible fluid, while the large bubble
soil that is the focus of the present study may not. Studies
such as those by Anderson and Hampton4,5 examined the
acoustic behavior of gassy sediments and those material
properties influenced by phasal structure. Anderson and
Hampton4,5 further developed existing theory on bubble

resonance for bubbles wholly contained within fluids but ap-
plied it to sediments characterized by the large bubble model
for bubbles contained within a solid/fluid matrix. As with
fluids, three different compressional wave responses were
predicted relating to signal frequency. At frequencies of reso-
nance, gas bubbles in sediment pulsate radially in response
to a signal frequency dependent on bubble diameter. Over
the range of resonance frequencies~of wavelengths 10p to
100p times bubble diameter! the medium was shown to be
highly dispersive and attenuative. At frequencies below this,
the bulk material properties of the medium dominated its
mechanical behavior producing an acoustic response equiva-
lent to a very compressible monophasic material of low
sound speed. At frequencies above bubble resonance, the
saturated soil matrix dominated the mechanical behavior of
the medium, producing a response equivalent to fully satu-
rated sediment~containing no gas! with a sound speed of
approximately 1500 m/s.

They defined the sound speed of gassy sediment in terms
of its composition and material properties at frequencies be-
low, at, and above bubble resonance. In the absence of data
on bulk material properties relevant to a large bubble soil at
frequencies below resonance, they approximated the range of
sound speed by calculating lower and upper bound values.
The lower bound was derived from comparatively spongy
suspensions~Wood6! which are solids suspended loosely in
fluids, and the upper bound was derived from comparatively
stiff saturated soils~Gassman,7 Smith,8 Hamilton9! modified
by introducing a compressible pore fluid. At frequencies of
resonance, they added a term to the dynamic fluid properties
defined by Silberman10 for bubbles in water to accommodate
the shear rigidity of the saturated soil matrix in gassy sedi-
ment. They used the equations of Gassman7 to calculate the
material properties of this matrix.

The theory developed by Anderson and Hampton has
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not been validated. Nor has a similar study carried out by
Bedford and Stern11 who applied the theory of energy con-
servation to derive equations of motion for gassy soil. This
accommodated resonance within an expression for the ki-
netic energy associated with the pulsating radial motion of
bubbles. However, the model is not relevant to a large bubble
soil since it assumes the acoustic response of a medium com-
prising a solid and a compressible pore fluid, as does the
upper bound approximation of Anderson and Hampton.

To validate models that are based on the relationship
between acoustic and material properties, controlled mea-
surements of sound speed may be compared with model pre-
dictions based on known material properties. Although many
laboratory andin situ acoustic measurements have been
made on gassy soils,12–19 little information is provided on
soil compositions and material properties. More recently,
however, laboratory measurements were made by Gardner20

to determine the acoustic and material properties of a large
bubble soil. In this study, methane gas was released in estua-
rine silty clay under controlled conditions replicating the
natural process of bubble formation in sediment. This pro-
duced a gassy soil with uniformly distributed bubbles of be-
tween 0.2 and 1.8 mm diameter, in which gas fraction,
bubble size distribution, and sound speed was measured over
frequencies of bubble resonance and below. Wheeler and
Gardner21 reported measured sound speeds in these large
bubble soils at frequencies below resonance. These were
shown to agree well with sound speeds calculated by the
bulk compressional wave equation. Material properties were
determined from the elastic theory and test data of
Wheeler22–24and Jardineet al.25 on similar soils. No similar
approach has been made to examine the theoretical model of
Anderson and Hampton4,5 at frequencies of resonance.

The aim of the present study was to evaluate this model.
The first objective was to evaluate the Anderson and Hamp-
ton equation for sound speed at frequencies of resonance by
comparing measured sound speeds reported by Gardner20

with sound speeds of the Gardner soils calculated by the
Anderson and Hampton model. Model sound speeds were
initially based on material properties of the Gardner soils
estimated by the method adopted by Anderson and Hampton
appropriate to a small bubble model. For comparison, sound
speeds were calculated that were based on material proper-
ties of large bubble soils estimated from Wheeler22–24 and
Jardineet al.25 The second objective was to examine the pos-
sibility of refining the material properties~damping and elas-
tic moduli! of the Gardner soils, by improving the correlation
between sound speeds calculated by the Anderson and
Hampton model at frequencies of bubble resonance and be-
low. The third objective was to calculate the resonance fre-
quencies of bubbles in the Gardner soils from the model of
Anderson and Hampton. The fourth objective was to calcu-
late sound speeds at frequencies below resonance using the
model of Anderson and Hampton with their bulk material
properties based on suspensions and saturated soils, and to
evaluate these against measured data. The behavior of their
suspension and compressible fluid models was examined and
compared with the behavior of the ‘‘large bubble’’ model
~reported by Wheeler and Gardner21!.

II. METHOD

A. Gassy soils from the experimental study of
Gardner „Ref. 20…

The physical properties of eight laboratory soils contain-
ing occluded gas in the form of large bubbles are shown in
Tables I and II~from Gardner20!. Table I shows soil gas
fractions~the proportion of methane gas volume to total soil
volume! from 0.003 57 to 0.198, which encompass the range
of gas contents found in naturally occurring gassy soils.
Table II shows the range of bubble diameters contained in
each soil, and Figs. 1~a!–~d! show the sound speeds of the
soils measured by piezoelectric compression wave transduc-
ers. Two soils are presented in each figure~in Fig. 1 are
E50-1 and E50-2!. Both soils originated from the same sub-
soil preparation and were tested concurrently since they con-
tained similar gas contents and bubble sizes. Two comple-
mentary methods were used to measure sound speed to
enhance the frequency range of data in view of the substan-
tial dispersion and attenuation of the soil.20 These are indi-
cated as TTC where signal transit time was measured and
corrected for phase shift and sound speeds were determined
using path length, and FT where sound speeds were obtained
from Fourier Transforms. Although sound speeds and fre-
quency ranges fluctuate a great deal, there is reasonable con-
currence between TTC and FT data sets, particularly for the
soils of large gas content. It can be seen that the ‘‘transition
point’’ between frequencies that are below bubble resonance
and the lowest frequencies of bubble resonance were indi-
cated by an upturn in the sound speed curve at between 15
and 20 kHz for soils 50-1 and 53-1.

TABLE I. Physical properties of the soils.

Soil Gas fraction

Degree of
saturation

~%!
Bulk density

~kg/m3! Void ratio

50-1 0.198 72 1322 2.311
50-2 0.173 75 1363 2.215
52-1 0.082 87 1513 1.899
52-2 0.115 83 1459 2.003
53-1 0.005 11 99.18 1639 1.674
53-2 0.004 07 99.35 1640 1.674
51-1 0.004 84 99.23 1640 1.674
51-2 0.003 57 99.43 1643 1.667

TABLE II. Resonance frequencies of bubble groups.

Soil

Bubble diameter~mm! Resonance frequency~kHz!

Minimum Maximum Minimum Maximum

50-1 229 1746 793 104
50-2 247 1746 734 104
52-1 276 807 653 223
52-2 348 1605 516 112
53-1 137 458 1302 391
53-2 137 276 1297 649
51-1 137 385 1297 463
51-2 174 669 1039 270
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B. Equations used in the present study—from
Anderson and Hampton „Refs. 4, 5 …

For sound speed at frequencies below resonance, the ex-
act solution of the equation of motion for elastic, homoge-
neous, and isotropic solids is:

c5AK1 ~4G/3!

r
, ~1!

whereK andG are thebulk dilatational and shear moduli of
the soil, andr is its density.

FIG. 1. A comparison at frequencies of gas bubble resonance between measurements of sound speed on laboratory gassy soils by Gardner~Ref. 20! ~using
two measurement techniques, TTC and FT!, and sound speeds calculated using Eq.~1! based on material properties of the soil matrix defined by Anderson
and Hampton~Refs. 4, 5!.

1880 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 T. N. Gardner and G. C. Sills: Acoustics of gas sediments



At frequencies of bubble resonance the Anderson and
Hampton equation is:

S c0

c D 2

5
1

2
~11WX1!H 16S 11F WY1

11WX1
G2D 1/2J , ~2!

wherec0 is the sound speed in saturated sediment, andX1

andY1 are coefficients of a gassy medium for which bubble
size distribution may be expressed as a histogram. Also,

W5
Ksat

gP01 4Gsat/3
,

FIG. 1. ~Continued.!
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g is the specific heat ratio for gas~adiabatic constant!, P0 is
the ambient hydrostatic pressure, andKsat and Gsat are the
dilatational and shear moduli of the soil matrix~not thebulk
material properties!. The Anderson and Hampton equation
for the frequency of resonance (f 0) is:

f 05
1

2pr
A3gP0

Ars
1

4Gsat

rs
~3!

for a bubble radiusr. rs is the soil matrix bulk density and A
is defined as a coefficient. They believed the productf 0r
~‘‘ r’’ is bubble radius! to be a constant for a given soil ma-
trix.

C. Calculating acoustic parameters—Anderson and
Hampton model „Refs. 4, 5 …

Acoustic parameters were calculated from the Anderson
and Hampton equations based on the material properties of
the Gardner soils provided, except for the elastic moduliKsat

and Gsat ~dilatational and shear! that were estimated from
two sources: case~i! Anderson and Hampton4,5 and case~ii !
Wheeler,22–24 Jardineet al.,25 and Wheeler and Gardner.21

D. Sound speed at frequencies of resonance

Sound speed for frequencies up to 2000 kHz were cal-
culated by Eq.~2!, based on properties of the Gardner soils
~listed briefly in Tables I and II and the Appendix,26 and in
more detail in Gardner!.27 The volume concentration of gas
in each bubble size provided by Gardner20 is accommodated
within the constantsX1 andY1 . The dilatational modulus of
the ~solid–fluid! saturated soil matrix (Ksat) is used in the
Anderson and Hampton acoustic equations, rather than the
bulk modulus of the gassy soil~K!. This is because the
Anderson and Hampton equations were developed from
Silberman10 whereK was defined as the modulus of the host
component in a biphasic gassy medium. The same argument
applies for the matrix shear rigidity (Gsat), which was used
instead ofG. Two cases were considered based on different
estimates ofKsat andGsat.

1. Case i—Upper bound estimates used by Anderson
and Hampton (Refs. 4, 5)

Dynamic measurements on saturated mediums were
used to provide upper bound values of sound speed.
Gsat(0.13 GPa) was estimated from dynamic measurements
on saturated surficial sediments by Smith8 and Hamilton,9

and the correspondingKsat(3.65 GPa) was calculated from
Gassman.7

2. Case ii—Lower bound estimate taken from Jardine
et al. (Ref. 25) and Wheeler (Refs. 22 –24)

Gsat(0.05 GPa) was estimated from the high rate load–
displacement soil tests of Jardineet al.25 at strains of 0.01%,
since this was appropriate to acoustic signals of strain 0.01%
to 0.001%. The value ofKsat(4.211 GPa) that corresponded
with this value ofGsat was obtained from the experimental
work of Wheeler22–24 on saturated soils prepared from the
same soil batch and in the same manner as the Gardner large
bubble soils. This procedure is justified, since it is evident

from Wheeler and Gardner21 that bulk properties of the
Gardner soils estimated from these sources produce sound
speeds that agree well with the measured data at frequencies
below bubble resonance.

Resonance frequencies (f 0 ), based on the measure-
ments by Gardner20 of bubble radii~r! in the large bubble
soils, were calculated using Eq.~3!. Properties of the Gard-
ner soils are listed briefly in Tables I and II and the Appen-
dix, or in more detail in Gardner.27 For comparison, the con-
stant was calculated from the product of (f 0 ) at the lowest
frequencies of resonance found by Gardner20 and the radius
~r! of the largest size of bubbles, since the largest bubbles
should be responsible for the lowest frequencies of reso-
nance. The product was also calculated using the bubble size
containing most gas~since these bubbles may generate the
greatest kinetic energy during resonance! and the frequency
at which peak sound speed occurs~since at this frequency
these bubbles may exert the greatest influence upon sound
speed in each soil!. Products for the two soils with the largest
bubbles and the two with the smallest bubbles were com-
pared, since it was expected that theirf 0r products would be
the same as all soil specimens produced from the same silty–
clay medium consolidated by the same vertical stress
~Anderson and Hampton!.4,5

E. Sound speed at frequencies below resonance

Sound speeds for the eight Gardner soils at frequencies
below resonance were calculated in Eq.~1!. Two cases were
considered based on different soil models to estimate the
bulk elastic moduli~K andG!.

1. Case (i)—Upper and lower bound using Anderson
and Hampton (Refs. 4, 5)

Anderson and Hampton equations were used for calcu-
lating the bulk propertiesK andG of the Gardner gassy soils
~Table III! consistent with the rationale of Anderson and
Hampton for producing upper and lower bounds. For the
lower bound, modeled on soil suspensions,G was considered
to be zero since a fluid has no shear rigidity. The correspond-
ing K was calculated by Eq.~A1! @and Eq.~A2! for bulk
density, see the Appendix# since each phase~solid, liquid,
and gas! was assumed to contribute to the bulk property of
the soil in proportion to its volume. For the upper bound
values, modeled as saturated soils modified with a compress-
ible fluid, K was calculated by Eqs.~A3! and ~A4!
~Gassman,7 the Appendix!. DynamicG was taken from mea-
surements ofG made by Smith8 and Hamilton.9 The bulk
modulusKw8 for fluid was redefined to allow for the presence
of gas in proportion to its gas–fluid volume@Eq. ~A5!, the
Appendix#. Therefore the upper bound simulated a biphasic
medium formed from ‘‘solids’’ and a ‘‘compressible fluid.’’

2. Case ii—Upper and lower bound using Wheeler
and Gardner (Ref. 21)

The bulk propertiesK and G of the Gardner soils used
by Wheeler and Gardner21 were employed to reproduce their
sound speed curves. This enabled sound speeds based on the
material properties of the large bubble model of Wheeler and
Gardner21 to be compared with sound speeds based on the
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suspension and compressible fluid models proposed by
Anderson and Hampton@case~i! above#. The Wheeler and
Gardner lower bound bulk propertiesK andG for the Gard-
ner soils were extrapolated from large strain static load tests
and their upper bound values were from the dynamic tests of
Jardineet al.25 at low strains representative of acoustic sig-
nals. Sound speeds of the Gardner soils based on these upper
bound bulk properties ofG and K were shown by Wheeler
and Gardner21 to agree well with measured sound speeds in
the same soils.

III. RESULTS

A. Sound speed at frequencies of resonance

Figure 2 presents sound speeds calculated by Eq.~2!,
based on the properties of the eight Gardner soils. In the high
gas content soils (E50,E52), upper bound estimates of
moduli @case~i!# produced sound speeds approximately 100
m/s higher than the lower bound of case~ii ! at frequencies
below 100 kHz~this is not apparent in the figure because of
axis scaling!. Resonance frequency at peak sound speed was
between 500 and 1000 kHz for both cases in all eight soils.
For both cases~i! and~ii !, the Anderson and Hampton model
when applied to the high gas content soils (E50,E52) pro-
duced peak sound speeds that were implausibly high, but
peaks were more credible when the model was applied to the
low gas content soils (E51,E53). The low gas content soils
of case~i! did not peak at resonance, but those of case~ii !
exhibited the same profile below, at, and above resonance as
the data calculated by Anderson and Hampton4,5 based on
harbor mud of low gas content.

Calculated sound speeds have been superimposed on
Fig. 1 ~indicated as ‘‘theory’’! to compare with the corre-
sponding measured data for the same soils from Gardner.20

Case~i! only is used since this model utilizes the method for

predictingG and K proposed by Anderson and Hampton.4,5

The correlation between data sets is weak. The transition
points on the calculated curves, indicated by an upturn in
sound speed, occurred at 60–90 kHz forE50, E52 and at
350–500 kHz forE51, E53. These occurred at higher fre-
quencies than the corresponding transition points identified
by the measured curves~15–20 kHz!. Thus bubbles were
resonating at lower frequencies and producing lower sound
speeds than the current theory of Anderson and Hampton4,5

predicts. Also, sound speeds at the transition points of mea-
sured data were 40%–70% less than corresponding sound
speeds in the calculated data. Since the measured data of
Gardner20 covers only the frequencies of large bubble reso-
nance and below, the correlation between measured and cal-
culated data at peak sound speed and at frequencies above
resonance could not be examined.

B. Frequencies of bubble resonance

Table II shows the resonance frequencies of the maxi-
mum and minimum bubble sizes of each soil that were cal-
culated using Eq.~4! based on the properties of the Gardner
soils and the moduli of case~i!. Again, the lowest frequen-
cies of resonance~for the largest bubbles! for each soil are
higher than the corresponding~transition point! frequencies
from the measured data. Table IV providesf 0r values for the
largest size of bubbles and for the bubble size containing
most gas. Neither was constant.

C. Refining material properties to improve the
correlation at frequencies of resonance

Figure 3~a! shows the influence upon sound speed of
varying Ksat above and below 3.65 GPa~while holdingGsat

constant at 0.013 GPa!. An increase inKsat improves the
correlation with measured data by producing a drop in sound
speed below resonance frequencies, but a further increase in
peak sound speed and a shift of the peak upward in fre-
quency causes further disparity. Since the converse occurs
for a reduction inKsat,Ksat cannot be refined in all respects
to produce a better fit between calculated and measured data.
Figure 3~b! shows the influence upon sound speed of varying
Gsatabove and below 0.013 GPa~while holdingKsatconstant
at 4.221 GPa!. A reduction inGsatproduces propitious reduc-
tions in sound speed below frequencies of resonance and in
the lowest frequency of resonance, which improves the cor-
relation with measured data. Therefore, revised moduli were
required that reducedGsat and allowedKsat to remain largely
unchanged. These were obtained from measurements ofGsat

performed on laboratory saturated soils~Wheeler22–24! from
the same batch of estuarine silty clay as the Gardner soils
and prepared in the same manner. The value ofGsatwas then
modified to ensure that the modulus corresponded with small
strain acoustic measurements~Jardine et al.25!, giving 20
MPa. Wheeler22–24 was again used to find the value ofKsat

that corresponded with thisGsat in a saturated soil prepared
from the same soil batch in the same manner. This gave 3570
MPa, which was close to the unrefined value and therefore
did not influence the correlation between sound speeds and
measured data.

TABLE III. Elastic moduli of the soils~below resonance!.

Soil G ~MPa! K ~MPa! G ~MPa! K ~MPa!

~a! Anderson upper bound
~compressible fluid model!

~b! Anderson lower bound
~suspensioin theory!

51-2 130 116.46 0 36.884
53-2 130 111.99 0 32.394
51-1 130 106.89 0 27.279
53-1 130 105.46 0 25.848
52-1 130 81.32 0 1.622
52-2 130 80.85 0 1.157
50-2 130 80.47 0 0.769
50-1 130 80.37 0 0.672

~a! Wheeler upper bound~large
bubble model, dynamic!

~b! Wheeler lower bound
~measured static!

51-2 19.880 2360 1.988 685
53-2 19.870 2250 1.987 600
51-1 19.840 2140 1.984 510
53-1 19.830 2070 1.983 490
52-1 17.170 230 1.718 26.0
52-2 16.000 160 1.601 15.0
50-2 13.850 80 1.388 7.0
50-1 12.910 67 1.298 6.8
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FIG. 2. Calculated values of sound speed at frequencies of gas bubble resonance~the symbols do not denote data points; actual points are at 2.44 kHz
intervals!. Calculations are based on material properties of the soil matrix defined by Anderson and Hampton~Refs. 4, 5! @case~i!#, or from Wheeler~Refs.
22–24! and Jardineet al. ~Ref. 25! @case~ii !#.

TABLE IV. f 0r values produced using parameters from experiments.

Soil
Transition

point ~kHz!

Bubble size—Peak gas content Bubble size—Largest

Average bubble
diameter~mm! f 0r ~Hz cm!

Average bubble
diameter~mm! f 0r ~Hz cm!

50-1 20 312 312 1746 1746
50-2 20 422 422 1746 1746
53-1 20 - - 458 458
51-1 80 137 548 385 1540
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Sound speeds based on these refined moduli were not
found to improve the correlation at all frequencies. Since the
mechanical behavior of soil is also influenced by its signal
damping property, this may also be refined to improve the
correlation between measured and modeled data. Figure 3~c!
shows the influence upon sound speed of varying the specific
dissipation function (Q), the inverse of the damping con-
stant~d! defined by Anderson and Hampton.4,5 The original
sound speed curve calculated without amending damping
~and without estimatingQ separately! is shown alongside
curves generated fromQ51 and 4. A value of one is appro-

priate to stiff ocean sediments~Anderson and Hampton4,5!,
whereas a value of four is more appropriate to the softer
laboratory soils of Gardner.20 Since a value of four propi-
tiously reduces the frequency at which peak sound speed
occurs, the sound speed below frequencies of resonance, and
the peak sound speed~thus compensating for the slight in-
crease due to reducingGsat!, revised values ofQ, Gsat, and
Ksat ~4, 20 MPa, 3570 MPa! were used to calculate sound
speed by Eq.~2!. This improved the match between calcu-
lated and measured data for soilE50-1 @see ‘‘revised theory’’
Fig. 1~a!#, through reducing sound speed below resonance by

FIG. 3. Perturbation of soil material properties to examine sound speed
sensitivity.~a! Varying Ksat above and below 3.65 GPa~while holdingGsat

constant at 0.013 GPa!. ~b! Varying Gsat above and below 0.013 GPa~while
holding Ksat constant at 4.221 GPa!. ~c! Varying the specific dissipation
function (Q), the inverse of the damping constant~d! defined by Anderson
and Hampton~Refs. 4, 5!.

1885J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 T. N. Gardner and G. C. Sills: Acoustics of gas sediments



55% and through reducing the lowest frequency of resonance
~for the largest bubbles!; although the match was not exact in
respect of the rate of variation of sound speed with fre-
quency. Since sound speed varies directly in response to ad-
justments inQ, Gsat, andKsat, sound speeds for the remain-
ing soils based on these refined values will similarly improve
the correlation with the corresponding measured data.

D. Sound speed at frequencies below resonance

Figure 4 shows calculated upper and lower bound sound
speeds below frequencies of resonance, based on properties
of the Gardner soils and the Anderson and Hampton equa-
tions defining the bulk propertiesG and K @case~i!#. Com-
parative data are shown for upper and lower bound sound
speeds@case~ii !#, and for measured sound speeds~Wheeler
and Gardner21!. The single measurements for each soil are
analogous to the measured sound speeds shown in Fig. 1 at
approximately 10 kHz. Sound speeds at 10 kHz are below
the frequency of resonance in all soil samples. This is de-
duced because, in the soils of largest bubble diameter~50-1,
50-2, and 52-2, Table II! that resonate at the lowest frequen-
cies, the measured curve data and the refined theoretical
curve data appear to indicate zero gradients or troughs at
around 15 to 20 Hz or above. Thus the transition points
marking the lowest frequencies of bubble resonance for all
eight soils must be above 10 kHz. The best fit with the ex-
perimental data from the eight large bubble soils of different
gas content was case~ii !—upper bound data, modeled cor-
rectly as a gas surrounded by a solid–fluid matrix at an
acoustic strain level of 0.01%. Case~ii !—lower bound, from
the same large bubble model but based on static load tests at

large strains, substantially underestimated sound speed at all
gas fractions indicating the importance of strain rate and
magnitude. The worst indicator was case~i!—lower bound
data based on the bulk properties of a soil suspension, prov-
ing inappropriate even as a lower bound for large bubble
soils. Additionally, the upper bound~suspension! and lower
bound~compressible fluid! data of case~i! show abrupt re-
ductions in sound speed between a saturated soil and a gassy
soil of only minimal gas content. This happens to a lesser
extent with the upper and lower bounds of case~ii ! for the
large bubble soil that behaves as a monophasic medium be-
low resonance. The case~i! data indicate little variation in
sound speed for gas fractions greater than those causing the
initial abrupt reductions, whereas the case~ii ! data indicate
progressively reducing sound speeds for increasing gas con-
tents. As a result, case~i!—upper bound underestimates mea-
sured sound speed substantially at low gas fractions~,0.06!
and overestimates sound speed substantially at high gas frac-
tions ~.0.12!. It should be noted that at frequencies below
resonance, the sound speeds calculated by Eq.~1! were sub-
stantially lower than the corresponding sound speeds initially
calculated by Eq.~2!, since initially different values ofGsat

were used for the saturated soil matrix. The refinement ofG
eradicated the difference.

IV. DISCUSSION

A. Sound speeds at frequencies of resonance and
material properties of the soil matrix

It is evident from Figs. 1 and 3 that the acoustic re-
sponse of a gassy soil at frequencies of resonance is domi-
nated by its gas volume and to a much lesser extent by its

FIG. 4. A comparison between theoretical calculations and measurements of sound speed at frequencies below bubble resonance. Calculations were based on
bulk elastic properties defined by Anderson and Hampton~Refs. 4, 5! @case~i!#, or were based on Wheeler and Gardner~Ref. 21! @case~ii !# using the work
of Wheeler~Refs. 22–24! and Jardineet al. ~Ref. 25!.
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elastic moduli and the damping activity of the soil matrix.
Substantial variations in sound speed between the soils arise
from relatively small differences in gas content, and much
smaller variations arise from substantial differences in the
soil matrix properties. There is also evidence that sound
speeds at the lower frequencies of bubble resonance and at
frequencies below resonance may be predicted with some
success using the theory of Anderson and Hampton.4,5 How-
ever, sound speed predictions by the model must be based on
material properties of the saturated soil matrix that accurately
simulate the load-displacement behavior of the soil at strain
magnitudes and strain rates consistent with the acoustic sig-
nal propagated. It has been demonstrated that the study of
Wheeler22–24 on gassy soils of the large bubble type at high
strain levels, and the study by Jardineet al.25 on saturated
soils at low strains, may be used to estimate elastic moduli
which simulate the acoustic behavior of the Gardner soils.

As the Gardner soils were consolidated by a total stress
of 25 kPa under atmospheric hydrostatic pressure, they simu-
lated lightly consolidated surficial layers of sediment in rela-
tively shallow water. The properties obtained from the
Anderson and Hampton estimates may be more appropriate
to relatively stiff marine sediments consolidated by the
weight of overlying material. Such gassy soils may have
greater matrix shear rigidity, but may not have correspond-
ingly high matrix dilatational rigidity, Wheeler22–24!. For
these soils, the Anderson and Hampton Eq.~2! will predict
high sound speeds at frequencies below resonance and high
frequencies of large bubble resonance in comparison with the
measured sound speeds of the softer Gardner soils. As Gard-
ner’s frequency range of measured sound speeds was limited,
it was not possible to evaluate the accuracy of Eq.~2! for
predicting peak sound speeds at frequencies of resonance.
However, peak sound speeds based on both unrefined esti-
mates ofGsat and Ksat appeared unreasonably high in com-
parison with the data produced by Anderson and Hampton
based on ocean bottom silt and harbor mud. This will be the
case unlessGsat is increased substantially to simulate the
mechanical behavior of more consolidated soils~without ad-
justing Ksat!, or damping is adjusted within the range (1
,Q,4). Such an increase inGsat is inappropriate for simu-
lating the mechanical behavior of the Gardner soils, and al-
though the adjustment ofQ may be appropriate evidence of
this is unavailable.

B. Resonance frequencies and the constant f 0r

The resonance frequencies of the largest and smallest
bubbles should provide an indication of the frequency range
over which bubble resonance influences sound speed. In
practice the range will be greater than this as the resonances
of single-sized bubbles affect sound speed over a range of
frequencies near resonance~as indicated by the data on har-
bor muds from Anderson and Hampton4,5!. It is therefore
unsurprising that resonance frequencies of the largest
bubbles@from Eq. ~3!# are greater than transition point fre-
quencies indicated by corresponding measured data. This
level of disparity is reduced for transition points based on the
refined material properties of the soil, to a level that reveals

the extent of resonance effects in the Gardner soil below the
peak resonance frequency of the largest bubble.

C. Sound speed at frequencies below resonance,
models and bulk material properties

At frequencies below resonance sound speeds based on
bulk material properties of ‘‘large bubble’’ soils~Wheeler
and Gardner21! were shown to match the measurements
made by Gardner20 better than sound speeds based on Ander-
son and Hampton approximations. Sound speeds based on
material properties simulating the ‘‘compressible fluid’’ and
‘‘suspension’’ models of Anderson and Hampton are not
helpful and misleading when applied as upper and lower
bound estimates for ‘‘large bubble’’ soils. This is because
their load-displacement behavior is fundamentally different.
The abrupt change in sound speed from a saturated soil to a
gassy one arising from a minimal amount of gas content is
caused by an equally abrupt increase in the bulk compress-
ibility (1/K). This arises from the substantial compressibility
of gas within fluid in their compressible fluid~upper bound!
and suspension~lower bound! models. It happens to a lesser
extent with the Wheeler and Gardner large bubble models
~upper and lower bounds! because gas is contained in struc-
tural pockets in the saturated matrix, and a pocket structure
formed by the saturated soil matrix has a lower compress-
ibility than a gas bubble formed in fluid. Additionally, sus-
pension models are misleading since they employ a shear
modulus of zero, which is unrealistic when applied to sea
bed soils since even the softest soils have some shear rigid-
ity. Without shear rigidity and with a high compressibility,
the Anderson and Hampton suspension model produces
sound speeds of almost zero at all gas contents, other than
minimal. The magnitude and trend of variation in sound
speed is therefore very different to the behavior of large
bubble soils, and is uninformative as a lower bound guide.
Even the compressible fluid model proved not to be an ef-
fective lower bound guide, since sound speeds determined by
the model were less than measured sound speeds in soils
with gas fractions of less than 0.09.

APPENDIX A: FURTHER PROPERTIES USED IN THE
EQUATIONS

At resonance

Values of parameters used to calculate sound speed or
resonance frequency by Eqs.~1!, ~2! and ~3! ~note—the list
includes parameters not contained in the main text that are
defined below and discussed in Anderson4,5!:

Case i—Anderson and Hampton

Ratio of specific heats of gas in bubblesg51.333~Kaye and
Laby26!.
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Reciprocal of thermal diffusivity of gas for bubbles in water
~where for the gassp is specific heat at constant pressure,rg

is density, andCg is thermal conductivity!—Anderson and
Hampton:4,5

rgsp

Cg
5500 s/m

Soil matrix bulk densityrs51597 kg/m3 ~measured from
saturated soil sample, Gardner27!
Water density rw51020 kg/m3 ~measured from water
sample, Gardner27!
Gas densityrg50.6623 kg/m3 ~CRC Handbook28!
Sound speed in bubble free waterc051502.5 ~measured,
Gardner27!
Soil shear modulusGsat51.33108 N/m2 ~Measurement from
saturated surficial sediment—Smith8 and Hamilton9!
Imaginary part of complex modulusG850.3253108 N/m2

~25% of G—Anderson and Hampton4,5!
Soil dilatational modulusKsat53.649 863109 N/m2 ~from
Gassman7 equations—saturated medium!
Soil frame bulk modulusK f50.007 9731010N/m2 saturated
soil ~Anderson and Hampton4,5!
Mineral particle bulk modulusKm55.031010N/m2 satu-
rated soil~Anderson and Hampton4,5!
Water bulk modulusKw50.2331010N/m2 saturated soil
~Anderson and Hampton4,5!
Ambient hydrostatic pressureP051.013 253105 N/m2

Total void porosityn50.625 ~measured from saturated soil
sample, Gardner27!

Case ii—Wheeler „Refs. 22–24 … and Jardine et al.
„Ref. 25…

As above, except forGsat andKsat as follows:
Soil shear modulus Gsat50.53108 N/m2 (Gsat8 50.125
3108 N/m2)
Soil dilatational modulusKsat54.2113109 N/m2

Below resonance

K5
KgKwKm

ngKwKm1~12n!KwKg1~n2ng!KmKg
~A1!

r5ngrg1~12n!rm1~n2ng!rW ~A2!

where:
Kg5gas bulk modulus

Kw5water bulk modulus

Km5mineral particle bulk modulus

n5total void porosity

ng5gas porosity

rg5gas density

rm5mineral density

rw5water density

K5KmS K f1Q8

Km1Q8D , ~A3!

whereK f5sediment frame bulk modulus, and

Q85
Kw8 ~Km2K f !

n~Km2Kw8 !
, ~A4!

Kw8 5
KwgP0

ng8Kw1~12ng8!gP0
, ~A5!

where:
g5ratio of specific heats

r05ambient hydrostatic pressure

ng85fraction of sediment pore volume occupied by gas.
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In the upper tens of meters of ocean bottom, unconsolidated marine sediments consisting of clay,
silt, or fine sand with high porosity are ‘‘almost incompressible’’ in the sense that the shear wave
velocity is much smaller than the compressional wave velocity. The shear velocity has very large
gradients close to the ocean floor leading to strong coupling of compressional and shear waves in
such ‘‘soft’’ sediments. The weak compressibility opens an avenue for developing a theory of elastic
wave propagation in continuously stratified soft sediments that fully accounts for the coupling.
Elastic waves in soft sediments consist of ‘‘fast’’ waves propagating with velocities close to the
compressional velocity and ‘‘slow’’ waves propagating with velocities on the order of the shear
velocity. For the slow waves, the theory predicts the existence of surface waves at the
ocean-sediment boundary. In the important special case of the power-law depth-dependence of shear
rigidity, phase and group velocities of the interface waves are shown to scale as a certain power of
frequency. An explicit, exact solution was obtained for the surface waves in sediments characterized
by constant density and a linear increase of shear rigidity with depth, that is, for the case of shear
speed proportional to the square root of the depth below the sediment-water interface. Asymptotic
and perturbation techniques were used to extend the result to more general environments.
Theoretical dispersion relations agreed well with numerical simulations and available experimental
data and, as demonstrated in a companion paper@D. M. F. Chapman and O. A. Godin, J. Acoust.
Soc. Am110, 1908~2001!# led to a simple and robust inversion of interface wave travel times for
shear velocity profiles in the sediment. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1401776#

PACS numbers: 43.30.Ma, 43.30.Dr, 43.30.Pc@DLB#

I. INTRODUCTION

There is a theoretical understanding and a compelling
experimental evidence1–13 that shear rigidity of unconsoli-
dated marine sediments increases continuously with depth
near the water-sediment interface and it is often proportional
to a certain powerzn of depthz below the interface as long
as the composition of the sediments remains unchanged. Ow-
ing to their shear rigidity, unconsolidated sediments support
seismo-acoustic interface waves. The study of such waves in
surficial marine sediments is of considerable interest because
dispersion of the interface waves provides an insight into
geoacoustic properties of the sea floor that are difficult to
measure by other means.10,14–16 In addition, the interface
waves exhibit some intriguing physical properties that are
directly related to the power-law depth-dependence of shear
rigidity.12,17

Previous techniques of interface wave analysis involved
cumbersome numerical modeling. Numerical models usually
rely on approximating the depth-dependence of geoacoustic
parameters by a stack of homogeneous layers.~We will call
this astacked-layer model, for simplicity.! In the present pa-
per, an analytical theory of elastic waves in continuously
stratified soft sediments is developed. The theory is based on
the existence of a small parameter, namely, the ratio of shear
and compressional wave velocities in soft sediments. Owing
to this small parameter, soft sediments are rubberlike or jel-
lylike, as far as their elastic properties are concerned, and
they can be treated mathematically as an incompressible or
almost-incompressible solid. With regard to interface waves,
the major result of the theory is a set of analytical dispersion
relations that specify the phase and group speed of the inter-
face waves as a function of frequency, mode number, and the
geophysical parameters of the medium. These formulas can
be used in the direct inversion of experimental data to pro-
vide estimates of shear speed profiles having a power-law
characteristic. The application of the theoretical results to
experimental data sets is the topic of a companion paper,17

hereafter called paper CG.

a!Parts of this work have been previously reported at Acoustics Week in
Canada~Victoria, B. C., October 1999! and at the 139th ASA Meeting
~Atlanta, May–June 2000!.

b!Author to whom correspondence should be addressed; electronic mail:
Oleg.Godin@noaa.gov
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This paper is organized as follows. In Sec. II, the fun-
damental equations of motion are analyzed for linear me-
chanical waves in stratified elastic media in the limit of com-
pressibility tending to zero. A wave equation is derived that
is exact for linear waves in incompressible stratified solids
and which fully accounts for continuousP-SV wave cou-
pling. Scaling techniques are applied to the wave equation in
Sec. III to determine the frequency dependence of group and
phase velocities of surface waves in solids with power-law
profile of shear velocity with arbitrary exponentn. In Sec.
IV, exact analytical dispersion relations and mode shape
functions are obtained for surface waves in the special case
n5 1

2. The effects of wave polarization and boundary condi-
tions on the interface waves are also discussed. Asymptotic
techniques are applied in Sec. V to derive the dispersion
relation of high-order modes for arbitraryn. Variational per-
turbation theory is utilized in Sec. VI to quantify the effects
of small but finite compressibility and to determine disper-
sion relations for the exponentn values close to but different
from 1

2. In Sec. VII, exact and approximate theoretical dis-
persion relations are compared with the results of the nu-
merical simulations for stacked-layer models, with the de-
sign of stacked-layer models appropriate to simulate a
continuous profile being discussed in Appendix. Section VIII
summarizes major findings of this work.

II. GOVERNING EQUATIONS

Small-amplitude~linear! waves in solids obey the fol-
lowing equation of motion~Ref. 18, Sec. 1.3!

r
]2uj

]t2 5(
i 51

3
]

]xi
s i j , j 51,2,3, ~1!

which is essentially Newton’s second law. Herer is the den-
sity, u5(u1 ,u2 ,u3) is the displacement vector, ands i j is the
stress tensor. Displacements and stresses are related by
Hooke’s law, which takes the following form for the isotro-
pic solid:

s i j 5ld i j ¹•u1mS ]ui

]xj
1

]uj

]xi
D . ~2!

In a layered medium having horizontal boundaries and
with density and Lame´ parametersl andm that are indepen-
dent of time t and the horizontal coordinatesx and y, the
wave field consists ofP-SV and SH waves. Assuming har-
monic dependence exp(ijx2ivt) of the wave field on hori-
zontal coordinates and time, forP-SV waves, Eqs.~1! and
~2! reduce to~Ref. 18, Sec. 1.3!

2rv2u15 i j@~l12m!¹•u1m8u32mu38#1~mu18!8,
~3!

2rv2u35@~l12m!¹•u2 i jmu1#82j2mu32 i jm8u1 ,

wherer5r(z),l5l(z),m5m(z), and the prime stands for
the derivatived/dz with respect to the vertical coordinate. At
m50 the Eq.~3! set reduces to equations for sound waves in
a layered fluid.

Consider soft sediments for whichm/l!1. Then the
terms with¹•u dominate on the right sides in Eq.~3! unless
¹•u is very small or, more precisely, unlessu¹•uu

&jmu/l. In the first approximation, one can discard the
terms withm in Eq. ~3!. Hence, in soft sediments, the waves
with nonzero ¹•u are much like compressional waves
~sound! in fluid with the sound speedc5(l/r)1/2. The per-
turbations in the displacement and stress fields as well as in
the phase velocity caused by the shear rigidity are small
compared with those in the sound wave in the fluid. We refer
to such waves asfast seismo-acoustic waves. We demon-
strate that this is not the only type ofP-SV wave supported
by soft sediments.

When¹•u is small enough, the terms withm in Eq. ~3!
may become significant and, in fact, dominant. The corre-
sponding waves have phase velocitiesV of the order of the
shear wave velocityct5(m/r)1/2!c. We refer to such waves
as slow seismo-acoustic waves19,20 and represent their dis-
placement field as

u5(
s50

` S v

jcr
D 2s

u~s!, uu~s!u5O~1!, ~4!

i ju1
~s!1]u3

~s!/]z5
rcr

2

l
jq~s21!, s50,1,2,..., q~21![0.

~5!

This particular representation of the displacement field fol-
lows from the requirement that there is a balance between the
terms with and withoutl in Eq. ~3!. Here the constantcr is
a representative value of the compressional wave velocityc.
The development in Eq.~4! is essentially in powers of the
small parameter (V/c)2, which tends toward zero whenm
→0 ~for all z! at fixedl or whenl→` at fixedm(z). We
stress that the slow waves exist even in the incompressible
solid with l5`. The idealization of solid being incompress-
ible is often used, for instance, in geotechnics and soil me-
chanics. Equations~4! and~5! represent the slow wave field
at large but finitel as a perturbation of the field in an in-
compressible solid.

Substituting Eq.~4! into Eq. ~3!, one obtains

2rv2@u1
~s!1 iq ~s!#2 i j@m8u3

~s!2m]u3
~s!/]z#

2~m]u1
~s!/]z!852i j2mrcr

2q~s21!/l,
~6!

2rv2u3
~s!12i jm8u1

~s!1 i jm]u1
~s!/]z1j2mu3

~s!

2~rv2q~s!/j!852j~mrcr
2q~s21!/l!8.

Taken together, Eqs.~6! and ~5! provide a full set of equa-
tions to consecutively determineu(0) andq(0), u(1) andq(1),
and so on. Similar equations have been used in Ref. 21 to
study waves in three-dimensionally inhomogeneous solid.

Consider the equations foru(0) andq(0) in more detail.
These two functions completely describe the displacements
and stresses of the wave in the limit of the incompressible
solid, and provide leading-order terms in the case of finitel.
Note that the displacement is purely solenoidal~i.e., ¹•u
50! in this approximation, as in a pure shear wave, but the
stresses are distinct from those in a shear wave as long as
q(0)Ó0. We suppress the superscript inu(0) andq(0) in what
follows to simplify notation. Using Eq.~5! to eliminateu1

from Eq. ~6!, one finds
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jq1u385~j2mu382mu3-2j2m8u32m8u39!/rv2, ~7!

q81ju35j~j2mu322m8u382mu39!/rv22r8q/r. ~8!

By differentiating Eq.~8! and subtracting the product ofj
and Eq.~7! from the result, one has

q92j2q5
22j

rv2 ~m8u391m9u382j2m8u3!2S r8

r D 8
q

1
jr8

r2v2 ~2m8u381mu392j2mu3!. ~9!

Equations~8! and~9! constitute a set of two ordinary second-
order differential equations that describes slow waves in a
layered solid in the limitm/l→0. We have a set of two
equations rather than a single second-order equation because
the slow wave generally consists of coupledP and SV
waves.

As an alternative to the set of Eqs.~8! and ~9!, by ex-
cluding q from Eqs. ~7! and ~8!, we obtain a fourth-order
wave equation in terms of the vertical displacement:

~mu39!91@~rv222j2m!u38#81j2~mj22rv21m9!u350.
~10!

The equation can be also written as

~]2/]z22j2!~rv2u31mu392mj2u3!

5r9v2u31r8v2u3822j2m9u3 . ~11!

Having solved the fourth-order wave equation foru3 , it is
straightforward to calculateu1 from Eq. ~5! andq from Eq.
~7! and, thus to fully determine the wave field in the given
incompressible solid.

In the case of the uniform solid, the right side of Eq.~11!
equals zero, and the wave equation factors into two second-
order equations:

u392j2u350, ~12!

u391~rv2/m2j2!u350. ~13!

Any solution to either of Eqs.~12! and ~13! is a solution to
Eq. ~11!. Obviously, Eq.~12! is the limit at l→` of the
well-known equation forP waves in the uniform solid,
whereas Eq.~13! coincides with the exact equation forSV
waves in the uniform solid. When derivatives of the medium
parameters are bounded, the right side of Eq.~11! becomes
negligible, compared with the left side, for high-frequency
waves. Then, Eq.~11! asymptoticallyreduces to uncoupled
Eqs. ~12! and ~13! in the case of inhomogeneous media.
Consequently,P andSV slow waves are asymptotically un-
coupled in the incompressible solid like these waves are
known to be in a solid with finitel.22

There exists a special case of a layered solid where the
right side of Eq.~11! vanishes and the fourth-order equation
factors exactly into the second-order Eqs.~12! and~13!. This
is the case when the density is constant and the shear modu-
lus is a linear function of depth.@For Eqs.~12! and~13! to be
valid, the depth-dependence ofl is insignificant as long asl
is large enough compared withm.# As a cautionary note, for
a solid with linearm(z)—unlike the uniform solid—it would

be wrong to assume that solutions to Eq.~12! always repre-
sentP waves while solutions to Eq.~13! always representSV
waves. In the linearm(z) case, solutions to both Eqs.~12!
and ~13! are generally a superposition of continuously
coupledP andSV waves. This can be verified by calculating
the stress tensor by using Eqs.~2!, ~5!, and~7! and compar-
ing the result to the stress tensor due to pure compressional
and pure shear waves.

III. DIMENSIONAL ANALYSIS

Consider slowP-SV elastic waves in a solid half-space
z.0 with a constant density and a power-law depth-
dependence of the shear modulus:

m5rB2~z/ l !2n, 0,n,1. ~14!

B represents the shear-wave velocity at the depthz5 l .23 The
shear rigidity vanishes atz→0; its gradient tends toward
zero, remains finite, or diverges asz→0 if n. 1

2, n5 1
2, or

n, 1
2, respectively. The exponentn values we consider are

bounded by 1 from above because, as it can be shown, atn
>1 the medium does not support slow waves in the vicinity
of the interfacez50.

Introducing the dimensionless depthy5jz, Eqs.~8! and
~9! can be written in a dimensionless form:

dq

dy
52u32My2nS d2u3

dy2 1
4n

y
•

du3

dy
2u3D , ~15!

d2q

dy22q524nMy2n21S d2u3

dy2 1
2n21

y
•

du3

dy
2u3D ,

~16!

where

M5v22B2j2~jI !22n. ~17!

Hence,q5j21F1(n,M ,y), u35j21F2(n,M ,y) whereF1,2

are some dimensionless functions of their dimensionless ar-
guments. We see that displacements in the wave depend on
various dimensional parameters of the problem, not directly,
but only through their combinationM. In mathematical
terms, solutions to the governing Eqs.~8! and ~9! are
self-similar.24 The implied similarity is between the wave
field at various frequencies, wave numbers, and parameters
of the power-law Eq.~14!.

The self-similarity enables us to establish some general
properties of the dispersion relation of surface waves. Let a
homogeneous fluid with densityr f and sound speedc oc-
cupy the half-spacez,0. The boundary conditions atz50
are continuity of the vertical displacementu3 and the normal
stresss33. According to Hooke’s law Eq.~2!, in the solid

s33~0!5j21rv2q~0!. ~18!

In the fluid,

s33~z!52p~z!5Cejz, C5const;
~19!

u3~z!5~r fv
2!21 ]p/]z,

wherep stands for acoustic pressure.
We assumed that phase velocityV5v/j of the surface

wave is small compared with the sound speedc, i.e., m
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!lf[rfc
2. This is certainly the case when compressional

wave velocities in fluid and solid have the same order of
magnitude. With the help of Eqs.~18! and~19!, the boundary
conditions for the waves in a solid reduce to a single equa-
tion:

q~0!1Ru3~0!50, R[r f /r. ~20!

The boundary condition Eq.~20! does not containv, j, B, or
l and, hence, does not violate the self-similarity of the prob-
lem. Substituting the solutions forq andu3 in terms ofF1,2

into Eq. ~20!, we find that, if a surface wave exists, its dis-
persion relation is given by

M5F~R,n!, ~21!

where F is a yet undetermined function. In terms of the
phase velocity, the dispersion relation Eq.~21! becomes

V5@B21vnl nF1/2~R,n!#21~12n!. ~22!

We will refer to Eq.~22! as the scaling law. For the group
velocity

U5
]v

]j
5VFV2

v

V

]V

]vG21

, ~23!

a remarkably simple expression results from Eq.~22!

U5~12n!V. ~24!

Equations~22! and ~24! determine phase and group veloci-
ties of a slow surface wave up to a factor that depends on the
density ratioR and the power-law exponentn but not onB, l,
or wave frequency. The factor also depends on the mode
order if the medium can support a sequence of surface
waves.

The next step in the analysis of the dispersion relation
can be made for surface waves that are not coupled to fluid.
In this special case,C50 in Eq. ~19!. Hence,q(0)5u3(0)
50. Then, we again obtain Eqs.~22! and~24! but now with
F independent ofR. ~Which is natural, as long as the wave
does not ‘‘feel’’ the fluid.! The latter result also applies to the
case when solid half-spacez.0 is bounded by a rigid or free
boundaryz50. This is not to say that the phase velocity does
not depend on the type of boundary. Certainly, the function
F is different for different boundary conditions and accounts
for the effect of the boundary conditions on the surface
wave.

When applied to the wave equation~Ref. 18, Sec. 1.3!

]2u2

]z2 1
1

m

]m

]z

]u2

]z
1S v2r

m
2j2Du250 ~25!

of SHwaves, quite similar considerations show that the scal-
ing law Eq. ~22! also holds forSH waves in the half-space
z.0. For all the three types of the boundary conditions con-
sidered above,F in Eq. ~22! is independent ofR for the SH
modes.

We emphasize that the assumption of an incompressible
solid is necessary for the scaling law Eq.~22! to be rigor-
ously valid for P-SV waves. Below we show that the exact
scaling is violated when the Lame´ parameterl is finite, but
corrections to the phase velocity are very small as long as the
phase velocity of the surface wave is small compared with

the velocity of compressional waves. In addition, the posi-
tion of the interface is essential; an additional dimensional
parameter enters the problem, and the scaling law is violated
if the boundary is not atz50 where the shear modulus Eq.
~14! vanishes.

IV. THE CASE nÄ 1
2: AN EXACT SOLUTION

In this case of constant gradient of shear rigiditym(z),
the shear velocity is proportional to the square-root of depth,
and its derivative has a singularity at the interfacez50.

A. Vertically polarized surface waves near a
fluid–solid interface

At n5 1
2 the set of governing Eqs.~8! and~9! for P-SV

waves becomes

~Mjz21!ju385j2~q1Mu3!1M ~zu39!8,
~26!

~Mjz21!ju35~q1Mu3!81M ~zu38!8.

These have a first integral. Indeed, differentiating the second
equation with respect toz and subtracting the first equation
from the result, one finds

~q12Mu3!95j2~q12Mu3!. ~27!

From Eq.~27! and the boundedness of the field atz→1`,
we have

q12Mu35Ae2jz; A5const. ~28!

From Eq.~28! and the second equation in the set Eq.~26!, it
follows

Mzu391j~12Mjz!u35j Ae2jz, ~29!

u3~0!5A, q~0!5A~122M !. ~30!

Consider first the caseAÞ0 where the surface wave in
the solid is coupled to the fluid. Then, substituting Eq.~30!
into the boundary condition Eq.~20!, we arrive at the disper-
sion relation Eq.~21! with

F~R,1/2!5~11R!/2. ~31!

For the phase velocity we have

V5
2B2

v l ~11R!
. ~32!

This result agrees with the scaling law Eq.~22!. Note that in
deriving Eqs.~32! and~34! below, we have notassumedbut
ratherprovedthe existence of a surface wave. We see that, in
the fluid–solid medium considered, only one surface wave
exists that is coupled to the fluid.

To find the displacement field of the surface wave, Eq.
~29! needs to be solved. The general solution to this inhomo-
geneous second-order ordinary differential equation is

u3~z!5Ae2jz1B1U1~z!1B2U2~z!, ~33!

where the first term on the right side is a particular solution
to the inhomogeneous equation,U1,2 are linear-independent
solutions of the homogeneous equation, andB1,2 are arbitrary
constants. A particular solution to Eq.~29! that satisfies the
boundary condition Eq.~30! is obtained withB15B250.
Then, from Eqs.~28! and ~33!,
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u3~z!5Ae2jz, q~z!5A~122M !e2jz. ~34!

Soon we show that, forAÞ0, Eq. ~34! is the only solution
that satisfies Eq.~26! and the physical requirement for the
displacements to be bounded.

Consider now the caseA50. In this case,q(0)
5u3(0)50 according to Eq.~30!. Hence, the acoustic field
in the fluid is identically zero; the surface wave is uncoupled
from the fluid. Equations~31!, ~32!, and~34! do not apply to
this case. According to Eq.~28!, q(z)522Mu3(z), and the
problem reduces to solving the differential equation~29!,
which is now a homogeneous one. The homogeneous equa-
tion has been previously considered in the study~Ref. 18,
Sec. 3.2! of exact solutions to acoustic wave equations in a
continuously stratified fluid. Linear-independent solutions to
the equation are U15M1/(2M ),

1
2
(2jz) and U2

5W1/(2M ),
1
2
(2jz), whereMl ,m(y) and Wl ,m(y) are Whit-

taker functions~Ref. 25, Chap. 13!. The functionWl ,m(y)
has a logarithmic singularity aty50. Therefore,B2 must
equal zero in Eq.~33! for the displacements to be finite at
z→0. The functionMl ,m(2jz) tends to infinity atz→1`
unless 1

21 l 2m is a positive integer~Ref. 25, Chap. 13!.
Hence, from the conditions at infinity we have:

M5~2n!21, n51,2,... . ~35!

@Note that forM5(11R)/2. 1
2 that corresponds to the fluid-

coupled surface wave, the differential equation considered
has no solution that is bounded throughout the half-spacez
.0. Therefore,u3(z) in Eq. ~34! is the onlybounded solu-
tion to the inhomogeneous differential equation~29!.# For M
given by Eq.~35!, the Whittaker function can be expressed in
terms of Laguerre polynomialsLn11 or Generalized La-
guerre polynomialsLn21

( l ) ~Ref. 25, Chaps. 13 and 22!, and
we have for the vertical displacement

u3~z!5
B1ze2z/2

n
Ln21

~1! ~z !

52
B1ze2z/2

n

d

dz
Ln~z!

5
B1ez/2

n!

dn21

dzn21 ~e2zzn!, z52jz. ~36!

The solution Eq.~36! satisfies the respective wave equation
and the boundary conditions atz50; it is uniformly bounded
and vanishes atz→1`. Consequently, it defines a surface
wave for eachn. In particular, for lower order modes, we
have from Eq.~36!

u3~z!52jB1ze2jz, n51;
~37!

u3~z!52jB1z~12jz!e2jz, n52.

It follows from Eq. ~36! that the horizontal displacement
u15 i j21 du3 /dz is nonzero at the interface for alln while
u3(0)50.

Hence, there is an infinite, countable number of surface
waves that are not coupled to fluid. From Eqs.~35! and~17!,
for their phase velocities we find

Vn5
2B2

v l
n, n51,2,... . ~38!

This result is, again, in agreement with the scaling law Eq.
~22!. The normal modes are numbered in Eq.~38! in the
order of increasing phase velocity and, hence, increasingly
deep penetration into the solid.

It should be stressed that the fluid-coupled mode Eq.
~34! is fundamental; its phase velocity Eq.~32! is lower than
that of any other mode. Formally, the fundamental mode can
be included in the sequence Eq.~38! by introducing a frac-
tional mode ordern5(11R)21 that is a function of the
density ratio.

Wave fields in the fundamental and main sequence
modes are illustrated by Fig. 1.

FIG. 1. Mode shape functions of monochromaticP-SV interface waves in
the sediment with the linear depth-dependence of shear rigidity. Vertical
displacement,u3 ~a!, horizontal displacement,u1 ~b!, and normal stress at a
horizontal interface,s33 ~c! are shown for the fundamental mode (n50)
and three first main-sequence modes (n51,2,3). Dashed lines indicate zero
value of wave field for each mode. Relative mode amplitudes correspond to
the choiceA5B1 in Eqs.~34! and ~36!; R52/3.
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B. Horizontally polarized surface waves near a
fluid–solid interface

At n5 1
2 it is convenient to introduce a new dependent

variablec5(2jz)1/2u2 . Then the wave equation~25! for SH
waves becomes

d2c

dz2 1S 2
1

4
1

1

2Mz
1

1

4z2Dc50, z52jz. ~39!

The equation can be solved in terms of the Whittaker func-
tions. The solution to Eq.~39! that meets the physical re-
quirementc(0)50 is

c5B1M1/~2M !,0~z!. ~40!

The solution tends to infinity atz→1` unless1
211/(2M ) is

a positive integer~Ref. 25, Chap. 13!. Hence, from the con-
ditions at infinity, we have@cf. Eq. ~35!#:

M5~2n21!21, n51,2,... . ~41!

Under the condition Eq.~41!, the Whittaker function in Eq.
~40! can be expressed in terms of Laguerre polynomials
Ln21 ~Ref. 25, Chaps. 13 and 22!, and the vertical depen-
dence of the displacement is given by

u2~z!52
B1e2z/2

n
Ln21~z!

5
B1ez/2

n!

dn21

dzn21 ~e2zzn21!, z52jz. ~42!

For SH waves, the boundary conditions at a fluid–solid
boundary consist in the requirement that the components12

vanishes~Ref. 18, Sec. 1.3!. The solution Eq.~42! satisfies
the boundary condition atz50 becausem(0)50. The solu-
tion also satisfies the wave equation~25!, is uniformly
bounded throughout the solid, and tends toward zero atz
→1`. Consequently, it defines a surface wave for eachn.
In particular, for lower-order modes we have from Eq.~42!

u2~z!5B1e2jz, n51;
~43!

u2~z!50.5B1~122jz!e2jz, n52.

The displacement is nonzero at the interface for alln.
Hence, there is an infinite, countable number of surface

waves of theSH type. TheSH waves are not coupled to the
fluid. From Eqs.~41! and~17!, for their phase velocities, we
find

Vn5
2B2

v l S n2
1

2D , n51,2,... . ~44!

This result agrees with the scaling law Eq.~22!. Comparison
of Eq. ~44! with Eq. ~38! demonstrates that the phase veloci-
ties ofSHsurface waves andP-SVsurface waves uncoupled
to fluid interlace, with velocities of aP-SV wave being
higher than those of theSH wave of the same order. The
fundamentalP-SV mode is slower~faster! than the firstSH
mode if fluid density is higher~lower! than the solid density.
Depth-dependence of displacements and stresses in the first
threeSH modes is shown in Fig. 2.

The problem of monochromatic surfaces waves in the
incompressible solid with linearm(z) is closely connected to

the classic quantum-mechanical problem of stationary states
in the Coulomb potential. WithA50, the wave equation~29!
for P-SV waves is equivalent to the stationary Schro¨dinger
equation for the radialc-function26 when the orbital quantum
number is zero.~There is no counterpart to the fundamental
P-SV mode in the quantum-mechanical problem.! The wave
equation~39! for SH waves is equivalent to the stationary
Schrödinger equation for the radialc-function provided that
the orbital quantum number takes the nonphysical value
21

2. The boundary conditions atz50 and at infinity also turn
out to be equivalent in the acoustic and quantum-mechanical
problems. Hence, mode shape functions and dispersion rela-
tions for the surface waves could have been derived from the
textbook results for the Coulomb potential. Not surprisingly,
an inspection shows that the dispersion relations Eqs.~38!
and ~41! we obtained agree with the known solution to the
quantum-mechanical problem for the Coulomb potential.26

C. Surface waves near ideal boundaries

The exact solutions of the governing equations obtained
in Secs. IV A and IV B enable one to analyze the existence of
and obtain the dispersion relation for the surface waves in
other environments involving an incompressible solid with a
linear profile of shear rigidity. We limit ourselves here to
considering the two simplest cases.

Let us consider surface waves whenz50 is a free or
rigid boundary. The boundary conditions for elastic waves at
a rigid surface require that the displacement is zero at the
boundary. It has been demonstrated above that at least one

FIG. 2. Mode shape functions of monochromaticSH interface waves in the
sediment with the linear depth-dependence of shear rigidity. Particle dis-
placementu2 ~a! and tangential stress at a horizontal interfaces23 ~b! are
shown for the first three modes (n51,2,3). Dashed lines indicate zero value
of wave field for each mode. Relative mode amplitudes correspond to an
n-independent value of the coefficientB1 in Eq. ~42!.
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component of the displacement is necessarily nonzero atz
50 for waves that are bounded throughout the solid, that is,
waves that have a finite displacement and a stress tensor at
both limitsz→10 andz→1`. @Horizontal displacement is
nonzero at the boundary inSHwaves and in theP-SVwaves
described by Eq.~36!; vertical displacement is nonzero in the
P-SV wave described by Eq.~34!.# Hence, no surface wave
exists in the half-space with a rigid boundary.

The boundary conditions for elastic waves at a free sur-
face require that the traction is zero at the boundary, that is
s j 3(0)50 j51,2,3. This condition is violated by theP-SV
wave described by Eq.~34! for which s33(0)Þ0. Hence,
such surface waves cannot be supported by a free boundary.
On the contrary, allSH waves described by Eq.~42! and the
P-SV waves described by Eq.~36! meet the boundary con-
dition of zero traction. Hence, the free surface supports an
infinite, countable set ofSH and P-SV surface waves. In
fact, the only difference between surface waves in the fluid–
solid medium considered and the solid half-space with a free
boundary is that the fundamentalP-SV mode is stripped by
the free boundary; all other surface waves are unaffected by
substitution of a fluid half–space by a free boundary. This is
natural since these waves are fully uncoupled from the~in-
viscid! fluid.

V. NORMAL MODES OF HIGH ORDER FOR n
ARBITRARY

A. Matched asymptotic expansions of the field

In this section we continue the analysis of interface
waves in the fluid–solid medium with the power-law Eq.
~14! profile of shear rigidity for generaln. As in Secs. III and
IV, the medium density is assumed to be constant. We are
interested in high-order modes. For such modes, the right
side in the wave equation~11! is negligible. Indeed, at large
z, the shear modulus is a slowly varying function compared
with u3 , and all the terms containing derivatives ofm are
small. In the opposite limit of smallz, within paretheses in
the left side of Eq.~11! mj2u3 is negligible compared with
rv2u3 . The terms resulting from applying the operator
(]2/z22j2) to mj2u3 includem9j2u3 , which justifies disre-
garding the right side of Eq.~11! at smallz. These heuristic
arguments leave open the question of whether the right side
in Eq. ~11! is negligible at allz. At the end of this section we
demonstrate that, for high-order modes, the domains ofz
‘‘small’’ and ‘‘large’’ ~in the above-defined sense! overlap
and cover allz.0.

With the right side discarded, the wave equation~11!
factors into second-order equations~12! and ~13!. Solutions
to Eq. ~12! are related to the fundamental mode. In this sec-
tion, we concentrate on solutions to Eq.~13!. The respective
normal modes, by definition, constitutethe main sequenceof
P-SVsurface waves. To solve Eq.~13!, consider first smallz
where

mj2!rv2. ~45!

Then Eq.~13! becomes

u391
v2l 2n

B2z2n u350 ~46!

and admits an analytic solution~see, e.g., Ref. 18, Sec. 3.2.!.
The general solution to Eq.~46! is

u35z1/2@A1Jm11~r !1A2Ym11~r !#,
~47!

m5
2n21

2~12n!
, r 5

vzl 2n

Bl2n ,

whereA1,2 are arbitrary constants,Jm11 andYm11 are cylin-
drical functions. Using recurrence relations for the cylindri-
cal functions~Ref. 25, Chap. 9!, for the horizontal displace-
ment, we obtain from Eq.~47! without any approximations

u15
iv l n

jB
z1/22n@A1Jm~r !1A2Ym~r !#. ~48!

The same result was reported in Ref. 13 which considered
P-SV waves in soft sediments under the condition Eq.~45!
in connection with ambient noise resonances observed in the
ocean.

From Eq. ~2! for the stress tensor and the Eq.~46! it
follows that the boundary condition of zero horizontal trac-
tion at the fluid–solid interfacez50 requiresu3(0)50. Tak-
ing into account the behavior of the cylindrical functions
when their argument tends toward zero~Ref. 25, Chap. 9!,
we find from the boundary condition thatA250 and, from
Eqs.~7! and~46!, thatq(0)50. Hence, the waves considered
to not interact with the fluid half-space. Atr @1 one can use
an asymptotic expansion of the Bessel function~Ref. 25,
Chap. 9! to obtain

u3'A1S 2z

pr D
1/2

cosS r 2
2pm13p

4 D . ~49!

On the other hand, when the WKB approximation is
applicable, the solution to Eq.~46! that vanishes atz→` has
the form ~Ref. 18, Secs. 8.1 and 9.2!

u35DS rv2

m
2j2D 21/4

3cosS f~z!2f~zt!1
p

4 D , 0,z,zt. ~50!

Here

f~z!5E
0

zA rv2

m~z1!
2j2 dz1 ~51!

is the phase integral andzt is the turning point defined as a
solution to the equation

m~zt!j
25rv2. ~52!

In deriving Eq. ~50! we took into account that there is a
single turning point in Eq.~46! and that the inapplicability of
the WKB approximation in the vicinity ofz5zt results in a
p/2 phase loss of the reflected wave at 0,z,zt .

The WKB solution Eq.~50! does not correctly predict
the u3 behavior atz→0, and it is not applicable in the vi-
cinity of z50. As discussed in detail in Ref. 13, these limi-
tations are due to the singularity the coefficient of the wave
equation has atz50 for the power-law profile. However, as
z increases, Eq.~50! becomes applicable and matches Eq.
~49!. Indeed, under the condition Eq.~45! f(z)'r and
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(rv2/m2j2)21/4'const•(z/r)1/2. For Eqs.~49! and ~50! to
represent the same solution@that is, for u3(z) to simulta-
neously obey conditions at the boundaryz50 and at infin-
ity#, it is necessary thatf(zt)5p(n1m/2) wheren is an
integer. This equation enables one to determine the phase
velocity of the normal mode as a function of frequency, me-
dium parameters, and the mode ordern. Calculating the in-
tegral in Eq.~51! for the power-law profile, we have

f~zt!5
Ap

2

GS 12n

2n D
GS 1

2n D M 2~1/2n!5
Ap

2

GS 12n

2n D
GS 1

2n D
v l

B1/n V1/n21.

~53!

Hence,

Vn5FApS 2n1
2n21

2~12n! D B1/n

v l
GS 1

2n D Y
GS 12n

2n D Gn/~12n!

. ~54!

Compared with the scaling law Eq.~22!, the new information
provided by Eq.~54! consists of the phase-velocity depen-
dence on the power-law exponentn and also on the mode
ordern.

The matching of the WKB solution Eq.~50! and the
solution Eq.~47!, which is valid at smallz, is not accidental.
Owing to the singularity in the wave equation atz50, the
WKB approximation is applicable apart from the singularity
wheref(z)@1 ~Ref. 13 and Ref. 18, Sec. 9.2!. Using Eq.
~54!, we write this condition as

jz@n2n/~12n!, ~55!

whereas the applicability condition Eq.~45! of the approxi-
mate solution Eq.~47! becomes

jz!n. ~56!

Both applicability conditions become less restrictive asn in-
creases. The conditions Eqs.~55! and ~56! are compatible,
and the two solutions have a common domain of validity as
long asn is large. Hence, the validity of the dispersion rela-
tion Eq. ~54! is assured for high-order modes at anyn
P(0,1).

In fact, the dispersion equation has a broader applicabil-
ity. At n5 1

2 Eq. ~54! reduces to the exact dispersion relation
Eq. ~38!. Hence, Eq.~54! is also approximately valid for
low-order main sequence normal modes, at least wheren
' 1

2.
The dispersion relation can be obtained quite similarly

for horizontally polarized surface waves, starting from their
exact wave equation~25!. The result differs from the disper-
sion relation forP-SVwaves by merely substitutingn2 1

2 for
n in Eq. ~54!. Note that the phase velocities of consecutive
P-SV andSH surface waves interlace. The group velocities
of the P-SV and SH surface waves possess the same prop-
erty. As in theP-SV case, the asymptotic dispersion relation
for SH waves becomes exact for alln whenn5 1

2.

B. A streamlined approach

From very general considerations it follows that, for rap-
idly varying wave fields, the WKB approximation is valid
throughout the continuously stratified medium with the ex-
ception of narrow vicinities of certain critical depths, where
caustics occur or coefficients of the wave equation become
singular. In problems on guided propagation, the assumption
of rapid variation of the wave field compared with the varia-
tion of medium parameters translates into the requirement
that normal mode order be large compared with unity. In the
specific problem we are interested in, there are two critical
depths where the WKB approximation breaks down:z50
@due tom(z) singularity# and the turning depthz5zt . For
the wave field atz,zt and away from the turning depth, the
inapplicability of the WKB approximation in the vicinity of
zt is known to simply result in the phase loss ofp/2 by the
wave reflected from the turning depth. Quite similarly, for
the wave field atz.0 and away from the interfacez50, the
inapplicability of the WKB approximation in the vicinity of
z50 results in a phase loss by the wave reflected from the
interface.~Energy conservation guarantees that the reflected
wave amplitude is not affected.! The value of the phase loss
at z50 has been determined in Ref. 13 with the assumption
that the inequality Eq.~45! holds. This phase loss depends on
n and is given byp(m2 1

2). We can use this result in con-
sidering surface waves because, as we have demonstrated
above, the inequality Eq.~45! holds throughout the vicinity
of z50 where the WKB approximation is inapplicable and
the additional phase loss occurs.

Given the phase losses at reflection from the ‘‘bound-
aries’’ z50 andz5zt of the waveguide, a dispersion relation
of guided modes can be easily derived within the WKB ap-
proximation by calculating the phase increment of a quasi-
plane wave that successively reflects from both boundaries
and returns to its starting depth. Requiring that the round-trip
phase increment is an integer times 2p, we again obtain the
dispersion relationf(zt)5p(n1m/2) @see the text before
Eq. ~53!# that immediately leads to Eq.~54! for the phase
velocity.

Although this approach is less rigorous than the one pre-
sented in Sec. V A and does not provide an expression for the
wave field, it leads to the correct dispersion relation of the
main sequence modes in a much more economical way than
the matched asymptotic expansions technique.

VI. PERTURBATION ANALYSIS

A. Fundamental mode in media with nÉ 1
2

Consider P-SV waves in the fluid–solid medium of
constant density when the exponent in the power-law Eq.
~14! is close to unity. Thenun2 1

2u can be viewed as a small
parameter, and the dispersion relations for various modes can
be obtained by using a perturbation theory. The exact results
obtained in Sec. IV forn5 1

2 will serve as reference~unper-
turbed! solutions.

A perturbation theory has been developed in Ref. 27 that
enables the calculation of corrections to propagation con-
stants of elastic waves due to variations in either or both
material parameters and the position of boundaries and inter-
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faces in stratified fluid–solid systems. Let the shear modulus
profiles in two media be different and all the other param-
eters be the same. Then difference of modal propagation con-
stants in the two media is given by Ref. 27 as

dj5I 1 /I 21O~j21~dj!2!, ~57!

where

I 15E
0

`

dzFj2u1
2dS 4m~l1m!

l12m D2s13
2 dS 1

m D
22i ju1s33dS l

l12m D1s33
2 dS 1

l12m D G , ~58!

I 25
2j

v2 E
2`

0 dz

r f
p222i E

0

1`

dz~s13u32s11u1!. ~59!

Here dF stands for perturbation in the physical quantityF,
that is, the difference in values this quantity takes in the
given medium and in the reference state. In Eqs.~58! and
~59!, the propagation constantj, the acoustic pressurep in
the fluid, and the displacements and stresses in the solid are
those in the reference state.

Equation~58! can be simplified by taking into account
l@m. Discarding terms proportional to 1/l, we have

I 15E
0

1`

dz@4j2u1
21~ i ju31u18!2#dm. ~60!

The perturbation in the shear modulus due ton variation is
given by

dm5rB2~z/ l !2n2rB2z/ l . ~61!

For the fundamental mode, using the Eqs.~19! and~34!
for the unperturbed field, we obtain from Eqs.~57!, ~59!–
~61!

dj/j512~2j l !122nG~112n!1O~~n21/2!2!. ~62!

In terms of the phase velocity, taking into account the iden-
tity (dj/j)v52(dV/V)v and the value of Gamma-function
derivative at an integer argument~Ref. 25, Chap. 6!, we ob-
tain from Eq.~62!

S ]

]n
ln V0D

v,B,l

52~12g!22 ln~11R!14 ln
B

v l
. ~63!

This result is exact in the limit of the incompressible media.
Hereg50.577 21... is the Euler’s constant.

For comparison, it follows from the scaling law Eq.~22!
that

S ]

]n
ln VD

v,B,l

5
21

2~12n!2 ln F2
1

2~12n!

]

]n
ln F

1
1

~12n!2 ln
B

v l
. ~64!

It should be emphasized that dependence of the phase veloc-
ity derivative on frequency and the parametersB and l is
fully determined by the scaling law. The new information
obtained with the perturbation theory consists in the value of
the functionF(n,R) derivative atn5 1

2:

S ]

]n
ln F D

n51/2

52 ln 222~12g!. ~65!

It is interesting that the logarithmic derivative turns out to be
independent of the density ratioR.

B. Main sequence modes in media with nÉ 1
2

For the main sequenceP-SV modes, the wave number
perturbation is given by the same Eqs.~57!, ~59!–~61! as for
the fundamental mode, but the integralsI 1 and I 2 are now
functions of the mode ordern, and their evaluation turns out
to be more complicated.

The first integral on the right side of Eq.~59! for I 2

equals zero because the main sequence modes are not
coupled to the fluid. By using the wave equation

Mz~u392j2u3!1ju350 ~66!

for the main sequence modes atn5 1
2 @see Eq.~29!# and

taking into accountu3(0)50, the second integral on the
right side of Eq.~59! can be simplified, leading to

I 252rV2 E
0

1`

u3
2 dy. ~67!

Then, by differentiating both sides of Eq.~57! with re-
spect ton, we have for the phase velocity derivative atn
5 1

2

S ]

]n
ln VnD

v,B,l

5
B2

vVn
S E

0

1`

u3
2 dyD 21S J11J2 ln

Vn

v l D ,

~68!

where

J15j24E
0

1`

dy@4j2~u38!21~j2u31u39!2#y ln y;

~69!

J25j24E
0

1`

dy@4j2~u38!21~j2u31u39!2#y.

After some algebra involving integrations by parts and the
use of the wave equation~66!, the integralsJ1 and J2 be-
come

J152E
0

1`

~112n2 ln y!u3
2 dy

y
, J254nE

0

1`

u3
2 dy.

~70!

From Eqs.~68! and ~70!, we obtain:

S ]

]n
ln VnD

v,B,l ,n51/2

54 ln
B

v l
12 ln 2n1

J1

2n*0
1`u3

2 dy
.

~71!

This exact expression enables the calculation of phase and
group velocities of the main sequence normal mode whenn
is close to but different from1

2. Note that the last term in the
right side of Eq.~71! is a function of the mode ordern only.
Hence, Eq.~71! is in agreement with Eq.~64! which is a
corollary of the scaling law.

For instance, letn51. For this mode, the vertical dis-
placement is given by Eq.~37!, and Eq.~71! becomes
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S ]

]n
ln V1D

v,B,l ,n51/2

54 ln
B

v l
1322g. ~72!

As another example, consider the opposite case withn
@1. For high-order modes, the main contributions to the
integrals in Eq.~71! originate from the domain above the
turning pointzt , which is defined by Eq.~52!. At 0,z,zt

one can use the WKB expression Eq.~50! for the vertical
displacement. The field is a rapidly oscillating function of
depth and, therefore, in the integrands, the vertical displace-
ment squared and similar quantities can be substituted by
their averages over distances of the order of the reciprocal
vertical wave number:

^u3
2&5

D2

2 S rv2

m
2j2D 21/2

; ^~u38!2&5
D2

2 S rv2

m
2j2D 1/2

.

~73!

After calculating the resulting integrals, we find from Eq.
~71!

S ]

]n
ln VnD

v,B,l ,n51/2

54 ln
nB

v l
1O~n21!. ~74!

Note that the rate of relative variation of phase velocity as a
function of n increases with increasing mode order.

The derivative of the phase velocity with respect ton
can be independently calculated for high-order modes from
the asymptotic dispersion relation Eq.~54!, which is valid at
arbitrary n. Taking into account the derivatives of the
Gamma function at arguments1

2 and 1~Ref. 25, Chap. 6!, we
obtain from Eq.~54!

S ]

]n
ln VnD

v,B,l ,n51/2

54 ln
nB

v l
1

1

n
. ~75!

Equation~75! is consistent with Eq.~74!. Hence, the pertur-
bation results provide a check of validity of the asymptotic
analysis of Sec. V. Equation~75! shows also that the disper-
sion relation Eq.~54!—although valid for alln at n5 1

2—is
only asymptotic rather than exact atnÞ 1

2. Indeed, forn51
the derivative Eq.~75! deviates from the exact result Eq.
~72!.

To calculate the logarithmic derivative of the phase ve-
locity Eq. ~71! for arbitrary n, we substitute the expression
for the vertical displacement in terms of Generalized La-
guerre polynomials Eq.~36! into Eq. ~70! and use standard
integrals involving products of the polynomials28 as well as
their recurrence relations~Ref. 25, Chap. 22! to obtain

E
0

1`

u3
2 dy5B1

2, E
0

1`

u3
2 dy

y
5

B1
2

n
,

~76!

E
0

1`

u3
2 ln y

dy

y
5

B1
2

n F1

n
2 ln 21c~n!G

and

S ]

]n
ln VnD

v,B,l ,n51/2

54 ln
nB

v l
12c~n!

22 lnn1
2

n
1

1

n2 , ~77!

wherec stands for Digamma function, i.e., the logarithmic
derivative of the Gamma function;c(n)52g111 1

21 1
3

1...11/(n21) ~Ref. 25, Chap. 6!. Equation~77! is exact. It
is easy to verify that it agrees with Eqs.~72! and~74! in the
respective special cases. At largen, Eq. ~75! obtained from
the asymptotic dispersion relation Eq.~54! differs from the
exact result Eq.~77! by termsO(n22), as expected from the
matched-asymptotics analysis presented in Sec. V. By com-
bining Eqs.~54! and~77!, we obtain an approximate disper-
sion equation

Vn5HApF2n1~2n21!S 322n

222n
1

1

n
12nc~n!22n ln nD G

3
B1/n

v l
GS 1

2n D Y GS 12n

2n D J n/~12n!

~78!

of main sequence modes that is accurate up to the factor 1
1O@(n2 1

2)
2/n2#. The dispersion equation is consistent with

the scaling law and, being accurate to the second order with
respect to 1/n for arbitraryn and with respect ton for arbi-
trary n, it is anticipated to be a good approximation to~as yet
unknown! exact dispersion relation for mostn andn of prac-
tical interest. We discuss the accuracy of the dispersion equa-
tion ~78! further in Sec. VII.

C. Weakly compressible media

In this subsection, we consider a different kind of per-
turbation. Specifically, we want to quantify the effect that
small but finite compressibity of the medium has on disper-
sion of interface waves. For simplicity, we assume thatn
5 1

2 and that the Lame´ parameterl(z) is constant in solid
and in fluid. Values of the Lame´ parameter in the solid and
fluid are designatedl5r cl

2 and l f5r f cf
2, respectively.

Physical meaning ofcl andcf is, respectively, the~fast! com-
pressional wave velocity in the solid and the sound velocity
in the fluid.

From the perturbation theory,27 for the difference in
wave numbers between a mode in a weakly compressible
medium and a mode of the same order in an incompressible
medium, we have

dj5I 3 /I 21O@j21~dj!2#, ~79!

where

I 35
1

r fcf
2 E

2`

0

dzp2~z!1
1

rcl
2 E

0

1`

dz~2mju31s33!
2.

~80!

Density and shear rigidity profiles in the two media are as-
sumed to be the same. The field quantities entering Eq.~80!
are those in the reference~unperturbed! state, i.e., in the in-
compressible medium. The integralI 2 in Eq. ~79! is defined
in Eq. ~59! and has been considered in the preceding subsec-
tions. According to Eqs.~2! and ~5!,
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2mju31s335rv2j21q ~81!

under the second integral in Eq.~80!.
For the fundamental mode, evaluation of the integralI 3

is straightforward, and one obtains from Eqs.~79!–~81!

V05
2B2

v l ~11R! F12
2B4R

v2l 2~11R!3 S 1

cf
2 1

R

cl
2D G

1V0
5OS 1

cf
4 1

1

cl
4D . ~82!

For the main sequence modes,q522Mu352n21u3 .
Then, one has from Eqs.~79!–~81! and ~70!

Vn5
2nB2

v l S 12
2B4

v2l 2cl
2D 1VnO~Vn

4/cl
4!. ~83!

Quite naturally, the phase velocity of the main sequence
modes is independent, to the first order, of the density and
sound speed in the fluid.

We see from Eqs.~82! and ~83! that the scaling law is
violated when the medium is compressible. Indeed, in the
compressible medium, modal phase velocities are no longer
proportional toB2/v l . On the other hand, corrections to the
phase velocity due to medium compressibility are propor-
tional to the squared ratio of the phase velocity to sound
velocity, and they are rather small whenV!cl , cf . In prac-
tice, when compressional wave velocities are of the order of
1500 m/s, the results obtained for incompressible sediments
remain reasonably accurate for interface waves with veloci-
ties up to 250 m/s. The accuracy of the theoretical dispersion
relations can be further improved by accommodating the
first-order corrections Eqs.~82!, ~83! for finite compressibil-
ity.

According to the perturbation theory,27 first-order cor-
rections to the dispersion relation are additive. Therefore, the
results of subsections VI A–VI C can be combined in a
straightforward manner to predict the effect of finite com-
pressibility on dispersion of interface waves in media with
n' 1

2. Quite similarly, we can account for density gradients
in the sediment or, say, a nonzero but small value of shear
rigidity at z50. Without discussing these in detail, we note
that the perturbations cause interface waves to deviate from
the scaling law, but corrections to the phase velocities remain
small as long as the relative variation of density is small in
the layer 0,z&zt andm(0)!m(zt), wherezt stands for the
turning depth Eq.~52! of the mode.

D. Second-order corrections

When first-order perturbation theory does not provide
sufficient accuracy in modeling interface wave dispersion,
calculation of second-order corrections may be required to
improve the accuracy and account for larger environmental
variations. The perturbation theory27 is not limited to first-
order corrections, although the complexity of the analysis
rapidly increases with the order of the correction. Here we
consider only second-order corrections to the phase velocity
of the fundamental mode due to deviations ofn from 1

2. As-
suming, as before, homogeneous fluid half-spacez,0 and
constant sediment density, from Ref. 27 we have

V0
22~V0

~p!!25
B2

K1
E

0

1`

dyF y

j l
2S y

j l D
2nGK2~y!, ~84!

where

K15Ru3~0!u3
~p!~0!1E

0

1`

dy@u3u3
~p!1u̇3u̇3

~p!#,

~85!
K254u̇3u̇3

~p!1ü3ü3
~p!1ü3u3

~p!1u3ü3
~p!1u3u3

~p! .

HereV andu3 refer to the mode in the unperturbed medium,
i.e., whenn5 1

2, and superscriptp indicates the mode param-
eters in a medium characterized by an arbitraryn value. A
dot signifies the derivative with respect to the dimensionless
depth y5jz. It is convenient to assume that modes in the
two media have the same value ofj and different frequen-
cies. Equations~84!–~85! are exact. They are analogous to
Eqs. ~57!–~61!, but differ by retaining all high-order terms.
For the fundamental modeü35u3 , andK1 in Eq. ~85! sim-
plifies to

K15~11R!u3~0!u3
~p!~0!. ~86!

To determine termsO@(n2 1
2)

2# in the phase velocity
from Eqs.~84!–~86!, u3

(p)(y) must be known to first order in
n2 1

2. For the derivatives Q5(]q/]m)M ,n5
1
2

and W
5(]u3 /]n)M ,n5

1
2

we have from Eqs.~15!, ~16!, and~34! the
differential equations

My~Ẅ2W!1W52ẇ14M ~11 ln y!e2y, ~87!

ẅ2w54My21e2y, w[Q12mW. ~88!

Here and below we assume that the solutions atn5 1
2 are

normalized by the conditionA51 in Eq. ~34!. At y→1`
the functionsw andW should tend toward zero. In addition,
for stresses and horizontal and vertical displacements in the
interface wave to be finite at the interface,w(0), W(0), and
Ẇ(0) must be bounded.

Equation~88! is easily solved. Its solution satisfying the
condition at infinity can be written as

w5Ce2y22M f ~y!, f [e2y ln y1E1~2y!, ~89!

whereC is an arbitrary constant andE1 stands for the expo-
nential integral~Ref. 25, Chap. 5!. Note thatf satisfies the
equation ḟ 2 f 522e2y ln y; tends toward zero aty→1`;
and f (y)52g2 ln 222y ln y1O(y) asy→10. The inhomo-
geneous equation~87! has a particular solutionW5@C
14M (11M )#e2y12M f (y). As discussed in Sec. IV A,
the homogeneous equation~87! can be solved in confluent
hypergeometric functions. The solution to Eq.~87! meeting
conditions aty50 and at infinity is

W5@C14M ~11M !#e2y12M f ~y!

14MGS 21

2M D ye2yUS 12
1

2M
,2,2yD , ~90!

whereU is a Kummer’s function~Ref. 25, Chap. 13!. It has
an integral representation

U~a,b,2y!5E
1

`

e22y~ t21!~ t21!a21tb2a21 dt. ~91!
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Note that the vertical displacement atnÞ 1
2 has, by far, more

complicated depth-dependence than in the reference casen
5 1

2. In particular, unlike Sec. IV, a confluent hypergeometric
function enters Eq.~90! because the derivative of the partial
solution to inhomogeneous Eq.~87! has a logarithmic singu-
larity at y→10.

From Eqs.~88!–~90! and the definitions ofQ andW we
have

u3~0!511~n2 1
2!@C1~11R!~22g2 ln 2!#

1O@~n2 1
2!

2#;
~92!

q~0!5122M1~n2 1
2!@2RC1~11R!~21R!

3~g1 ln 2!1~11R!2] 1O@~n2 1
2!

2#.

Substituting Eq.~92! into the boundary condition Eq.~20!
and using Eq.~21!, we immediately obtain the first deriva-
tives Eqs.~63! and ~65! derived in Sec. VI A from different
considerations. Further, from Eqs.~85! and ~86! we have

K15~11R!@11~n2 1
2!C1~n2 1

2!~11R!

3~22g2 ln 2!#1O@~n2 1
2!

2#,

K254e22y@21~n2 1
2!S#1O@~n2 1

2!
2#,

~93!
S52 lny2y2112C12~11R!~21R!

12~11R!G~2s!@2yU~12s,3,2y!

2~11s!U~12s,2,2y!#,

s5~11R!21.

Using the integral representation Eq.~91! of Kummer’s func-
tions and interchanging the order of integration overt andy,
all integrals in Eq.~84! can now be solved in terms of
Gamma functions, leading to the following exact expres-
sions:

S ]2

]n2 ln F D
R,n51/2

542
2p2

3
~21R!24~11R!2

3Fg1CS R

11RD G ; ~94!

S ]2 ln V0

]n2 D
j,R,B,l

52
1

2 S ]2 ln F

]n2 D
R

;

~95!S ]2 ln V0

]n2 D
v,R,B,l

58~ ln 21g21!2S ]2 ln F

]n2 D
R

.

The relations between derivatives of the phase velocity and
of F given by Eq.~95! are corollaries of the scaling law Eq.
~22!. The second logarithmic derivative ofF Eq. ~94! is
always positive. It decreases monotonically withR and, for
fluid-sediment density ratios of practical interest 0,R<1,
its minimum value 2(22p2116 ln 2)'6.4415 occurs atR
51.

We finally use knowledge ofF Eq. ~31! and its first two
derivatives Eqs.~65! and ~94! at n5 1

2 to obtain from the
scaling law an approximate dispersion relation

V052S B2

11RD 1/2~12n!

~v l !2n/~12n!

3expS 2n21

2~12n!
~12g!1

~2n21!2

4~12n!

3H p2

6
~21R!211~11R!2Fg1cS R

11RD G J D
~96!

for the fundamental mode that is accurate up to a factor 1
1O@(n2 1

2)
3#. The accuracy of the dispersion relation Eq.

~96! is further discussed in Sec. VII.

E. Horizontally polarized interface waves in media
with nÉ 1

2

When applying perturbation theory toSH waves, we
again obtain Eq.~57!27,29 for the first-order variation in wave
number of the surface wave due to small perturbations in the
shear rigidity profile; the integralsI 1 and I 2 now given by

I 15E
0

1`

dz@j2u2
21~u28!2#dm, ~97!

I 2522j2E
0

1`

dzmu2
2. ~98!

Here u2 is the only nonzero component of displacement in
SH waves corresponding to the reference~nonperturbed!
state. We are interested in variations in the wave number due
to deviations of the power-law exponentn from its reference
valuen5 1

2. Then perturbation in the shear rigidity profile is
given by Eq. ~61!. Using Eq. ~42! for u2(z) in terms of
Laguerre polynomials, the integrals Eqs.~97! and~98! can be
evaluated analytically for arbitrary mode ordern, leading to
the exact expression

S ]

]n
ln VnD

v,B,l ,n51/2

54 ln
~n2 1

2!B

v l
12c~n!

22 lnS n2
1

2D 1
2

2n21
~99!

for the derivative of the mode phase velocity with respect to
n. Details of the transformations are similar to those outlined
in Sec. VI B for the main sequence ofP-SV interface waves
and are not reproduced here. The derivatives Eqs.~99! and
~77! for SH and P-SV waves are very similar but differ in
their dependence on mode ordern.

Together with Eq.~44! for the phase velocity in the ref-
erence state, Eq.~99! describes the dispersion ofSH interface
waves of arbitrary order atn' 1

2. An asymptotic dispersion
relation valid for high-order modes (n@1) and arbitraryn
has been discussed at the end of Sec. V A. These two results
can be combined, giving an approximate dispersion equation

Vn5HApF2n211~2n21!~2n21!Fc~n!2 lnS n2
1

2D G
1

2n21

222nG B1/n

v l

G~1/~2n!!

G~~12n!/~2n!!J n/~12n!

~100!
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that is accurate up to the factor 11O@(n2 1
2)

2/n2#. The ap-
proximate dispersion equation is consistent with the scaling
law and reproduces the exact results Eqs.~44! and ~99! as
well as the WKB-type asymptotics of Sec. V. The dispersion
equation differs from Eq.~78! for P-SV waves only in itsn
dependence. It has been shown in Sec. IV that, atn5 1

2. the
dispersion equation ofSH interface waves becomes that of
the main sequence ofP-SV modes ifn2 1

2 is substituted for
n. From Eq.~100! and the asymptotic expansion of the Di-
gamma functionc(n) ~Ref. 25, Chap. 6!, it follows that the
same correspondence between phase velocities holds, to
within the factor 11O@(n2 1

2)/n
2#, at arbitraryn for high-

order modes. However, for the more frequently observed
lower modes, no simple correspondence exists between dis-
persion relations at different wave polarizations, unlessn
5 1

2.

F. Truncated power-law profile

In geoacoustic inversions of experimental data available
in a finite frequency band, it is important to know in what
depth interval the inversion results are reliable. For a slow
interface wave supported by a sediment with monotonically
increasing shear rigiditym(z), the maximum depthH up to
which the environment is reliably probed is determined by
the turning point zt of the lowest-frequency, deepest-
penetrating wave. Coefficient of proportionality betweenH
andzt depends on the mode shape function and accuracy to
which phase or group velocity is measured.

To quantify the above considerations for sediments with
a power-law profile of shear rigidity, let us introduce the
following criterion: Inversion does not apply to depthsz
.H if relative change in the phase~or group! velocity is less
than a certain given numbere, 0,e!1, when medium be-
low z5H is substituted by a homogeneous half-space. It is
assumed that shear velocity and other parameters remain
continuous atz5H. We refer to resultingm(z) dependence
as truncated power-law profile.

For the truncated profile andn5 1
2 exact dispersion rela-

tions can be easily determined using the results of Sec. IV for
arbitraryH. Here we are interested in the case whenH con-
siderably exceedszt . Then perturbations to the interface
wave group and phase velocities due to truncation are small
and, to first order, are given by the perturbation Eqs.~57!,
~59!, and~60! for P-SV waves and Eqs.~57!, ~97!, and~98!
for SH waves. The truncated profile is described as a pertur-
bation

dm50, 0,z<H; dm5rB2~H2z!/ l , z.H ~101!

to the linear profile. Althoughdm Eq. ~101! increases indefi-
nitely with depth, integrals in Eq.~57! converge because of
the exponential decrease of the wave field at largez. After
some algebra, we obtaindj/j@11O(dj/j)#5exp(22jH),
exp(22jH)(112j2 H2), and exp(22jH), respectively, for the
fundamental mode, firstP-SVmode, and firstSHmode. Not
surprisingly, the difference between the mode propagation
constants for power-law and truncated power-law profiles de-
crease exponentially withH for large H. The exponential
decay is modified by a polynomial multiplier for higher-
order modes.

The equations for the propagation constant perturbation
are easily inverted to determine the limiting depth of the
sediment up to which the interface wave is sensitive to shear
velocity variations. Using the definition of the turning point
Eq. ~52!, we obtain

H

zt
5

11R

4
u ln eu,

1

4 U ln 2e

~ ln 2e!2U, 1

2
u ln eu, ~102!

respectively, for the fundamental mode, firstP-SV mode,
and firstSH mode.

VII. COMPARISON OF ANALYTICAL AND NUMERICAL
RESULTS

We have derived analytical dispersion relations for inter-
face waves at the boundary between a fluid and an incom-
pressible solid with a power-law shear modulus. TheP-SV
modes considered include the fundamental mode, which is
coupled to the fluid, and the main sequence modes, which
are not. For the square-root profile (n5 1

2), these relations are
exact; for other cases (nÞ 1

2), the relations are approximate.
To apply these relations~especially the approximate ones! to
practical calculations such as the geoacoustic inversions of
paper CG,17 it is necessary to demonstrate that the analytical
formulas give results that are acceptably close to trustworthy
results obtained from numerical models. As there are no nu-
merical models that directly admit a power-law shear speed
profile, we are compelled to tackle the numerical simulations
with a model that uses a stack of homogeneous layers that
approximates a continuous profile.

The first step is to develop a procedure to generate
stacked-layer models equivalent, in effect, to continuous
power-law profiles; this is described in the Appendix, in
which we validate the stacked-layer numerical model against
the exact results for the square-root profile. We find that 30
progressively thicker intermediate layers~each providing the
same travel time for a vertically traveling shear wave! yield a
phase speed accuracy of about 0.1% for a reasonable com-
putation time. Using the same procedure to generate accurate
and time-efficient stacked-layer models for cases in which
nÞ 1

2, we now investigate the agreement of the approximate
analytic dispersion relations with numerical results for a
range of cases.

To calculate the phase speeds of the interface wave
modes for the stacked-layer models, we used a variation of
the method used to numerically investigate seismo-acoustic
noise resonances.13 In that study, to calculate the acoustic
reflection coefficient of a stack of elastic layers, it was nec-
essary to compute the inverse of a large matrix representing
the continuity conditions on theP and SV fields at the
boundaries between the many layers. The basis of the ap-
proach is described by Brekhovskikh and Godin~Ref. 18,
Chap. 4!, and the calculations were implemented in the soft-
ware packageMATHEMATICA .30 Certain transformation coef-
ficients of plane waves at the boundary become singular at
precisely those horizontal wave number values that corre-
spond to the normal modes of the system, that is, the inter-
face waves~Ref. 18, Chap. 4!. Mathematically speaking, the
determinant of the above matrix vanishes at the wave num-
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bers~angular frequency divided by phase speeds! of the in-
terface waves. In a monotonically increasing profile, at any
given frequency, there are an infinite number of modes. To
find a root associated with a given mode, we choose a rea-
sonably accurate initial estimate and then let theMATHEMATI-

CA’s FINDROOT function search for the solution, that is, the
value of the phase speed that makes the determinant vanish.
Fortunately, it turns out that the analytical formulas derived
in this paper provide very good starting values for the cases
of interest.

First, we consider the fundamental mode at 2 Hz in the
shear speed profilec(z)510Apzn, with n taking values be-
tween 0.25 and 0.65 with increments of 0.05. This range
matches experimentally observed values. Since the funda-
mental mode is sensitive toR, we show results forR51, R
5 2

3, andR5 1
2. ~These correspond to sediment/water density

ratios of 1, 3/2, and 2, respectively.! The numerical stacked-
layer phase speed values are plotted in Fig. 3 as points, while
the corresponding analytical estimates from Eq.~96! are
plotted as curves. The agreement is quite good~perfect for
n5 1

2!, showing some variation at extreme values ofn andR.
Next, we consider the main sequence of modes. Figure 4

compares the numerical stacked-layer phase speeds of modes
1 and 2~dots! with the analytical estimates from Eq.~78!.
TheR5 2

3 fundamental mode results from Fig. 3 are repeated.
Again, the agreement is very good~perfect forn5 1

2!, show-
ing some variation at extreme values ofn. Investigation of

the stacked-layer results reveals no appreciable variation of
the main sequence phase speeds for different values ofR, in
agreement with theory. Further investigation shows that the
agreement between stacked-layer results and the analytical
formula improves with increasing mode order, as expected.

To illustrate the frequency-scaling effect, we compare
the analytical formulas for the phase and group speeds of the
fundamental mode in the square-root profilec(z)510Apz
with those generated by the well-knownSAFARI code31 used
in many seismo-acoustic modeling applications. For this
comparison we use an equal-travel-time model withm521,
H52.26 m, andR5 2

3. ~See the Appendix for explanation of
the parametersm andH of the stacked-layer model.! Figure 5
shows theSAFARI phase and group speed results between 1.3
Hz and 5 Hz, along with the ideal curves, which areV0

560/f and U0530/f ~SI units!, respectively. The data are
plotted in log–log format to accentuate the frequency scaling
of the dispersion. Note that the agreement is best at interme-
diate frequencies, where the stacked-layer model is properly
‘‘tuned,’’ but it degrades at low and high extremes of fre-
quency.

In summary, comparison of analytical and numerical
calculations of the phase speed of interface waves in power-
law shear speed profiles in almost-incompressible media in-
dicates that the analytical formulas provide good estimates of
the dispersion relations. The scaling of the phase and group
speeds with frequency is confirmed; however, it is difficult to
construct a stacked-layer goacoustic model that will simulate
a power-law shear speed profile and remain accurate over a
wide range of frequencies. Given the natural uncertainties in
the experimental interface-wave dispersion data, the analyti-
cal formulas are deemed to be accurate enough for the pur-
poses of analytical inversion of the shear speed profile, when
the profile is, indeed, of the power-law form.

VIII. DISCUSSION AND CONCLUSIONS

We have demonstrated theoretically that soft marine
sediments support slow seismo-acoustic interface waves.
Their phase and group velocities are determined by density
and shear wave speed stratification and, depending on wave
polarization, either insensitive to or independent of compres-
sional wave speed. Phase velocity of the interface waves is

FIG. 3. Numerical values~dots! and analytical values~curves! of the phase
speed of the fundamental mode in the power-law profilec(z)510Apzn ~SI

units! as a function of the exponentn: R51 ~large dash!, R5
2
3 ~solid

curve!, andR5
1
2 ~small dash!.

FIG. 4. Numerical values~dots! and analytical values~curves! of the phase
speed of modes in the power-law profilec(z)510Apzn ~SI units! as a
function of the exponentn: n50 ~solid curve!, n51 ~large dash!, and n
52 ~small dash!.

FIG. 5. SAFARI results~dots! and analytical curves~lines! showing the fre-
quency scaling of the dispersion of the fundamental mode in the square-root

profile c(z)510Apz ~SI units! with R5
2
3: phase speed~upper!, group

speed~lower!.
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of the order of magnitude of the shear speed in the sediment.
In the case of constant density and the power-law profile of
shear speed, interface wave dispersion follows thescaling
law Eq. ~22!. The scaling law predicts modal phase and
group velocitiesV andU up to a factor that is a function of
the exponentn, the mode ordern, and, for the fundamental
mode, the ratio of the sediment and water densitiesR. The
dependence of the velocities on frequency and material pa-
rametersB and l is fully determined by the scaling law. In
particular, phase and group velocities are proportional to a
certain power of frequency, with ratio of the velocities being
independent of the mode order, wave polarization, and envi-
ronmental parameters except forn.

For the environmental model considered, the scaling law
applies at all wave frequencies. In practice, however, it can
be valid for a finite frequency band only. At low frequencies,
the scaling law ceases to be valid when the interface wave
penetrates into deep sediment layers where shear rigidity de-
viates from the power-law profile. At high frequencies, the
assumption of a vertically stratified environment becomes
questionable, and one has to account for surface roughness
and, possibly, for horizontal gradients of volumetric param-
eters of the sediment. In addition, the very concept of an
effective solid underlying our theory does not apply when
wavelength becomes comparable to the sediment grain size.

The dimensional analysis leading to the scaling law is
rigorous for SH ~horizontally polarized or Love! interface
waves. ForP-SV ~vertically polarized! waves it holds in the
limit of an incompressible solid. Strictly speaking, finite
compressibility violates the scaling law. However, relative
corrections to the interface-wave phase velocity prove to be
of the second order in the ratio ofV to the compressional
speedcl . The corrections and, hence, effects of finite com-
pressibility are typically negligible unless the phase velocity
exceeds 150–250 m/s.

The abovementioned multiplicative factor in the scaling
law Eq. ~22! cannot be found from dimensional consider-
ations. A detailed dynamic analysis is required to determine
the factor. We obtained anexact, explicit analytical solution
to the equations of motion for interface waves in the case of
incompressible solid with the power-law profile of shear
speed andn5 1

2, that is, in the case of linear dependence of
the shear rigidity on depth. It is proved that an infinite,
countable number of interface waves exists in such a me-
dium. Wave fields in each of the interface waves are ex-
pressed in terms of elementary functions. The exact solution
may be used as a benchmark to verify numerical models of
seismo-acoustic fields in stratified marine sediments.

No exact solution is available fornÞ 1
2,0. To determine

the multiplicative factor, asymptotic methods and perturba-
tion theory have been used. Dispersion relations valid for
higher-order modes (n@1) at arbitraryn have been obtained
by the method of matched asymptotic expansions that ex-
tends the WKB method to the wave equation having singu-
larities and turning points. The perturbation theory enabled
us to derive approximate dispersion relations valid for arbi-
trary n and n close to 1

2. Calculation of the second-order
corrections inn2 1

2 were necessary to accurately reproduce
the dispersion relation of the fundamental mode throughout

the range ofn values encountered in marine sediments. The
perturbation theory can be also used to account for finite
compressibility, density gradients, and other deviations from
the ideal geoacoustic model that admits the exact solution.
The final results are theapproximate dispersion relations
given by Eqs.~78!, ~96!, and ~100!, which combine the in-
formation obtained from asymptotic and perturbation analy-
ses. By comparing analytical predictions to numerical simu-
lations, we demonstrated that the analytical results
reproduce, with sufficient accuracy, the dispersion relations
of the interface waves for all values ofn that are of practical
interest. The analytical dispersion relations Eqs.~78!, ~96!,
and~100! serve as the basis for the goacoustic inversions of
experimental data reported in the companion paper.17

Two kinds ofP-SV interface waves are supported by the
power-law shear speed profile. Whereas the fundamental in-
terface mode is strongly coupled to water-borne sound, the
main sequence modes are essentially uncoupled from water;
vertical displacement and normal stress at the water-
sediment interface are nonzero in the fundamental mode
only. The fundamental mode is the only mode sensitive to
the water density.~These properties of the main sequence
modes are a consequence of the singularity in the power-law
profile at the water-sediment interface and of the assumed
vertical stratification of the medium. Surface roughness,
three-dimensional volumetric inhomogeneities in the ocean
bottom, or both can couple sound waves to the main se-
quence modes and may make the modes observable with a
hydrophone situated in water. The coupling also occurs if the
shear speed profile deviates from the power law in such a
way that shear rigidity is nonzero atz50.! The vertically
polarized main sequence modes are similar to horizontally
polarized interface waves supported by the same medium.
Qualitatively, the fundamental mode has much in common
with the Rayleigh wave~Ref. 18, Sec. 4.4! at the interface
between homogeneous fluid and solid half-spaces: both are
vertically polarized surface waves; they manifest themselves
as an evanescent sound wave in fluid; and they have phase
velocities of the order of the shear speed in solid. Dispersion
properties of the two waves, however, are entirely different.
Whereas the Rayleigh wave have frequency-independent ve-
locities V5U, the fundamental mode is strongly dispersive;
V andU are proportional to certain power of frequency; and
the phase velocity always exceeds the group velocity~by
factor of 2 atn5 1

2!. The two interface waves have different
displacement and stress fields. For instance, in the incom-
pressible solid with a light fluid load (R!1) the ratio of
amplitudes of horizontal and vertical displacements in the
Rayleigh wave varies from 0.5436 at the surface to 0.2955 at
large depth~Ref. 18, Sec. 4.4.2!. In the fundamental mode,
the ratio is 1, independent of depth. Velocity of the Rayleigh
wave is primarily determined by thevalueof shear speed at
the interface; in the incompressible solid,V50.9554c. The
velocity of the fundamental mode is determined by therate
of shear speed~or shear rigidity! variation at the interface,

1904 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 O. A. Godin and D. M. F. Chapman: Theory of interface wave dispersion



specifically, by the shear rigidity gradient in the case when
n5 1

2. Consider an incompressible solid half-space with a
light fluid load and a shear speed profilec(z)5c(0)

1B(z/ l )
1
2. At high frequencies, the medium supports a

Rayleigh-type surface wave with velocity 0.9554c(0). Ve-
locity of the Rayleigh-type wave tends toward zero when
c(0)→0 and no Rayleigh-type wave exists atc(0)50. On
the contrary, the velocity of the fundamental mode is insen-
sitive to c(0) when this quantity is small; it is given by Eq.
~32!. The fundamental mode exists whetherc(0)50 or not.
Arguably, the Rayleigh wave and the fundamental interface
wave described in this paper should be considered as distinct
types of surface waves.

It should be emphasized that, in spite of unconsolidated
marine sediments being almost incompressible, coupling be-
tween shear and~evanescent! compressional waves materi-
ally affects the dispersion relation of vertically polarized in-
terface waves. Continuous coupling between shear waves of
vertical polarization and compressional waves is reflected in
the wave equation~11! for P-SV waves being of the fourth
order as opposed to second-order wave equations for un-
coupled compressional and shear waves. As far as interface
waves of given mode order are concerned, the coupling is
equally important at low and high frequencies. In the limit of
an incompressible solid, the particle displacementu is akin
that in pure shear wave in the sense that¹•u50. However,
the compressional component of the wave field is as impor-
tant as its shear component in the stress field. The relative
contributions of shear and compressional components in a
given interface wave can be quantified as a dimensionless
ratio of depth-averaged values of vertical displacementu3

and quantityq defined by Eq.~5! with s51. With such a
criterion, one can say that the contributions of compressional
and shear components are roughly equal in both the funda-
mental mode and the first main sequenceP-SV mode. With
mode ordern increasing, the contribution of the compres-
sional component decreases as 1/n, and higher-order main
sequence modes are almost pure shear waves. It is insightful
to compare the main sequenceP-SV modes with theSH
modes of the same order for the power-law profile withn
5 1

2. The SH modes are, of course, pure shear waves. Atn
51, when there is a strongP-SV coupling, the phase and
group speeds of the vertically polarized mode are twice as
large as speeds of the horizontally polarized mode. Atn
@1, when the coupling is weak, the relative difference be-
tween speeds of the two modes isO(1/n) just like the con-
tribution of the compressional-wave component of theP-SV
interface wave.
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APPENDIX: DESIGNING, OPTIMIZING, AND
VALIDATING A STACKED-LAYER MODEL

To fashion a stacked-layer geoacoustic model that is
equivalent, in effect, to a model with continuous parameters,
we first choose a sequence of boundary depths
$z1 ,z2 ,z3 ,...,zm% that define the lower limits of the homo-
geneous layers, where layer 1 is the upper~water! half-space,
and layerm is the lower half-space. By default,z150 and
zm5`. Then we assign a corresponding sequence of shear
speeds$c1 ,c2 ,c3 ,...,cm% in the layers, producing a ‘‘stair-
case’’ profile of shear speed versus depth. By default,c1

50. We choose the layer speeds in such a way that the nu-
merical results from the stacked-layer model converge to
those of the ideal continuous model as the number of inter-
mediate layers is increased. This process can be validated for
an incompressible solid with a square-root shear speed pro-
file, for which we have analytical expressions for the mode
phase speeds. We demonstrate that a sequence of progres-
sively thicker layers is more computationally efficient than a
sequence of layers of identical thickness.

In either case, we require that the vertical travel time
through a given homogeneous layer is the same as the travel
time in the power-law profile between the same depths. In
the power-law profile, the vertical travel time between depth
zero and depthz is

t~z!5E
0

z dz8

c~z8!
5

l

~12n!B S l

zD
n21

. ~A1!

The thickness of layerk is Dzk5zk2zk21 and the travel time
betweenzk21 andzk is Dtk5t(zk)2t(zk21), so the appro-
priate speed in layerk is ck5Dzk /Dtk . Once we choose the
boundary depths~or, equivalently, the layer thicknesses!, the
shear speeds follow. The staircase design task reduces to op-
timally choosing the sequence$z1 ,z2 ,z3 ,...,zm% for a par-
ticular problem, to yield the highest numerical accuracy with
the fewest layers~to reduce computation time!. We have con-
sidered two prescriptions:~a! equal layer thickness, and~b!
equal layer travel time.

1. Equal layer thickness

In this case, the layers are equally thick, that is,

zk5~k21!h, ~A2!

in which h is the thickness of the first intermediate layer,
which is directly below the water. The combined thickness of
the intermediate layers isH[zm215(m22)h, that is, the
depth at which the lower half space begins. The correspond-
ing layer speeds are

ck5
~12n!B~h/ l !n

~k21!12n2~k22! l 2n ; k52,3,...,m. ~A3!
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2. Equal layer travel time

In this case, the layers are chosen to be progressively
thicker with depth, so that the travel time in each layer is the
same, for which it is necessary that

zk5~k21!1/~12n!h, ~A4!

where h[z2 . The combined thickness of the intermediate
layers isH[zm215(m22)1/(12n)h. In this case, the layer
speeds are

ck5~12n!B~h/ l !n@~k21!1/~12n!2~k22!1/~12n!#,

k52,3,...,m. ~A5!

3. Tuning the stacked-layer profile

In either case, to optimize the layering to solve a par-
ticular problem, one needs to appropriately chooseh ~or H!
and the total number of layersn; then the stacked layer pro-
file follows from applying Eqs.~A2! and ~A3! or Eqs.~A4!
and ~A5!. The tuning depends on the mode order and the
frequency: as a rule-of-thumb, for low-order modes,H must
be much greater than the mode turning depth~where the
mode phase speed equals the shear speed!, then the number
of layers needs to be increased until the desired accuracy is
achieved, at which pointh is typically much less than the
mode turning depth.

We illustrate this by considering the phase speed of the
fundamental mode in an almost-incompressible solid with

the square-root profilec(z)510(pz)
1
2 ~SI units!, having a

sediment/water density ratio of 1.5. At 2 Hz, assuming in-
compressibility, the phase speed of the fundamental mode is
exactly 30 m/s, which matches the shear speed profile at a
depth of 2.86 m; incorporating the correction Eq.~82! for
finite compressibility, withcf51500 m/s andcf51550 m/s,
the phase speed is reduced to 29.9960 m/s. We chooseH to
be 10 m, then consider models with 10 to 60 intermediate
layers. The results of numerical computation with our
stacked-layer model are shown in Table AI and illustrated in
Fig. A1. Note that the computations using the model with
equal layer travel times are always much more accurate and
faster than those using the model with equal layer thick-
nesses. The better model converges to the ideal result as the
number of layers is increased, such that the product of com-
putation time and the percentage error remains roughly con-
stant. Also, note how very thin the upper layers must be
made to achieve the stated accuracy.

Accordingly, for the numerical normal mode calcula-
tions presented elsewhere in this paper, we use a stacked-
layer geoacoustic model based on equal layer travel times for
shear waves, with 30 intermediate sediment layers. Sediment
density and sound speed are held constant in all layers for
these calculations, but it would be straightforward to incor-
porate staircase approximations to depth-dependent profiles
of these parameters, if desired.
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h
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%
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The propagation of seismic interface waves is investigated in soft marine sediments in which the
density is constant, the shear modulus is small, and the profile of shear speedcs versus depthz is
of the power-law formcs(z)5c0zn, in which c0 andn are constants (0,n,1). Both the phase
speedV and the group speedU of interface waves scale with frequency asf n/(n21) and they obey
the simple relationU5(12n)V. These relations are derived in a simple way using ray theory and
the WKB method; a companion paper@O. A. Godin and D. M. F. Chapman, J. Acoust. Soc. Am.110,
1890~2001!# rigorously derives the same result from the solutions to the equations of motion. The
frequency scaling is shown to exist in experimental data sets of interface wave phase speed and
group speed. Approximate analytical formulas for the dispersion relations~phase and group speed
versus frequency! enable direct inversion of the profile parametersc0 andn from the experimental
data. In cases for which there is multi-mode dispersion data, the water-sediment density ratio can be
determined as well. The theory applies to vertically polarized (P-SV) modes as well as to
horizontally polarized~SH! modes~that is, Love waves!. © 2001 Acoustical Society of America.
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I. INTRODUCTION

The shear rigidity of surficial marine sediments affects
both acoustic and geo-technical seabed properties:1,2 acous-
tically, the reflectivity of the seabed is sensitive to shear
waves in some environments; geo-technically, shear rigidity
governs the ease of excavation for engineering installations
or burial operations. In soft marine sediments—that is, un-
consolidated sediments consisting of clay, silt, and some-
times sand—there is evidence~reviewed below in Sec. II!
that the shear speed profile has a power-law depth depen-
dence:cs(z)5c0zn, in which cs is the shear speed,z is the
depth below the water-sediment boundary, andc0 andn are
constants. The parameterc0 is the shear speed at unit depth
and the parametern, which must be in the range 0,n,1,
governs the rate of increase of shear speed with depth. In this
paper, we do not dwell on the physical conditions required
for such sediments to exhibit power-law shear speed profiles;
rather, we consider the consequences of power-law profiles
on the propagation and dispersion of seismic interface waves
at the water-sediment boundary.

In homogeneous elastic media, the wave equations of
motion reduce to separate wave equations for compressional

~P! waves, vertically polarized shear~SV! waves, and hori-
zontally polarized shear~SH! waves. When the medium be-
comes vertically stratified, theSH waves remain indepen-
dent, but theP and SV waves become coupled through the
gradient of the shear modulus. There are two varieties of
seismo-acoustic (P-SV) waves: ‘‘slow’’ seismo-acoustic
waves that propagate at speeds of the order of the shear
speed in the sediment3 and ‘‘fast’’ waves that propagate at
speeds in the range of the compressional speeds in the water
and the sediment. In this paper, we focus on the ‘‘slow’’
seismo-acoustic waves in the vicinity of the water-sediment
boundary.

If the sediment layer were a homogeneous half-space,
there would be only a single, slow, seismo-acoustic mode:
the Scholte wave.4,5 This wave is nondispersive, as waves at
all frequencies travel at the same phase speed, which is iden-
tical to the group speed. In a depth-dependent shear speed
profile, there is a fundamental mode akin to the Scholte
mode, but this mode is now dispersive: for a monotonically
increasing shear speed, the phase speed decreases with in-
creasing frequency. In addition to the fundamental mode,
there may be other modes that superficially appear to be pure
shear waves trapped by the upward-refracting profile. The
measurement of the phase or group speed of these dispersive
interface waves enables the determination of the shear speed
profile through inverse modeling techniques.

The power-law shear speed profile is a special case in
which the shear speed increases from zero at the interface

a!Portions of this paper have been presented orally at the Third International
Conference on Theoretical and Computational Acoustics~Trieste, Italy,
May 1999! and Acoustics Week in Canada~Victoria, B.C., October 1999!.

b!Author to whom correspondence should be addressed: electronic mail:
chapman@drea.dnd.ca
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with infinite gradient, that is, the speed increases with depth
at an infinite rate.~This is radically different from the envi-
ronment that supports a Scholte wave, which has finite shear
speed at the boundary with zero gradient.! Theoretical inves-
tigation of the fundamental and main sequence modes in the
power-law profile reveals some unexpected and remarkable
properties: The phase and group speeds of all modes scale
with frequency asf n/(n21). Moreover, the relation between
group speedU and phase speedV is U5(12n)V for all
modes at any frequency. The fundamental mode is the true
interface wave in the sense that it is coupled to the water
layer and has finite vertical displacement at the boundary.
The main sequence modes are trappedP-SV waves that are
decoupled from the water layer; that is, the vertical displace-
ment of these modes is zero at the boundary. Admittedly, in
their precise form, these relations hold true only for the ideal
circumstances in which the medium is perfectly stratified
according to a power-law depth dependence, the density is
constant, and the shear speed is vanishingly small; however,
these conditions exist in Nature to a sufficient degree of ap-
proximation that the theoretically derived attributes are ob-
served in experimental data.

A companion paper6 ~Paper I! rigorously derives the dis-
persion relations for the interface wave modes under the
ideal conditions stated above, presenting exact analytical ex-
pressions for mode functions and phase speeds for all modes
in the case of the square-root profile (n5 1

2). When nÞ 1
2,

approximate dispersion relations are developed using two
distinct analytical methods. This paper presents some el-
ementary arguments based on ray theory and the Wentzel–
Kramers–Brillouin~WKB! method that persuasively support
the frequency-scaling hypothesis, at least. We also present
sets of experimental dispersion data that exhibit this prop-
erty.

The fact that the phase and group speeds scale with fre-
quency provides a direct method of inverting experimental
data for one of the parameters: the exponentn. When phase
~or group! speed is plotted versus frequency in log–log for-
mat, data exhibiting the frequency-scaling property form a
straight line of slopen/(12n). Thus n is easily estimated
from experimental data using a simple procedure, without
recourse to numerical modeling. Determining the parameter
c0 from the log–log plot requires more work; for this, we
need the explicit expressions for the dispersion relations
from Paper I.

It is customary to invert for the shear speed profile using
a numerical seismo-acoustic propagation model based on a
notional geo-acoustic model consisting of many stacked, ho-
mogeneous sediment layers.7–11 Such a ‘‘staircase’’ shear
speed profile has multiple shear speed parameters that must
be collectively varied to obtain a good fit between model and
data. Special care must be taken to ensure a reasonably
unique estimate of the shear speed profile. In cases where the
shear speed profile is truly continuous, stacked layer models
are necessarily approximate and large numbers of fine layers
are required to treat high shear speed gradients. If the shear
speed profile were actually of the power-law form, then the
method described in this paper would provide a unique, fast,
inversion involving significantly fewer parameters.

Apart from its utility as an inversion tool, the analytical
investigation of interface wave dispersion provides addi-
tional physical insight that can be difficult to glean from the
results of numerical simulation alone. In particular, it turns
out that the speed of the fundamental mode is particularly
sensitive to the value of the water-sediment density ratio,
while the speeds of the main sequence modes—at least in the
ideal case considered—are entirely insensitive to this ratio.
This fact may not have been sufficiently appreciated before
now. Our analysis confirms that theP-wave speeds in the
water and the sediment are truly ‘‘passive’’ geo-acoustic pa-
rameters in this context, while showing that the density ratio
is an ‘‘active’’ parameter insofar as the fundamental mode is
concerned. This observation is not merely academic, as an
incorrect assignment of the value for density would result in
a bias in the shear speed profile, regardless of the inversion
method used.

With this introduction, the paper is organized as follows:
Section II further describes the power-law shear speed pro-
file, considers aspects of ray tracing in such a profile, pre-
sents a simple~although nonrigorous! derivation of the
frequency-scaling dispersion law, and derives a WKB ap-
proximation to the dispersion relations. Section III summa-
rizes the analytical mode dispersion formulas, both exact
(n5 1

2) and approximate (nÞ 1
2), derived in Paper I. Section

IV applies these formulas to several experimental data sets,
inverting the data to give estimates of the parameters of the
shear speed profile and—for multi-mode data sets—the den-
sity ratio. Section V presents our discussion and conclusions.

II. INSIGHTS PROVIDED BY RAY THEORY AND THE
WKB METHOD

A. Relevance of the power-law profile

We consider dispersion of seismo-acoustic interface
waves in marine sediments of constant density with the shear
speed profile

cs~z!5c0zn, ~1!

which is related to the shear modulus profile

m~z!5rc0
2z2n, ~2!

in which r is the density~that is,cs5Am/r!.
Laboratory measurements of shear speed in sediment

samples, interpreted with the aid of semi-empirical physical
models,12 show a power-law dependence of dynamic shear

FIG. 1. The power-law shear speed profilecs(z)510Apz1/2'17.7z1/2.
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modulus on confining pressure. One expects that natural
sediments with depth-independent composition would ex-
hibit an overburden pressure that increases linearly with
depth; hence there should exist power-law profiles of shear
speed versus depthin situ ~assuming constant density!. In-
deed, surveys of geo-acoustic properties of soft marine
sediments13 often report shear speed profiles in power-law
form. Some experimental seismo-acoustic inversions14 have
produced ‘‘staircase’’ shear speed profiles strongly sugges-
tive of an underlying continuous power-law profile. Natu-
rally, one would expect to see some variation from the ideal
case, but in any event a nonuniform layer with a continu-
ously varying power-law shear speed profile is likely to be a
better first approximation than a single homogeneous layer,
as is often assumed in geo-acoustic models for computa-
tional convenience.15

B. Ray tracing in a power-law profile

The power-law profile of Eq.~1! is singular, in the sense
that the shear speed approaches zero with infinite gradient at
zero depth. Contrary to expectation, this does not create
mathematical difficulties. In fact, the singularity isessential
for certain features of the solution. In particular, the ray
theory integrals associated with this profile evaluate easily
and result in simple expressions for complete cycles. One
peculiarity of such profiles is that all rays always arrive at the
upper boundary in the normal direction, regardless of their
starting point. Thus the ray angle at zero depth is not a good
ray parameter. As the power-law profile is an upward-
refracting profile, all downward-traveling rays must eventu-
ally turn around at some depth and begin to travel upward.
The turning depthzt ~or, equivalently, the shear speed at the
turning depth,ct5c0zt

n! makes a convenient ray parameter:
for a given profile,zt or ct uniquely define a ray.

Snell’s law defines the local ray angleu ~relative to the
horizontal plane! through the relation cosu(z)5cs(z)/ct

5(z/zt)
n. The horizontal distance traveled by a ray leaving the

surface and traveling to depthz is

x~z!5E
0

z cosu~z8!dz8

sinu~z8!

5
zt

2n E0

~z/zt!
2n

y1/2n21/2~12y!21/2dy ~3!

and the associated travel time is

t~z!5E
0

z dz8

cs~z8!sinu~z8!

5
zt

2nct
E

0

~z/zt!
2n

y1/2n23/2~12y!21/2dy, ~4!

in which the integration variable has been changed fromz8
to y5(z8/zt)

2n.
Numerical evaluation of Eq.~3! enables us to trace rays

in a given profile. Figure 1 shows the power-law profile
cs(z)510Apz'17.7z1/2. Figure 2 shows three rays in this
profile, all having the same starting point at the surface, with
different turning depths~zt52.9 m, 8.0 m, and 31.8 m!. Note
that all three rays leave their common departure point in the
normal direction, but end up at different points down range,
according to their different turning depths.

C. Derivation of the frequency-scaling law for phase
and group speed

When the upper limit of the integrals in Eqs.~3! and~4!
is zt , the integrals turn out to be Beta functions expressible
in terms of the gamma~G! function.16 Accordingly, the hori-
zontal skip distance and cycle time of a ray are given by the
simple expressions

FIG. 2. Three rays propagating in the shear speed profile of Fig. 1, with the same point of origin but with different turning depths, as summarized in
Table I.

TABLE I. Parameters of rays~Fig. 2! in the square-root profile~Fig. 1!.

Turning depth
zt @m#

Turning speed
ct @m/s#

Skip distance
X @m#

Cycle time
T @s#

Speed of
advance

X/T @m/s#

2.865 30 4.5 0.3 15
7.958 50 12.5 0.5 25

31.831 100 50 1.0 50
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X52x~zt!5
12n

n
Bnzt ~5!

and

T52t~zt!5
1

nct
Bnzt , ~6!

in which Bn is the number

Bn5ApGS 12n

2n D Y GS 1

2n D . ~7!

The average horizontal speed of advance of a ray is just the
skip distance divided by the cycle time, or

X/T5~12n!ct . ~8!

Note that the ray cycle time becomes infinite asn→1, while
the skip distance stays finite; accordingly the average speed
of advance approaches zero, and the problem is not physical
for n.1. Table I presentszt , ct , X, T, andX/T for the rays
in Fig. 2.

All rays ~including those equivalent to modes! obey Eq.
~8!, and it is tempting to identifyX/T with the mode group
speedU, andct with the mode phase speedV, so that

U5~12n!V. ~9!

However, by definition, the group speed of a mode is gov-
erned by the frequency dependence of the phase speed, that
is,

U5VS 12
f

V

dV

d f D
21

. ~10!

Accordingly, if both Eq.~8! and Eq.~9! apply, both the phase
speed and the group speed are compelled to scale with fre-
quency as

V,U} f n/~n21!. ~11!

It is remarkable that such an elegant result could be derived
from simple ray considerations; however, this law is a mani-
festation of the fundamental equations of motion of the slow
seismo-acoustic waves in this ideal environment, to which
ray theory is an approximate solution. In fact, the authors’
initial ray-based derivation of the frequency-scaling law pro-
vided the motivation for the complete wave-theoretic analy-
sis of Paper I, which proves that the frequency scaling of
phase and group speeds is a fundamental property of the
slow waves in the power-law shear speed profile. Frequency-
scaling applies to both the fundamental mode and the main
sequence of modes that are trapped by the shear speed pro-
file.

D. Approximate dispersion relation for the main
sequence modes

We now extend the ray analysis to derive a WKB-style
solution to this problem. As we are more interested in dis-
persion relations~eigenvalues! than mode amplitudes~eigen-
functions!, we need only to consider the WKB phase condi-
tion, which in generic form is

fWKB5np1fu/11f1/2, ~12!

in which fWKB is the integral of the vertical wave number
between the upper and lower turning points of the mode, and
fu and f1 are the phase lags of a plane wave at the upper
and lower turning points, respectively.

We previously investigated seismo-acoustic ambient
noise resonances in sediments with power-law shear speed
profiles bounded below by a strong reflector.17 This phenom-
enon is distinct from the propagation of interface waves, but
the treatment of the upper boundary condition is identical.
The modified WKB solution of the noise resonance problem
requires the introduction of an-dependent phase lag at the
upper boundary of the form

fu5pm~n!2p/2, ~13!

in which

m~n!5~2n21!/~12n!. ~14!

For the interface wave problem, the lower boundary is a true
turning point induced by the upward-refracting profile, so the
phase lag there is simplyf15p/2. The WKB phase integral
is related to Eqs.~3! and ~4!:

fWKB52p f E
0

zt sinu~z8!dz8

cs~z8!
5p f ~T2X/ct!

5p f Bnc0
1/n/ct

121/n , ~15!

in which we have used the identity sinu/cs51/cs sinu
2cosu/ct sinu. Putting these together, the mode phase
speedsVn are those values of the phase speedct that satisfy
the WKB phase condition Eq.~12!; that is,

Vn5S c0
1/n@n1m~n!/2#

f Bn
D n/~12n!

. ~16!

This expression, which applies only to the main sequence
modes and not to the fundamental mode, has the correct
frequency dependence, shows the dependence of phase speed
on the parameterc0 , and nicely anticipates the full wave
theory solution of this problem, which is summarized below.
The corresponding expression for group speed follows from
applying Eq.~10!.

III. SUMMARY OF THE FULL WAVE THEORY
SOLUTION

Paper I, through a rigorous mathematical analysis of the
equations of motion in this medium, not only justifies the
insight provided by the preceding approach, but develops the
analysis much further. In this section, we review some of the
significant results of Paper I, especially those used to reduce
the experimental data in Sec. IV. The complete derivation of
the expressions in this section can be found in that paper.

A. Vertically polarized „P-SV… modes

The generic dispersion relation for slowP-SVwaves in a
power-law profile is

Vn5S c0
1/nneff~n,n,R!

f Bn
D n/~12n!

, ~17!
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in which n is the mode number~0,1,2,3,...!, R5rw /r is the
ratio of the water density to the sediment bulk density, and
neff , the ‘‘effective’’ mode number is a dimensionless func-
tion of n, n, andR that is determined by the solution of the
wave equation with appropriate boundary conditions. The
frequency scaling of the group speed follows directly from
applying Eq.~10!, as does the simple relation betweenU and
V first derived from ray considerations in Eq.~9!. The supe-
riority of the wave theory approach is demonstrated by its
inclusion of the fundamental mode along with the main se-
quence of modes: strictly speaking, there is no ray equivalent
to the fundamental mode in such problems.

Furthermore, exact solutions exist~under the stated con-
ditions! for the casen5 1

2, the square-root profile. These so-
lutions consist of mode functions for the horizontal and ver-
tical stress and displacement, and exact expressions for the
effective mode number, which turn out to be

neff~n,1/2,R!5H 1

11R
~n50!

n ~n51,2,3.,..!.

~18!

Accordingly, the phase speeds for the modes in the square-
root profile are

Vn~n51/2!55
c0

2

p f ~11R!
~n50!

nc0
2

p f
~n51,2,3,...!,

~19!

and the group speeds are just one-half of these values. The
fundamental mode is coupled to the water column and is
sensitive toR; the main sequence modes are not coupled to
the water and are insensitive toR. Furthermore, the main
sequence modes are harmonically spaced in phase speed.
Since 1/(11R),1, the fundamental mode appears to have a
‘‘fractional’’ mode order, in relation to the main sequence of
phase speeds at any given frequency. These results for the
square-root profile could be used to validate and benchmark
numerical seismo-acoustic propagation models. For example,
Paper I favourably compares the phase speed and group
speed of the fundamental mode in a square-root profile with
dispersion curves generated by theSAFARI model.18

At the time of writing, no exact dispersion relations have
been derived for the casenÞ 1

2; however, application of per-
turbation theory to then5 1

2 case provides the approximate
formulas

neff~n,n,R!55
Bn

2p S 2

11RD 1/2n

expFaS n2
1

2D1bS n2
1

2D 2

1...G ~n50!

n1
n2 1

2

2~12n!
1S n2

1

2D H 11
1

n
12n@C~n!2 ln n#J 1¯ ~n51,2,3,...!,

~20!

in which

a5~12g2 log 2!/n,

b5
1

n H 21R

6
p2211~11R!2Fg1CS R

11RD G J , ~21!

g50.577 21... ~Euler’s constant!

C(x) being the Digamma function.16

Of course, Eq.~20! reduces to Eq.~18! when n51/2,

and the complicated second-order correction factors are
needed only for extreme values ofn. Also, for the main se-
quence modes, the first two terms of Eq.~20! are identical to
the WKB approximation of Eq.~16!. ~The terms in curly
brackets vanish for infiniten.!

In the following section, we employ Eqs.~17!, ~18!, and
~19! in to invert experimental interface wave dispersion data
for the shear profile parametersc0 andn; in one case~multi-
mode data! we also determine the parameterR, but in other

FIG. 3. Log–log plot of the dispersion data of the fundamental mode and
the first main sequence mode of the Eastern Shore data~Ref. 14!, with a
model fit showing the frequency dependencef 21.55. This site has layers of
fine clay and silt.

FIG. 4. The staircase profile at Eastern Shore~Ref. 14! compared with the
power-law profile 22.0z0.608 ~solid curve! from analytic inversion of the
same dispersion data and the power-law profile 21.7z0.59 ~dashed curve!
from ambient noise analysis~Ref. 17!.
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cases~fundamental mode only! we must assume a value.
Paper I also derives correction formulas for the phase speed
of P-SV modes in weakly compressible media.~That is,
when the shear speed is an appreciable fraction of the com-
pressional speeds in the water and sediment.! These correc-
tions are not significant in the experimental cases considered
in this paper.

B. Horizontally polarized „SH… modes, or Love waves

An analysis similar to the case ofP-SVwaves summa-
rized above can also be applied to the case of trappedSH
waves ~also calledLove waves!. In this case, there is no
coupling ofSHwaves toP waves either in the water or in the
sediment, and there is no fundamental mode corresponding
to the P-SV fundamental mode. However, there is a main
sequence of trapped modes corresponding to the main se-
quence ofP-SVmodes. For the special casen5 1

2. The phase
speed of theSH modes is still given by Eq.~17!; however,
the effective mode number isn2 1

2 rather thann. TheSHand
P-SVmodes are thus interleaved in the square-root profile.

For nÞ 1
2, the effective mode number is approximately

neff5n2
1

2
1

n2 1
2

2~12n!
1~n2 1

2!~2n21!

3@C~n!2 ln~n2 1
2!#1... . ~22!

~The terms in square brackets vanish for infiniten.! In the
following section we use Eqs.~17! and ~22! in Sec. III to
invert experimental data of a singleSH mode for the shear
profile parametersc0 and n. As there is no coupling to the
water, the water-sediment density ratioR plays no role in the
dispersion of Love waves. Generally speaking, the sediment

density is not relevant to the dispersion of Love waves, pro-
vided the density gradient is not large.

C. Depth limitation of the theory

Extended indefinitely in depth, the power-law profile in-
creases without bound, which is unlikely to hold true in Na-
ture. However, interface wave dispersion experiments probe
the speed profile effectively only up to a depth horizon de-
termined by the lowest-frequency, highest-speed waves. Be-
low this horizon, the actual shear speed profile has little in-
fluence on the measurements. At a given frequencyf, every
interface mode has a turning depthzt at which the mode
phase speedV( f ) equals the shear speed. Paper I considers
the error in phase speed introduced by replacing the power-
law profile below a certain depth by a uniform half-space. As
a rule-of-thumb, for the phase speed error to be less than 1%,
that depth should be about twice the turning depth. Accord-
ingly, with this error criterion, inversion in a power-law pro-
file is trustworthy only to a maximum depth given by

zmax'2~Vmax/c0!1/n, ~23!

in which Vmax5V(fmin) is the maximum measured phase
speed, which occurs at the lowest frequency of measurement
f min . @The quantity Vmax should be replaced byUmax/(1
2n) for experiments in which group speed is measured.#
Once a power-law inversion is performed, Eq.~23! can be
used to estimate the depth to which the inversion is valid.

IV. INTERPRETATION AND INVERSION OF
EXPERIMENTAL DATA

We use four sets of previously published dispersion data
to validate the frequency scaling of interface waves in ma-

FIG. 5. Log–log plot of the fundamental mode dispersion data from the
Orkanger data~Ref. 20! with a model fit showing the frequency dependence
f 20.727. This site has layers of silt and fine sand over gravel.

FIG. 6. The staircase profile at Orkanger~Ref. 20! compared with the
power-law profile 76.7z0.421 inverted analytically from the same dispersion
data.

TABLE II. Summary of experimental data sets and inversion parameters.

Site Ref. Modes c0 @m/s#a n r @kg/m3#b Vmax @m/s# zmax @m#

Eastern Shore 14 2 22.060.2 0.60860.008 1620680 130 37
Orkanger 20, 21 1 76.760.3 0.42160.003 1800c 214 23
Straits of Sicily 10, 11 1 16165 0.34960.012 1800c 670 119
Gulf of Mexico 23, 24 1d 121.560.2 0.25360.002 - 132 2.8

aOwing to the fractional power law, the units ofc0 are odd: think ofc0 as the shear speed at unit depth.
bThe actual inversion parameter isR5rw /r.
cThis is an assumed value.
dThis is the firstSH ~Love! mode, rather than aP-SVmode, as in the other cases.
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rine sediments. We then apply the approximate analytical
dispersion relations to the data to invert for the geo-acoustic
parametersc0 andn. In one case we independently determine
R; in two other cases, we must assume a value forR; in the
fourth case the inversion is independent ofR. The original
inversions used a variety of experimental techniques and
data reduction methods, but all were based on stacked-layer
geoacoustic models. We compare our continuous power-law
profiles with the previously determined staircase profiles.
Our inversion results are summarized in Table II.

To fit our model to the data, we use theNONLINEAR-

REGRESSpackage ofMATHEMATICA .19 This package auto-
matically searches for the best fit of a nonlinear multi-
parameter model to supplied data, based on an initial guess
for the parameters.NONLINEARREGRESSuses the Levenberg–
Marguardt method, which begins with a steepest-descent ap-
proach and changes to quadratic minimization to converge
on a solution. The algorithm provides not only the best-fit
model parameter values, but a summary report of regression
diagnostics, including estimates of parameter variance. If the
number of model parameters were large, there is the possi-
bility of finding only a local~rather than global! fit, depend-
ing on the initial estimate; however, in this application, there
are only three parameters and their influence on the model is
well understood. No inconsistent results were encountered in
the following data reduction.

The measurements are organized as a list of elements of
the form $mode number, frequency, speed%, and the theoret-
ical phase or group speeds are defined as functions of mode
number, frequency,c0 , n, andR according to Eqs.~20!–~22!
above. Rough initial estimates ofc0 , n, andR are provided
to NONLINEARREGRESS, and the algorithm iterates to a best
fit, which yields final estimates ofc0 , n, andR with standard
errors. These error estimates are based on the scatter in the
data set relative to the target model; they do not incorporate
the uncertainty in the experimental data points themselves. In
the case of single-mode~fundamental mode! data, the
method is modified: A value forR is assumed, and the fit
proceeds as before, with one less free parameter. The derived
parameters are used to compute model dispersion curves to
lay over the original data as a visual check of goodness-of-
fit. In some cases, the agreement is judged to be too unsat-
isfactory to declare that the geoacoustic parameter inversion
has been successful.

Note that the continuous profiles are expected to be valid

only up to the depthzmax calculated according to Eq.~23!. In
Cases A–C,zmax exceeds the maximum depth of the stair-
case profile, and the staircase profiles agree reasonably well
with the corresponding continuous profile. The apparent dis-
agreement in Case D will be discussed. For ease of compari-
son, the shear profiles are plotted to the maximum depth of
the staircase data.

A. Osler and Chapman: Eastern Shore data

On the wide continental shelf east of Nova Scotia, there
are basins partially filled with layers of fine sediments,
mostly clay and silt. Osler and Chapman14 reported interface
wave dispersion results from two sites: Eastern Shore and
Emerald Basin. They used an ocean bottom seismometer to
receive signals generated several hundred meters from small
explosions on the seabed. They processed the geophone time
series to produce a time-frequency-intensity plot~sometimes
called aGabor diagram!, from which they picked sample
points that defined ridges of high intensity corresponding to
the fundamental mode and the first main sequence mode. The
latter was not as distinct as the former, but the data were
sufficient to generate a stacked-layer model through an in-
version procedure that consisted of runningSAFARI18 mul-
tiple times and individually adjusting profile parameters to
achieve an acceptable fit of modelled dispersion curves to the
experimental ‘‘picks.’’ Their staircase profile for the Eastern
Shore data suggests an underlying power-law profile of the
form (21.160.5)z(0.6260.01) ~SI units!, with the assumption
of material densities in the range 1500 kg/m3 to 1600 kg/m3.
Independently, Godin and Chapman17 analyzed the seismo-
acoustic noise resonances at the same site, which suggested a
power-law profile of the form (21.761.5)z(0.5960.06). Using
the same data ‘‘picks’’ as Ref. 14, the power-law inversion
method produces the three-parameter fit shown in Fig. 3,
with an estimated density of 1620680 kg/m3 and an esti-
mated profile of (22.060.2)z(0.60860.008). This profile is
shown in Fig. 4 along with the original ‘‘staircase’’ profile
and the ‘‘noise’’ profile. All three are in very good agree-
ment.

B. Frivik et al. : Orkanger data

Frivik et al.20,21 analyzed seismic survey data from a
river delta site near Orkanger in the Trondheim fjord, the
seabed consisting of silt and fine sand over sand and gravel.

FIG. 7. Log–log plot of the fundamental mode dispersion data at Sicily B
~Ref. 11! with a model fit showing the frequency dependencef 20.536. This
site has layers of coarse sand.

FIG. 8. The staircase profile from Sicily B~Ref. 11! compared with the
power-law profile 162z0.349 inverted analytically from the same dispersion
data.
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They studied dispersion data in the form of phase speed ver-
sus frequency for interface waves generated by small explo-
sives. They detected two modes~fundamental and first main
sequence! in the data, and inverted the data to obtain a shear
speed profile using the method of Refs. 10 and 11, assuming
a density of 1800 kg/m3. Our fit to their data is shown in Fig.
5, although we decided not to use the first main sequence
mode in the final fit, due to the difficulty they experienced
interpreting this mode from the raw data.22 Instead, we
adopted their value for the density and used their fundamen-
tal mode data, which scales well with frequency. Overall, the
resulting power-law profile (76.760.3)z(0.42160.003) agrees
well with their staircase profile in Fig. 6.

C. Caiti et al. : Sicily B data

In a shallow water area of the Straits of Sicily, Caiti
et al.10,11performed interface wave experiments in sediments
of coarse sand. Their group speed data is replotted in log–log
format in Fig. 7, along with our power-law fit. They did not
report the sediment density used in their inversion, and we
have assumed a value of 1800 kg/m3, consistent with coarse
sand. The resulting continuous profile (16164)z(0.36560.013)

is shown in Fig. 8 along with their staircase profile. Consid-
ering the scatter in the dispersion data, the agreement be-
tween the profiles is remarkably good.

D. Stoll and Akal: Gulf of Mexico data

Using a torsional source, Stoll and Akal23 generated and
measuredSH modes~Love waves! in sand sediments in the
Gulf of Mexico. Their phase speed data is replotted in log–
log format in Fig. 9 along with our power-law fit to the same
data. The resulting continuous profile (121.560.2)
3z(0.25360.002) is shown in Fig. 10 along with the staircase
profile determined by Stoll and Akal. Note that the profiles
are comparable down to 2.5 m, but diverge below that depth;
however, Table II shows that the effective inversion horizon
for this case is only about 2.8 m at these relatively high
frequencies, as calculated by Eq.~23!. It is unlikely that ei-
ther inversion method would yield a trustworthy result below
this depth from these data. In fact, there is some suggestion24

of the existence of two distinct sand layers at this site, one
coarse and one fine, possibly having different porosities and
different densities.

V. DISCUSSION AND CONCLUSIONS

Starting from elementary considerations of ray-tracing
in media with power-law shear speed profiles of the form
cs(z)5c0zn, we derived the remarkable result that both the
phase speedV and the group speedU of interface waves
should scale with frequency asf n/(n21) and that U5(1
2n)V. A companion paper6 rigorously investigated this hy-
pothesis on a wave theoretical basis and proved that indeed
this is so, provided that the sediment density is constant and
that the sediment is effectively incompressible, that is, the
shear speed is very much smaller than the compressional
speed.

The analytical approach provided approximate expres-
sions for the phase and group speed of theP-SV interface
waves in such environments, including the fundamental
mode~which is coupled to the water and is sensitive to the
water-sediment density ratioR!, and the main sequence of
modes~which are decoupled from the water and are insensi-
tive to R!. The existence of these expressions made it pos-
sible to perform analytical inversions of experimental disper-
sion data to determine the geo-acoustic parametersc0 ,n, and
sometimesR. In the special casen5 1

2, the analytical expres-
sions for phase and group speed turned out to be exact~under
the assumptions of constant density and vanishingly small
shear speed!. Further development of the theory provided
analogous expressions forSH modes~Love waves! and also
corrections to account for weakly compressible media.

We applied these formulas to four data sets whose dis-
persion data exhibited the frequency-scaling property indica-
tive of a power-law profile. In all cases, the analytically in-
verted continuous power-law profiles agreed well with the
staircase profiles determined using methods employing re-
petitive forward modelling based on stacked-layer geo-
acoustic inputs. Two inversions used phase speed; the other
two used group speed. In one case in which two modes were
observed, we independently determined the sediment den-
sity; in two other cases, in which only fundamental mode
data was available, we needed to assume a reasonable value
for density. The fourth inversion used Love wave data, and
did not need~and could not provide! a density estimate.

We do not suggest that all marine sediments should ex-
hibit a perfect power-law shear speed profile; indeed, it is
evident that many do not. However, there are realistic con-
ditions under which some sediments very nearly exhibit the

FIG. 9. Log–log plot of the dispersion of the first Love mode at the Gulf of
Mexico site~Ref. 23! with a model fit showing the frequency dependence
f 20.339. This site has layers of sand.

FIG. 10. The staircase profile from the Gulf of Mexico site~Ref. 23! com-
pared with the power-law profile 121.5z0.253 inverted analytically inverted
from the same dispersion data.
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qualities required for the approach in this paper to be valid.
Moreover, by plotting the dispersion data in log–log format
~log speed versus log frequency!, it is easy to test the disper-
sion data for the desired frequency-scaling property before
proceeding. Even in cases where analytical inversion does
not seem worthwhile, log–log dispersion plots would accen-
tuate~through their nonlinear nature! the departure from an
ideal power-law form. Finally, in cases where a multi-
parameter stacked-layer geo-acoustic model is unavoidable,
an analytical inversion based on these principles might pro-
vide a practical starting model.

The analytical analysis of interface wave dispersion in
power-law profiles has provided insights into the physics of
this problem that are only glimpsed through numerical mod-
elling. Apart from the practical applications just discussed,
one principal result has not been sufficiently appreciated be-
fore now: the significant role that sediment density plays in
the dispersion of the fundamental mode ofP-SV interface
waves. Whether analytic or numerical inversions are being
contemplated, this fact must be respected.
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Analytic expressions for the first order bias and second order covariance of a general maximum
likelihood estimate~MLE! are presented. These expressions are used to determine general analytic
conditions on sample size, or signal-to-noise ratio~SNR!, that arenecessaryfor a MLE to become
asymptotically unbiased and attain minimum variance as expressed by the Cramer–Rao lower
bound~CRLB!. The expressions are then evaluated for multivariate Gaussian data. The results can
be used to determine asymptotic biases, variances, and conditions for estimator optimality in a wide
range of inverse problems encountered in ocean acoustics and many other disciplines. The results
are then applied to rigorously determine conditions on SNR necessary for the MLE to become
unbiased and attain minimum variance in the classical active sonar and radar time-delay and
Doppler-shift estimation problems. The time-delay MLE is the time lag at the peak value of a
matched filter output. It is shown that the matched filter estimate attains the CRLB for the signal’s
position when the SNR is much larger than thekurtosisof the expected signal’s energy spectrum.
The Doppler-shift MLE exhibits dual behavior for narrow band analytic signals. In a companion
paper, the general theory presented here is applied to the problem of estimating the range and depth
of an acoustic source submerged in an ocean waveguide. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1387091#
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I. INTRODUCTION

In many practical problems in ocean acoustics, geophys-
ics, statistical signal processing, and other disciplines, non-
linear inversions are required to estimate parameters from
measured data that undergo random fluctuations. The nonlin-
ear inversion of random data often leads to estimates that are
biased and do not attain minimum variance, namely the
Cramer–Rao lower bound~CRLB!, for small sample sizes or
equivalently low signal-to-noise ratio~SNR!. The maximum
likelihood estimator~MLE! is widely used because if an as-
ymptotically unbiased and minimum variance estimator ex-
ists for large sample sizes, it is guaranteed to be the MLE.1

Since exact expressions for the bias, variance, and error cor-
relation of the MLE are often difficult or impractical to de-
rive analytically, it has become popular in ocean acoustics
and many other areas to simply neglect potential biases and
to compute limiting bounds on the mean square error, such as
the CRLB, since these bounds are usually much easier to
obtain. The CRLB, however, typically provides an unrealis-
tically optimistic approximation to the MLE error correlation
in many nonlinear inverse problems when the sample size is
small, or equivalently the SNR is low. A number of bounds
on the error correlation exist that are tighter than the
CRLB.1–5 Some of these bounds are based on Bayesian
assumptions4,5 and so require thea priori probability density
of the parameters to be estimated, which can be problematic
when thea priori probability density is not known.6

The purpose of the present paper is not to derive a new
parameter resolution bound, but rather to determine, within
the framework of classical estimation theory1,6,7 the condi-
tions on sample size, or SNR,necessaryfor the MLE to
become asymptotically unbiased and attain minimum vari-
ance. The approach is to apply the tools of higher order
asymptotic inference, which rely heavily on tensor analysis,
to expand the MLE as a series in inverse orders of sample
size or equivalently inverse orders of SNR.7 From this series
analytic expressions for the first order bias, second order
covariance and second order error correlation of a general
MLE are presented in terms of joint moments of the log-
likelihood function and its derivatives with respect to the
parameters to be estimated. Since the first order error corre-
lation is shown to be the CRLB, which is only valid for
unbiased estimates, the second order error correlation can
provide a tighter error approximation to the MLE than the
CRLB that is applicable in relatively low SNR even when
the MLE is biased to first order. These expressions are then
used to determine general analytic requirements on sample
size, or SNR, that arenecessaryfor an MLE to become as-
ymptotically unbiased and attain minimum variance. This is
done by showing when the first order bias becomes negli-
gible compared to the true value of the parameter and when
the second order covariance term becomes negligible com-
pared to the CRLB.
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The first order bias is evaluated for general multivariate
Gaussian data. The second order covariance and error corre-
lation terms are evaluated for two special cases of Gaussian
data that are of great practical value in ocean acoustics, geo-
physics, and statistical signal processing. The first is for a
deterministic signal vector embedded in additive noise and
the second is for a fully randomized signal vector with zero
mean in additive noise. These cases have been widely used
in ocean acoustic inversions, spectral estimation, beamform-
ing, sonar and radar detection, and localization problems, as
well as statistical optics.8–10 In a companion paper, each of
these cases is applied to determine the asymptotic bias and
covariance of maximum likelihood range and depth esti-
mates of a sound source submerged in an ocean waveguide
from measured hydrophone array data as well as necessary
conditions for the estimates to attain the CRLB.11

In the present paper, these expressions are applied to the
active sonar and radar time-delay and Doppler-shift estima-
tion problems, where time delay is used for target range es-
timation and Doppler shift is used for target velocity estima-
tion. Attention is focused on the commonly encountered
scenario of a deterministic signal with unknown spatial or
temporal delay received together with additive white noise.
The time-delay MLE is then the time lag at the peak value of
a matched filter output. The matched filter estimate for a
signal’s time delay or position is widely used in many appli-
cations of statistical pattern recognition in sonar, radar, and
optical image processing. This is because it has long been
known that the matched filter estimate attains the CRLB in
high SNR.Necessaryanalytic conditions on how high the
SNR must be for the matched filter estimate to attain the
CRLB have not been previously obtained but are derived
here using the general asymptotic approach developed in
Secs. II–IV.

A number of authors have derived tighter bounds than
the CRLB for the time-delay estimation problem to help
evaluate performance at low SNR where the CRLB is not
attained by the MLE, as, for example, in Refs. 5, 12, 13. The
present paper follows a different approach by providing ex-
plicit expressions for the second order variance of the time-
delay and Doppler-shift MLEs that are attained in lower
SNR than the CRLB. The first order bias is also derived.
These expressions are then used to provide analytic condi-
tions on SNR necessary for the time-delay MLE, namely the
matched filter estimate, and Doppler-shift MLE to become
unbiased and attain minimum variance in terms of properties
of the signal and its spectrum. Illustrative examples for stan-

dard linear frequency modulated~LFM!, hyperbolic fre-
quency modulated~HFM!, and canonical waveforms are pro-
vided for typical low-frequency active-sonar scenarios in
ocean acoustics.

II. GENERAL ASYMPTOTIC EXPANSIONS OF THE
MLE AND ITS MOMENTS

Suppose the random data vectorX, givenm-dimensional
parameter vectoru, obeys the conditional probability density
function ~pdf! p(X;u). The log-likelihood functionl (u) is
defined asl (u)5 ln(p(X;u)) when evaluated at measured
values ofX. Let the r th component ofu be denoted byu r .
The first log-likelihood derivative with respect tou r is then
defined as l r5] l (u)/]u r . If R15r 11...r 1n1

,.....,Rm

5r m1...mnm
are sets of coordinate indices, joint moments of

the log-likelihood derivatives can be defined byvR1 ,...,Rm

5Eb l Rl
...l Rm

c, where, for example,vs,tu5E@ l sl tu# and

va,b,c,de5E@ l al bl cl de#.
The expected information, known as the Fisher informa-

tion, is defined byi rs5E@ l r l s# where the indicesr, s are
arbitrary. Lifting the indices produces quantities that are de-
noted by vR1 ,...,Rm5 i r 11s11...i r mnm

smnmvs11 ...s1n1
,...,sm1 ...smnm

,

wherei rs5@ i21# rs is ther, s component of the inversei21 of
the expected information matrixi. The inverse of the Fisher
information matrix i21 is also known as the Cramer–Rao
lower bound~CRLB!. Here, as elsewhere, the Einstein sum-
mation convention is used. That is, if an index occurs twice
in a term, once in the subscript and once in the superscript,
summation over the index is implied.

The MLE û, the value ofu that maximizesl (u) for the
given dataX,1,6,7 can now be expressed as an asymptotic
expansion aroundu in increasing orders of inverse sample
size n21 or equivalently SNR. Following the derivation of
Barndorff-Nielsen and Cox,7 the componentl r is first ex-
panded aroundu as

l̂ r5 l r1 l rs~ û2u!s1 1
2l rst~ û2u!s~ û2u! t

1 1
6l rstu~ û2u!s~ û2u! t~ û2u!u1¯ , ~1!

where (û2u) r5 û r2u r . Equation~1! is then inverted to ob-
tain an asymptotic expansion for (û2u) r , as shown in Ap-
pendix D. After collecting terms of the same asymptotic or-
der, this can be expressed as7

~2!
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whereHR[ l R2vR . The terms are organized in decreasing
asymptotic order. The drops occur in asymptotic orders of
n21/2 under ordinary repeated sampling, which is equivalent
to an asymptotic drop of (SNR)21/2. The asymptotic orders
of each set of terms are indicated by symbols such as
OA(n2m) which denotes a polynomial that will be of order
n2m whenn is large but may contain higher order terms, i.e.,
Op(n2(m11)), that can be significant whenn is small. Here
the symbolOp(n2m) denotes a polynomial of exactly order
n2m for all values ofn.

The first order bias of the MLE is then the expected
value of Eq.~2!, as derived by Barndorff-Nielsen and Cox,7

~3!

Here we take a further step and use Eq.~2! to derive the
error correlation of the MLE to second order as given by the
order-separated expression

~4!

where notation such asvbce,d, f ,s(n
2) means then2 order terms of the joint momentvbce,d, f ,s .

Using the identity Cov(û r ,ûa)5Cor(û r ,ûa)2b(u r)b(ua), we obtain the following expression for the covariance of the
MLE to second order:

~5!

The first order covariance termi ra is the r, a component of
the inverse of the Fisher information, or ther, a component
of the CRLB. A bound on the lowest possible mean square
error of anunbiased scalarestimate that involves inverse
sample size orders higher thann21 was introduced by

Bhattacharyya.2 While it involves derivatives of the likeli-
hood function, it is quite different from the multivariate co-
variance derived in Eq.~5! that is valid for multivariate es-
timates that may be biased. For discrete random variables,
expressions equivalent to Eqs.~3!–~5! have been obtained in
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a significantly different form via a different approach by
Bowman and Shenton.14

A necessarycondition for the MLE to become asymp-
totically unbiased. This is for the first order bias of Eq.~1! to
become much smaller than the true value of the parameter
u r . Similarly, anecessarycondition for the MLE to asymp-
totically attain minimum variance is for the sum of second
order terms in Eq.~5! to become much smaller than the first
order term, which is the CRLB.

III. ASYMPTOTIC BIAS, ERROR CORRELATION AND
COVARIANCE OF THE MLE FOR GAUSSIAN
DATA

The asymptotic expressions presented for the bias, error
correlation, and covariance of the MLE in Sec. II are now
evaluated for real multivariate Gaussian data. General multi-
variate Gaussian data can be described by the conditional
probability density

p~X;u!5
1

~2p!nN/2

1

uC~u!un/2 expH 2
1

2 (
i 51

n

~X i2m~u!!T

3C21~u!~X i2m~u!!J , ~6!

where the dataX5@X1
TX2

TX3
T ...Xn

T#T are comprised ofn in-
dependent and identically distributedN-dimensional data
vectorsX i to show an explicit dependence under normal re-
peated sampling for convenient reference. It is noteworthy
that the CRLB is always proportional to 1/n but may be
proportional to a more complicated function of the length of
the data vectorN.

We begin by deriving the first order bias for the general
multivariate Gaussian case where the data covarianceC and
the data meanm depend on the parameter vectoru. The joint
moments required to evaluate both the error correlation and
covariance for the general case are quite complicated but not
of great relevance in most standard ocean acoustic and signal
processing problems.8 They are not derived in this paper, but
are the subject of another work where the second order bias
is also derived.15 We instead define two special cases that
have great practical value, since they describe a deterministic
signal in additive noise and a fully randomized signal in
noise, respectively. In the former the data covarianceC is
independent of the parameter vectoru, while the meanm
depends onu which is the subject of the estimation problem.
In the latter, the data meanm is zero while the covarianceC
depends on the parameter vectoru to be estimated. In the
latter case, the sample covariance of the data is a sufficient

statistic that contains all measurement information about the
parameters to be estimated.1,16

The assumption of Gaussian data is valid, by virtue of
the central limit theorem even for smalln and N, when the
total received field is the sum of a large number of statisti-
cally independent contributions. In the case of a determinis-
tic signal in additive noise, the additive noise typically arises
from a large number of independent sources distributed over
the sea surface.17 These noise sources may be either caused
by the natural action of wind and waves on the sea surface,
or they may be generated by ocean-going vessels.18

A particular fully randomized Gaussian signal model
that is very widely used and enjoys a long history in acous-
tics, optics, and radar19,20 is the circular complex Gaussian
random~CCGR! model. The basic assumption in this model
is that at any time instant, the received signal field is a
CCGR variable.9,19 This means that the real and imaginary
parts of the instantaneous field are independent and identi-
cally distributed zero-mean Gaussian random variables. In
active detection and imaging problems, this model is typi-
cally used to describe scattering from fluctuating targets21,22

and surfaces with wavelength scale roughness.9 When the
target or resolved surface patch is large compared to the
wavelength, the total received field can be thought of as aris-
ing from the sum of a large number of independent scatters
so that the central limit theorem applies. Since World War II,
the CCGR signal model has been used to describe ocean-
acoustic transmission scintillation in what is known as the
saturated region of multi-modal propagation.19,23,24 In this
regime, natural disturbances in the waveguide, such as un-
derwater turbulence and passing surface or internal gravity
waves, lead to such randomness in the medium that the
waveguide modes at the receiver can be treated as statisti-
cally independent entities. The central limit theorem can then
be invoked for the total received field, which behaves as a
CCGR process in time.16,19 In passive source localization
problems in ocean-acoustics, the source signal is typically
mechanical noise that is accidentally radiated into the ocean
by a vessel. This noise typically has both narrow and broad-
band components that arise from a broad distribution of in-
dependent mechanical interactions that lead to a signal that
can be represented as a CCGR process in time. The CCGR
signal model has become a very standard model in ocean-
acoustic matched field processing.16,25,26

A. The general multivariate Gaussian case

We obtain the following expression for the first order
bias of the MLE given general multivariate Gaussian data

b~ û r !5 1
2i

rsi tu~vstu12vst,u!1Op~n23/2!

5(
s51

m

(
t51

m

(
u51

m
2

n
@ i21# rs@ i21# tuH12trS C21

]2C

]us ]u t C21
]C

]uuD1S ]2m

]us ]u tD T

C21S ]m

]uuD1S ]m

]usD T

C21S ]C

]uuDC21S ]m

]u tD
2(

s,t
S ]2m

]us ]uuD T

C21S ]m

]u tD2(
s,t

S ]m

]usD T

C21S ]C

]u tDC21S ]m

]uuD2
1

2 (
s,t

trS C21
]2C

]us ]uu C21
]C

]u t D J , ~7!
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by substituting Eqs.~A1!–~A3! for the relevant joint mo-
ments into Eq.~3! for the first order bias, where(s,t indi-
cates a sum over all possible permutations ofs, torderings, a
total of two. For example,(s,tvst5vst1v ts .

It should be noted that the expression contains both ten-
sor notation, denoted by the indicess, t, andu, and vector-
matrix notation. For the first order bias, only first and second
order parameter derivatives are required of the mean and
covariance.

Suppose, for example, the bias of the vector

û5F m̂

ĈG
is desired, wherem̂ andĈ are the maximum likelihood esti-
mates of the mean and variance, respectively, from a set ofn
independent and identically distributed Gaussian random
variablesxi . The bias obtained from Eq.~6! is zero for the
mean component and2(C/n) for the variance component.
This result can be readily verified by taking expectation val-
ues directly.27

It is noteworthy that the first order bias of ascalar pa-
rameter estimate always vanishes for general Gaussian data
as can be seen by inspection of Eq.~7!.

B. Deterministic signal in additive noise, parameter-
independent covariance

The multivariate error correlation and covariance of the
MLE can be obtained to second order for a deterministic
signal vector in additive Gaussian noise by substituting Eqs.
~B1!–~B10! into Eqs.~4! and ~5!, respectively. In this case,
C is independent ofu in Eq. ~6!. For scalar parameter and
data, the following simple expressions for the mean-square
error and variance are obtained

~8!

~9!

Suppose, for example, that the bias, mean-square error and
variance of the MLE of the parameteru5m2 are desired,
where thexi are againn independent and identically distrib-
uted Gaussian random variables, andC is independent ofu.
The corresponding biasC/n, mean-square error 4Cm2/n
13C2/n2, and variance 4Cm2/n12C2/n2, obtained using
Eqs. ~3!–~5! can be readily shown to correspond to those
obtained by taking expectation values directly.27 Since the
MLE for u5m2 is biased, the Bhattacharyya bound does not
hold for this example and in fact can exceed the actual vari-
ance of the MLE.27

C. Random signal in noise: Zero-mean and
parameter-dependent covariance

Similarly, the error correlation and covariance of the
MLE can be obtained to second order for a zero-mean
Gaussian random signal vector in Gaussian noise by substi-
tuting Eqs.~C1!–~C10! into Eqs.~4! and~5!, respectively. In
this case,m is zero in Eq.~6!. For scalar parameter and data,
the following simple expressions for the mean-square error
and variance expressions are obtained:

~10!

~11!

Suppose, for example, that the bias, mean-square error, and
variance of the MLE of the parameteru5C2 are desired,
where thexi are n independent and identically distributed
Gaussian random variables with zero-mean. It can be readily
shown that the corresponding bias 2C2/n, mean-square error
8C4/n144C4/n2, and variance 8C4/n140C4/n2, obtained
using Eqs.~3!–~5!, correspond to those obtained by taking
expectation values directly.27

IV. CONTINUOUS GAUSSIAN DATA: SIGNAL
EMBEDDED IN WHITE GAUSSIAN NOISE

Let a real signalm(t;u) that depends on parameteru be
received together with uncorrelated white Gaussian noise of
power spectral densityN0/2 that is independent ofu. Sup-
pose the real signal has Fourier transformm(t;u)↔C( f ;u).
The complex analytic signal and its Fourier transform
m̃(t;u)↔C̃( f ;u) are conventionally defined such that
C̃( f ;u)52C( f ;u) for f .0, C̃( f ;u)50 for f ,0, and
C̃( f ;u)5C( f ;u) for f 50, so thatm(t;u)5Re$m̃(t;u)%. The
total received analytic signal,w̃ i(t), then follows the condi-
tional probability density28

p~ w̃ i~ t !;u!5k expH 2
1

2N0
E

0

T

u~ w̃ i~ t !2m̃~ t;u!!u2 dtJ , ~12!

where k is a normalization constant. The bias, the mean-
square error, and the variance of the MLEû are obtained
from Eqs.~3!–~5! as

b~ û !52
N0

2

Re$ Ĩ 2%

Ĩ 1
2

, ~13!
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~14!

~15!

after evaluating the joint moments for the parameter-
independent covariance, whereĨ 1 , Ĩ 2 , Ĩ 3 are defined as fol-
lows:

Ĩ 15E S ]m̃~ t;u!

]u D * S ]m̃~ t;u!

]u Ddt, ~16!

Ĩ 25E S ]m̃~ t;u!

]u D * S ]m̃2~ t;u!

]u2 Ddt, ~17!

Ĩ 35E S ]m̃~ t;u!

]u D * S ]m̃3~ t;u!

]u3 Ddt. ~18!

There are two important issues to note. First, we are now
working with continuously measured data as opposed to the
discrete data vectors of Sec. III. Second, the fact that we are
only estimating a scalar rather than a vector parameter
greatly simplifies the evaluation of the joint moments.

V. TIME-DELAY ESTIMATION

Supposem̃(t;u)5m̃(t2t) in Eq. ~12! so that the scalar
time delayu5t is to be estimated. The MLEû5 t̂ of time-
delayt corresponds to the peak output of a matched filter for
a signal received in additive Gaussian noise.8 Estimates of
the time delay between transmitted and received signal
waveforms are typically used in active-sonar and radar ap-
plications to determine the range of a target in a nondisper-
sive medium. The asymptotic bias, mean-square error, and
variance oft̂ are obtained by substitutingt for u in Eqs.
~13!–~18!.

The following alternative expressions are obtained for
Eqs.~16!–~18! by applying Parseval’s Theorem

Ĩ 15E S ]m̃~ t2t!

]t D * S ]m̃~ t2t!

]t Ddt

5~2p!2E
0

`

f 2uC̃~ f !u2 d f , ~19!

Ĩ 25E S ]m̃~ t2t!

]t D * S ]m̃2~ t2t!

]t2 Ddt

5 j ~2p!3E
0

`

f 3uC̃~ f !u2 d f , ~20!

Ĩ 35E S ]m̃~ t2t!

]t D * S ]m̃3~ t2t!

]t3 Ddt

52~2p!4E
0

`

f 4uC̃~ f !u2 d f . ~21!

Noting that the first order bias of Eq.~13! is directly
proportional to Re$Ĩ2%, where Re$Ĩ2%50 from Eq. ~19!, we
find thatthe first order bias for the maximum likelihood time-
delay estimation problem is identically zero, as expected by
inspection of Eq.~7!.

To evaluate the mean-square error and the variance, all
three integrals are needed. Noting that Re$Ĩ2%50 and Re$Ĩ3%
5Ĩ3 the following results are obtained:

~22!

where Ĩ 1 , Ĩ 3 are evaluated in Eqs.~19! and ~21!, respec-
tively. The mean-square error can also be expressed explic-
itly in terms of SNR52E/N0 and signal parameters via

~23!

where f c5vc /(2p) is the carrier frequency,E is the total
energy of the real signal,b is commonly defined as the sig-
nal’s root mean square~rms! bandwidth, andg4 is the fourth
moment of the expected signal’s energy spectrum.

2E5E
2 f c

`

uC̃~v1 f c!u2 dv, ~24!

b25
~2p!2*2 f c

` v2uC̃~v1 f c!u2 dv

2E
, ~25!

g45
~2p!4*2 f c

` v4uC̃~v1 f c!u2 dv

2E
. ~26!

Equation ~23! explicitly shows the asymptotic depen-
dence of the MLE time-delay variance on increasing orders
of (SNR)21. For a base-banded signal, wherevc50, the
first order variance term of Eq.~23! is proportional to the
inverse ofb2, while the second term is proportional to the
ratio g4/b6. While it is well known that the first order vari-
ance or CRLB decreases with increasing rms bandwidth at
fixed SNR, the behavior of the second order variance term
has a more complicated interpretation since it involves both
g andb.
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The time-delay MLE asymptotically attains the CRLB
when (g418vc

2b213vc
4)/(b21vc

2)2!2E/N05SNR. For
a base-banded signal, this condition means that the SNR
must be much larger than thekurtosisg4/b4 of the expected
signal’s energy spectrum. This can be interpreted as meaning
that as the signal’s energy spectrum becomes more peaked,
higher SNR is necessary to attain the CRLB.

Example 1

Assume a real Gaussian base-banded signal with a con-
stant energy. Its waveform can be represented as

h~ t !5
1

Ats

exp~2p~ t2/ts
2!!, utu<T/2,

whereh↔H. For real signals, 2E is replaced byE/2, andC

replacesC̃ in Eqs. ~24!–~26!, where in the present caseC
5H. Under the assumption thatts /T is sufficiently small
that the limits of integration@2T/2,T/2# can be well ap-
proximated as@2`, `#, Eq.~23! for the variance of the time-
delay MLE can be written to second order as

Since the signal’s energy is 1/&, the first and second order
terms equalize when the SNR is 3, which is the kurtosis of a
Gaussian density, where the SNR52E/N0 . This makes
sense because a Gaussian signal has a Gaussian energy spec-
trum by the convolution theorem. For SNRs less than 3, or in
decibels for 10 log SNR,5 dB, the second order term is
higher than the first and the CRLB is a poor estimate of the
true mean-square error. Moreover, since 1/ts is a measure of
the signal’s bandwidth, decreasingts , or increasing the sig-
nal’s bandwidth, will decrease both first and second order
variance terms, and so improve the time-delay estimate.

VI. DOPPLER SHIFT ESTIMATION

Suppose now that anarrow bandsignal waveform is
transmitted in a nondispersive medium and measured with
additive Gaussian noise at a receiver that is moving relative
to the source at low Mach numberu/c!1, whereu is the
speed of relative motion andc the speed of wave propaga-
tion. The expected analytic signal waveform at the receiver
m̃(t; f D) is then frequency shifted with Doppler-shift param-
eter f D522u/c. The total signal and noise measured at the
receiver will then obey the conditional probability density of
Eq. ~12! with u5 f D . The goal now is to examine the
asymptotic statistics of the MLEf̂ D for the Doppler-shift
parameter.

With the given assumptions, the signal waveform can be
represented as

m̃~ t; f D!5g̃~ t !ej 2pt~ f c1 f D!, ~27!

where the complex envelopeg̃(t) is known and is zero out-
side the interval2T/2<t<T/2. By applying Parseval’s

Theorem, the following expressions are obtained:

Ĩ 15E S ]m̃~ t; f D!

] f D
D * S ]m̃~ t; f D!

] f D
Ddt

5~2p!2E
2T/2

T/2

t2ug̃~ t !u2 dt, ~28!

Ĩ 25E S ]m̃~ t; f D!

] f D
D * S ]m̃2~ t; f D!

] f D
2 Ddt

5 j ~2p!3E
2T/2

T/2

t3ug̃~ t !u2 dt, ~29!

Ĩ 35E S ]m̃~ t; f D!

] f D
D * S ]m̃3~ t; f D!

] f D
3 Ddt

52~2p!4E
2T/2

T/2

t4ug̃~ t !u2 dt. ~30!

To evaluate the bias,Ĩ 1 and Re$Ĩ2% are substituted into
Eq. ~13!. Noting that Re$Ĩ2%50, we find thatthe first order

bias for the Doppler-shift MLE fˆ
D is identically zero, as

expected by inspection of Eq.~7!.
Equations~28!–~30! are then substituted into Eqs.~14!–

~15! to evaluate the mean-square error and the variance to
second order. The resulting relations for the second order
mean-square error and variance of the Doppler-shift MLE
are similar to those obtained for the time-delay MLE:

~31!

since the two problems are related through the time-
frequency duality principle. ExpressingĨ 1 , Ĩ 3 in terms of
SNR and signal parameters then explicitly yields the
Doppler-shift MLE mean-square error in terms of increasing
orders of (SNR)21 as

~32!

where

2E5E
2T/2

T/2

ug̃~ t !u2 dt, ~33!

a25
~2p!2*2T/2

T/2 t2ug̃~ t !u2 dt

2E
, ~34!

d45
~2p!4*2T/2

T/2 t4ug̃~ t !u2 dt

2E
. ~35!

The Doppler-shift MLE then asymptotically attains the
CRLB when d4/a4!2E/N05SNR. For an analytic signal
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with symmetric magnitude, this can be interpreted as mean-
ing that the SNR must be large compared to thekurtosisof
the signal’s squared magnitude.

Example 2

For real signals wherem(t; f D)5g(t)cos 2pt(fc1fD),
Eq. ~32! can be used when 2E is replaced by 4E in Eqs.
~34!–~35!, and the real signal envelopeg(t) replacesg̃(t) in
Eqs. ~33!–~35!. For the CRLB to be attained in this real
signal case, the SNR must be large compared totwice the
kurtosis of the squared magnitude of the real signal enve-
lope, assuming a symmetric magnitude. ComputingE, a2,
andd4 for the real signal envelopeg(t)5h(t) of example 1,
by Eq. ~32!, the variance of the Doppler-shift MLE can be
written to second order as

The first and second order terms equalize when the SNR is 6,
twice the Gaussian kurtosis as expected, where SNR
52E/N0 . For SNRs less than 6, or in decibels when
10 log SNR,7.8 dB, the second order term is higher than the
first, and the CRLB provides a poor estimate of the true
MSH. Increasingts decreases the signal’s bandwidth and so
also decreases both first and second order variance terms,
which improves the Doppler-shift estimate.

FIG. 1. Gaussian signal time-delay
variance terms as a function of SNR.

FIG. 2. LFM signal time-delay vari-
ance terms as a function of SNR.
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VII. ASYMPTOTIC OPTIMALITY OF GAUSSIAN, LFM
AND HFM WAVEFORMS IN MAXIMUM
LIKELIHOOD TIME-DELAY AND DOPPLER-SHIFT
ESTIMATION

The general expressions for the second order variance
for both the MLE time-delay and the Doppler-shift estima-
tors, Eqs.~22! and~31!, are now implemented for the Gauss-
ian linear frequency modulated~LFM! and hyperbolic fre-
quency modulated~HFM! waveforms. All waveforms are
demodulated.

The Gaussian signal is described in examples 1 and 2
above. The LFM signal is defined by

m~ t !5cos~v0t1 1
2bt2!, utu<T/2, ~36!

wheref 05v0/2p is the carrier frequency and the bandwidth
is given bybT/2p. The signal is demodulated when multi-
plied by cos(v0t) and low-pass filtered. The HFM signal is
defined by

m~ t !5sin~a log~12k~ t1T/2!!!, utu<T/2, ~37!

where k5( f 22 f 1)/ f 2T, a522p f 1 /k, and f 1 and f 2 are
the frequencies that bound the signal’s spectrum. This signal
is demodulated when multiplied by cos(v0t), where f 0

5Af 1f 2, and is low-pass filtered. To control sidelobes in the
frequency domain, the signal is often multiplied by a tempo-
ral window function, or taper. We use the modified Tukey
window that has the form

FIG. 3. HFM signal time-delay vari-
ance terms as a function of SNR.

FIG. 4. LFM signal Doppler-shift
variance terms as a function of SNR.
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w~ t !

55
p1~12p!sin2S p

t1T/2

2Tw
D for 0<t<Tw

1 for Tw<t<T2Tw

p1~12p!sin2S p
~ t1T/2!2~T22Tw!

2Tw
D

for T2Tw<t<T

,

~38!

whereTw50.125T is the window duration andp50.1 is the
pedestal used.

The dependence of the first and second order variance
terms on SNR is presented in Figs. 1–3 for the time-delay

MLE and in Figs. 4–6 for the Doppler-shift MLE for the
three signals. The bandwidth is fixed at 100 Hz in Figs. 1–6,
for a typical low-frequency active-sonar scenario.29 The fig-
ures illustrate some important characteristics of the variance
terms for both the time-delay and the Doppler-shift MLE. As
SNR increases, the first order variance exhibits the expected
linear fall-off and the second order variance falls off with the
expected second order power law as can be seen more gen-
erally in Eqs.~23! and ~32! where the second order term is
proportional to 220 log10(N0/2E), and the first to
210 log10(N0/2E). The value of either term at a specific
bandwidth and SNR can then be used to determine its value
at the same bandwidth for all SNRs.

Table I specifies the SNR’s values beyond which the
second order variance can be neglected relative to the first by

FIG. 5. Gaussian signal Doppler-shift
variance terms as a function of SNR.

FIG. 6. HFM signal Doppler-shift
variance terms as a function of SNR.
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showing where the former is an order of magnitude less than
the latter. Table I then provides conditionsnecessaryfor the
MLE to attain the CRLB in time-delay and Doppler-shift
estimation for the given signals. It also specifies conditions
necessaryfor the MLE to be approximated as a linear func-
tion of the measured data.

VIII. CONCLUSION

By employing an asymptotic expansion of the likelihood
function, expressions for the first order bias, as well as the
second order covariance and error correlation of a general
MLE, are derived. These expressions are used to determine
conditionsnecessaryfor the MLE to become asymptotically
unbiased and attain the CRLB. The approach is then applied
to parameter estimation with multivariate Gaussian data.
Analytic expressions for the general first order bias of the
multivariate Gaussian MLE and the second order error cova-
riance and correlation of the MLE for two special cases of
multivariate Gaussian data that are of great practical signifi-
cance in acoustics, optics, radar, seismology, and signal pro-
cessing. The first is where the data covariance matrix is in-
dependent of the parameters to be estimated, the standard
deterministic signal in additive noise scenario. The second is
where the data mean is zero and the signal as well as the
noise undergo circular complex Gaussian random fluctua-
tions. In a companion paper, the expressions derived here are
applied to determine the asymptotic bias, covariance, and
mean-square error of maximum likelihood range and depth
estimates of a sound source submerged in an ocean wave-
guide from measured hydrophone array data.11 Necessary
conditions for these source localization estimates to attain
the CRLB are also obtained.11

In the present paper, general expressions for the first
order bias, second order mean-square error, and variance of
scalar maximum likelihood time-delay and Doppler-shift es-
timates are obtained for deterministic signals in additive
Gaussian noise. The time-delay MLE is the peak value of a
matched filter output. Both time-delay and Doppler-shift
MLEs are shown to be unbiased to first order. Analytic con-
ditions on SNR necessary for the time-delay and Doppler-
shift MLEs to attain the CRLB are provided in terms of
moments of the expected signal’s squared magnitude and
energy spectrum. For base-banded signals, the time-delay
MLE, namely the matched filter estimate, attains the CRLB
when thekurtosisof the expected signal’s energy spectrum is
much smaller than the SNR. This can be interpreted as mean-
ing that higher SNR is necessary to attain the CRLB as a
demodulated signal’s energy spectrum becomes more
peaked. The Doppler-shift MLE is found to have dual behav-
ior for narrow band analytic signals.

APPENDIX A: JOINT MOMENTS FOR ASYMPTOTIC
GAUSSIAN INFERENCE: GENERAL MULTIVARIATE
GAUSSIAN DATA

For thegeneral multivariate Gaussiancase of Eq.~6!,
both the meanm and the covariance matrixC depend on the
parameter vectoru. The joint moments required to evaluate
the first order bias are

i ab5
n

2
tr~C21CaC21Cb!1nma

TC21mb , ~A1!

vabc5
n

3 (
a,b,c

tr~C21CaC21CbC21Cc!

2
n

4 (
a,b,c

tr~C21CabC
21Cc!2

n

2 (
a,b,c

mab
T C21mc

1
n

2 (
a,b,c

ma
TC21CbC21mc , ~A2!

vab,c52
n

2 (
a,b

tr~C21CaC21CbC21Cc!1nmab
T C21mc

1
n

2
tr~C21CabC

21Cc!

2n(
a,b

ma
TC21CbC21mc , ~A3!

where, for example,(a,b,c indicates a sum over all possible
permutations ofa, b andc orderings, leading to a total of six
terms. Terms such asCab and mab represent the derivatives
of the covariance matrixC and the mean vectorm with re-
spect toua andub, respectively.

APPENDIX B: JOINT MOMENTS FOR ASYMPTOTIC
GAUSSIAN INFERENCE: MULTIVARIATE
GAUSSIAN DATA WITH PARAMETER-INDEPENDENT
COVARIANCE: DETERMINISTIC SIGNAL IN
INDEPENDENT ADDITIVE NOISE

For this case the covariance matrix of Eq.~6! is inde-
pendent of the parameters to be estimated, i.e.,]C/]u i50
for all i. The joint moments required to evaluate the first
order bias, as well as the second order error correlation and
covariance are

i ab5nma
TC21mb , ~B1!

vabc~n1!52
n

2 (
a,b,c

mab
T C21mc , ~B2!

va,b,c~n1!50, ~B3!

vab,c~n1!5nmab
T C21mc , ~B4!

vabcd~n1!52
n

8 (
a,b,c,d

mab
T C21mcd

2
n

6 (
a,b,c,d

mabc
T C21md , ~B5!

TABLE I. Minimum signal-to-noise ratios~SNRs! necessaryfor the MLE to
asymptotically attain the CRLB. The given values are the minimum SNRs
needed for the CRLB to exceed the second order MLE variance by 10 dB.
All signals have 100 Hz bandwidth.

Gaussian signal LFM signal HFM signal

Time Delay 15 dB 32 dB 18 dB
Doppler Shift 18 dB 16 dB 15 dB
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va,b,c,d~n2!5
n2

8 (
a,b,c,d

ma
TC21mbmc

TC21md , ~B6!

va,b,cd~n1!50, ~B7!

va,b,c,de~n2!5
n2

2 (
a,b,c

ma
TC21mbmc

TC21mde , ~B8!

va,b,cd,e f~n2!5
n2

2 (
~a,b!3~cd,e f !

ma
TC21mcdmb

TC21me f

1n2mcd
T C21me fma

TC21mb , ~B9!

va,b,c,de f~n2!5
n2

2 (
a,b,c

ma
TC21mbmc

TC21mde f , ~B10!

where the notation( (a,b)3(cd,e f ) indicates a sum over all
possible permutations ofa and b orderings combined with
permutations ofcd andef orderings, leading to a total of four
terms.

APPENDIX C: JOINT MOMENTS FOR ASYMPTOTIC
GAUSSIAN INFERENCE; MULTIVARIATE
GAUSSIAN DATA WITH ZERO-MEAN: RANDOM
SIGNAL IN NOISE

For this case the mean is zero in Eq.~6!. The joint mo-
ments required to evaluate the first order bias, as well as the
second order error correlation and covariance are then
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The notation( (a,b,c)3(d,e, f ) indicates summation over all
possible permutations ofd, e, fanda, b andc, leading to a
total of 36 terms.

APPENDIX D: DERIVATION OF THE ASYMPTOTIC
EXPANSION OF THE MAXIMUM LIKELIHOOD
ESTIMATE

Following Barndoff-Nielsen and Cox,7 Eq. ~1! is first
inverted for (û2u) r to obtain the expansion

~ û2u!r5 j rsl s1
1
2 j rsl stu~ û2u! t~ û2u!u1 1

6 j rsl stuv

3~ û2u! t~ û2u!u~ û2u!v1¯ , ~D1!

where j rs is the inverse of the observed information matrix
j rs52 l rs . Iterating this procedure leads to an expression for
( û2u) r that is solely in terms of the derivatives of the like-
lihood function

~ û2u!r5 j rsl s1
1
2 j rs j tuj vwl stvl ul w1 1

6 j rs j tuj vwj xy~ l suyw

13l swpj
pql quy!l tl vl x1¯ . ~D2!

The difficulty with this expression is thatj rs is not well
defined for all likelihood functions and all values ofû. This
problem is circumvented by expandingj rs in terms of well-
defined quantities. First, note that

j5 i$I2 i21~ i2 j !%, ~D3!

whereI is the identity matrix. The inverse is then

j215$I2 i21~ i2 j !%21 i21. ~D4!

which can be expanded as

j215 i211 i21~ i2 j !i211 i21~ i2 j !i21~ i2 j !i211¯ ,
~D5!

or equivalently as

j rs5 i rs1 i rt i suHtu1 i rt i sui vwHtvHuw1¯ , ~D6!

where HR5 l R2vR for any set of coordinate indicesR
5r 1 ...r m , where, for example,Htu5 l tu2v tu . Inserting Eq.
~D6! into Eq. ~D2! then leads to Eq.~2!.
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Computed narrow-band azimuthal time-reversing array
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Michael R. Dungan and David R. Dowling
Department of Mechanical Engineering and Applied Mechanics, University of Michigan, Ann Arbor,
Michigan 48109-2121

~Received 15 May 2000; revised 29 November 2000; accepted 25 June 2001!

The process of acoustic time reversal sends sound waves back to their point of origin in reciprocal
acoustic environments even when the acoustic environment is unknown. The properties of the
time-reversed field commonly depend on the frequency of the original signal, the characteristics of
the acoustic environment, and the configuration of the time-reversing transducer array~TRA!. In
particular, vertical TRAs are predicted to produce horizontally confined foci in environments
containing random volume refraction. This article validates and extends this prediction to shallow
water environments via monochromatic Monte Carlo propagation simulations~based on parabolic
equation computations using RAM!. The computational results determine the azimuthal extent of a
TRA’s retrofocus in shallow-water sound channels either having random bottom roughness or
containing random internal-wave-induced sound speed fluctuations. In both cases, randomness in
the environment may reduce the predicted azimuthal angular width of the vertical TRA retrofocus
to as little as several degrees~compared to 360 degrees for uniform environments! for source-array
ranges from 5 to 20 km at frequencies from 500 Hz to 2 kHz. For both types of randomness, power
law scalings are found to collapse the calculated azimuthal retrofocus widths for shallow sources
over a variety of acoustic frequencies, source-array ranges, water column depths, and random
fluctuation amplitudes and correlation scales. Comparisons are made between retrofocusing on
shallow and deep sources, and in strongly and mildly absorbing environments. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1397359#

PACS numbers: 43.30.Vh, 43.30.Yj, 43.30.Ft@DLB#

I. INTRODUCTION

Acoustic time reversal is a promising technique for
acoustic-array beamforming in unknown multipath environ-
ments. The transducer array that produces the time-reversed
field ~a time-reversing array or TRA! may be of nearly any
size or shape and can operate in any frequency range. Recent
computational and experimental TRA studies in underwater
acoustics~Kupermanet al., 1998; Songet al., 1998a; Khosla
and Dowling, 1998; Songet al., 1999; Hodgkisset al., 1999!
suggest that TRAs can robustly retrofocus sound on remote
sound sources in shallow ocean waters. TRA research has
also been pursued in the area of biomedical ultrasound~Fink,
1997, 1999; Tanteret al., 1998; Roseet al., 1999; Roux
et al., 1999a!, nondestructive evaluation~Chakrounet al.,
1995; Draegeret al., 1998; Yönak and Dowling, 1999!, and
other areas~Draegeret al., 1999; Draeger and Fink, 1999;
Ohno et al., 1999; Yamamotoet al., 1999; Roux et al.,
1999b!. The basic formulation of acoustic time reversal is
provided in Jackson and Dowling~1991!. Overviews are pro-
vided in Fink ~1997, 1999!.

Unlike ordinary beamforming techniques~Steinberg,
1976; Ziomek, 1985!, time reversal actually utilizes the
acoustic environment to retrofocus sound so TRAs perform
better when random scattering and multipath propagation are
present, although TRA performance is generally degraded in
time-dependent~Dowling and Jackson, 1992; Khosla and
Dowling, 1998; Dungan and Dowling, 2000! and noisy en-
vironments~Songet al., 1998a; Khosla and Dowling, 2000!.
This article presents new computational results and scaling

laws for azimuthal beam forming by a linear vertical TRA
responding to a harmonic point source at a rangeR from the
TRA in a low-noise time-independent shallow-water sound
channel. When the environment is horizontally uniform, this
source-TRA configuration produces a retrofocus ring of ra-
dius R with an azimuthal angular extent of 360 degrees.
However, this same array placed in a horizontally inhomo-
geneous environment can produce a time-reversed field that
includes significant azimuthal focusing~beamforming! in the
direction of the point source. The purpose of this article is to
provide predictions of the extent of this environmentally pro-
duced retrofocusing in shallow-water sound channels having
either bottom roughness or containing sound speed fluctua-
tions produced by a linear superposition of random internal
waves convecting a sound speed gradient.

This azimuthal environmentally produced retrofocusing
is generated by the two-step propagation algorithm for a
time-reversing array. During the source-to-array propagation
step, the sound signal is imprinted with the environmental
characteristics between the source and the array. The array
receives the imprinted signal, time reverses it~i.e., first-in
becomes last-out!, and rebroadcasts it. During this rebroad-
cast step, the vertical TRA directs acoustic energy uniformly
into all azimuthal angles (0<f,360°). However, only the
sound that retraces the direction (f50) back toward the
source focuses because the TRA’s rebroadcast field is mis-
matched to the details of the environment in all other direc-
tions (fÞ0). This preferred-direction focusing phenomena
is essentially the same as the environmental signal-
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processing gain described in Perkins and Kuperman~1990!
in the context of matched field processing; the difference is
the present article emphasizes the effects of randomness as
opposed to deterministic three-dimensional features of the
ocean sound channel. Acoustic underwater communication is
one application area where the benefits of robust focusing in
unknown and changing environments are important and
where TRA techniques are currently receiving attention.

Previous studies of TRA horizontal focusing have been
limited. Songet al. ~1998b! investigated the horizontal di-
mension of a retrofocus spot in their unique experiments
conducted in the Mediterranean Sea~Kupermanet al., 1998;
Songet al., 1998a, 1999; Hodgkisset al., 1999!. However,
their efforts on this topic were confined to a single source-
array track, acoustic frequency, and source-array range. Past
analytical and computational studies of time reversal in shal-
low ocean waters~Khosla and Dowling, 1998; Dungan and
Dowling, 2000! have emphasized vertical retrofocus size
without considering horizontal focusing in any detail, al-
though a tenuous theoretical prediction was advanced in
Khosla and Dowling~1998!. The computational results and
scaling laws presented here are intended to complement
these previous studies to provide a means of quantitatively
predicting the horizontal or azimuthal retrofocus size pro-
duced by vertical TRAs in horizontally nonuniform environ-
ments.

The remainder of this article is organized into three sec-
tions. In the next section we describe the acoustic environ-
ment used in this study, the bottom variation and internal
wave models, and the computational technique. In Sec. III
we present the vertical and azimuthal retrofocus simulation
results along with proposed scaling laws and comparisons. In
the final section we summarize the findings and state the
conclusions drawn from this study.

II. COMPUTATIONAL APPROACH

This study utilizes repeated two-dimensional~2D! simu-
lations in depth-range planes that fan out from the array to
predict azimuthal TRA retrofocusing, a three-dimensional
~3D! phenomena. This technique, commonly called the
N32D approach to 3D simulations, has been successfully
exploited in previous underwater simulation studies. Here,
each propagation slice is computed with the wide-angle
parabolic-equation code RAM~Collins, 1993, 1994, 1998!.
The goal of this study is to predict how vertical-TRA azi-
muthal retrofocus size is influenced by environmental param-
eters, source-array geometry, and acoustic frequency~f !. The
following four subsections describe the environment investi-
gated, the bottom variation model, the internal wave model,
and the implementation of these within RAM.

A. Average environment

The shallow ocean is a complicated acoustic environ-
ment. Here, the main parametric complication is random bot-
tom roughness added to a static baseline range-independent
sound channel. Figure 1 shows a 3D representation of the
simulation environment with bottom roughness and mean
depth D575 m. Water column and smooth-bottom proper-
ties are based on oceanic measurements taken near the center

of the SWARM ~shallow-water acoustics in a random me-
dium! site ~see Apelet al., 1997!. The SWARM experiment
was conducted off the coast of New Jersey in the late sum-
mer of 1995 during a seasonally active time for internal
waves. The actual SWARM water column depth was range
dependent~seaward sloping bottom! and the bottom con-
tained multiple layers, but these complexities were not in-
cluded in the present study. The speed of sound profile used
here, shown in Fig. 2~a!, is calculated from smoothed tem-
perature and salinity measurements made at the center of the
SWARM site in the absence of internal wave solitons. Figure
2~b! shows the calculated root-mean-square speed of sound
fluctuations when synthetic internal waves~see Sec. II C! are
included in the sound channel. For all the simulations, the
average bottom is a two-layer model with properties extrapo-
lated from core and chirp measurements at the SWARM site
~Apel et al., 1997!. The 23-m-thick upper layer has a speed
of sound of 1650 m/s and a density of 1700 kg/m3, and the

FIG. 1. Schematic of the sound channel and time-reversing array~TRA!
geometry. The radial coordinate isr. The vertical coordinate,z, increases
downward. The azimuthal angle is denoted byf. A harmonic omni-
directional source is located at~r 5R, f50, z5zs!. The TRA receives the
signal at~r 50, f50, z5zn! and retransmits it to form a retrofocus back
near the source. Thez50 plane represents a pressure release surface. The
ocean bottom has two layers.

FIG. 2. Speed of sound versus depth for the baseline sound channel.~a! This
profile is based on measurements made during the 1995 SWARM experi-
ment that were provided to the authors by Dr. Steven Finette of the Naval
Research Laboratory.~b! Average and fluctuating speed of sound in the
synthetic internal wave field. The horizontal bars lie at61 standard devia-
tion.
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lower layer is modeled as a half-space with a speed of sound
of 1950 m/s and a density of 2200 kg/m3. Attenuation values
were extrapolated from tabulations in Jensenet al. ~1994!
and are 1.00 dB per wavelength and 0.40 dB per wavelength
for the upper and lower layers, respectively. The roughness
model ~described in the next subsection! was not based on
SWARM measurements.

The ocean surface is treated as a flat pressure-release
surface. Although this is clearly an approximation for acous-
tic frequencies in the kHz range and above, the complica-
tions posed by bubble scattering, bubble absorption, and dy-
namic rough ocean-surface scattering are beyond the scope
of this study. Assessments of rough surface scattering and
TRA performance are provided in Kupermanet al. ~1998!
and Khosla and Dowling~1998!.

The parameters just described will be the same through-
out the rest of this article unless stated otherwise. The excep-
tions will be for ~i! variations in attenuation values that illus-
trate the role of bottom absorption,~ii ! different bottom
roughness levels~described in the next subsection!, ~iii ! ver-
tical stretching~see discussion of Fig. 11!, and (iv) fluctua-
tions in the speed of sound profile caused by random linear
internal waves.

B. Bottom variation

In this study, the ocean bottom is taken to be flat, on
average, with a zero-mean spatially varying random rough-
ness heightH(r ,f) of the first bottom layer. The local depth,
zb , of the sound channel at a given (r ,f) location is the sum
of the mean depthD575 m andH:

zb~r ,f!5D1H~r ,f!. ~1!

Most ocean-bottom surveys agree on a statistical varia-
tion model involving a power law distribution of the spec-
trum of H, FH(kh), with horizontal spatial frequencykh :

FH~kh!}kh
2b . ~2!

Bell ~1975! tabulated bottom roughness spectral data from
various experiments. Berkson and Matthews~1984!, Fox and
Hayes~1985!, Jacksonet al. ~1986!, and Medwin and Clay
~1998! also present or use bottom roughness spectral data in
the form of a power law, but some differences exist between
recommended values of the exponentb.

In this study,H is synthesized from a random superpo-
sition of sinusoidal roughness height fluctuations whose sta-
tistics are azimuthally isotropic:

H~r ,f!5(
kh

(
u

F~kh!eikhr cosf cosu1 ikhr sin f sin u, ~3!

where u represents the azimuthal angles of the roughness
height sinusoids (0,u,360°), andF(kh) is a random com-
plex amplitude having a power spectrum inkh given by

^uF~kh!u2&5C0
2H rms

2 S kh
2

kh
21kl

2D a

kh
2bS ku

2

kh
21ku

2D b

. ~4!

The real and imaginary components ofF(kh) are Gaussian
distributed with zero mean, and the angle brackets denote an
expected value. The power law exponent used here isb

52.0 and the maximum root-mean-square~rms! depth varia-
tion is H rms53.0 m. These values are based on Table I in
Berkson and Matthews~1984! ~see also Table 13.1 in Med-
win and Clay, 1998!. The extra factors in~4! compared to~2!
exist to smooth the depth fluctuation spectrum in the regions
of the lower- and upper-cutoff horizontal wave numbers,kl

andku , respectively. The normalization constant in~4!, Co
2,

is chosen so that

H rms
2 5E

0

`

^uF~kh!u2& dkh . ~5!

The remaining parametric choices necessary to evaluate~4!
consist of rolloff exponents~a53 andb52! and upper and
lower wave numbers~ku50.06 m21 andkl50.001 m21!. The
final depth fluctuation spectrum is shown in Fig. 3 forH rms

53.0 m. The correlation lengthL produced by this bottom
roughness model was 280 m, and was computed from

L5
1

H rms
2 E

0

`

^H~r ,f!H~r 1Dr ,f!& dDr . ~6!

In computing the sum shown in~3!, discretekh steps of
Dkh50.0005 m21 were taken. The number ofu-direction
waves increased linearly withkh to attain nearly uniform
tiling of the kh–u plane. One realization of the bottom
roughness withH rms53.0 m and rms slope of 0.02 is shown
in Fig. 4. Although some remnants of the discrete sinusoid
sum are apparent, the depth variations are not unrealistic.
Superimposed on Fig. 4 is a sample retrofocus grid with the
TRA on the left and the various source locations~white dots!
and azimuthal sample points on the right. Notice that the
bottom roughness profile found between the various return
paths and the initial source-array path may differ signifi-
cantly. This article presents the results of investigations into
the importance of such variations in bottom roughness on
TRA retrofocusing.

C. Linear internal waves

To compare the importance of bottom roughness and
water-column random refraction on azimuthal retrofocusing
by vertical TRAs, linear internal waves were inserted into the
baseline sound channel described in Sec. II A. The internal-
wave model is a superposition of random linear waves hav-
ing a Garrett–Munk spectrum that is adjusted for shallow
ocean conditions. It is the model used by Dungan and Dowl-

FIG. 3. Synthetic bottom variation spectrum for a power law of exponent
b52. The inset triangle indicates slope of a curve with a slope of22.
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ing ~2000! and is a simple extension on the formulation of
Dashenet al. ~1979! and Tielbürger et al. ~1997!.

Internal waves cause heaving motions within the water
column that alter the local sound speed by lifting and lower-
ing the otherwise static contours of constant sound speed.
These imposed variations produce a 3D sound-speed field
that depends onr andf, as well asz. The vertical deflections
produced by internal waves are governed by a second-order
differential equation~Dashenet al., 1979!

d2

dz2 W~z!1kh
2FN2~z!2v2

v22 f c
2 GW~z!50, ~7!

which, along with the waveform boundary conditions of
W(0)5W(D)50, creates an eigenvalue problem. Here,
W(z) is the vertical displacement produced by an internal
wave having radian frequencyv, kh is the horizontal wave
number of the internal wave, andf c52V sin(°latitude) is the
inertial frequency withV equal to the rotation rate of the
earth. For these calculations,f c was evaluated at a latitude of
39.25°, corresponding to the center of the SWARM site.
When v and kh are independent parameters,~7! has eigen-
mode solutionsW(kh , j ,z) at a discrete set of frequency ei-
genvaluesv j (kh). The internal wave modes and frequencies
particular to this study were calculated from~7! numerically
using shooting techniques~see Presset al., 1986!. Hence, a
dynamic three-dimensional simulation of the internal-wave-
induced vertical displacementh can be obtained by a triple
sum over internal-wave modes (j ), horizontal wave numbers
(kh), and azimuthal angles~u!,

h~r ,f,z,t !5ReH(
j

(
kh

(
u

F~kh , j !W~kh , j ,z!

3exp@ ikhr cosu cosf1 ikhr sinu sinf

2 iv~kh , j !t#J . ~8a!

TheF-term is a Gaussian random complex weighting having
a uniform distribution inu and a Garrett–Munk spectrum in
mode number and horizontal wave number

^uF~kh , j !u2&5
4

p
E0M @ j 21 j

*
2 #2p/2kjkh

2~kh
21kj

2!22,

~8b!

where

kj5
p j f c

*0
DN~z! dz

~8c!

and

M5H (
j 51

`

~ j 21 j
*
2 !2p/2J 21

. ~8d!

Here,E0 is the internal-wave energy level,j * is the mode
weighting parameter, andp is the mode weighting exponent.
As with ~3!, the sum given in~8a! was calculated using a
variable azimuthal resolution so that random numbers were
assigned to approximately equal tile areas of thekh–u plane
for each value ofj. Hence the number ofu-evaluations in
~8a! increased linearly with increasingkh . The parametric
ranges and increments used for summation were 1< j <15,
531024 m21<kh<1.531021 m21 with steps of Dkh55
31024 m21, and 0<u<360° with Du52° when kh51.5
31021 m21. The internal wave mode shapesWj (z,kh)
evolve gradually with increasingkh , so mode shapes were
interpolated between the minimum and maximum values of
kh with intervening calculations every 1022 m21.

The Garrett–Munk spectrum parameters (E0 ,p, j * )
were chosen to match a temporal power spectrum of vertical
displacements measured at the SWARM site in 75 m of wa-
ter without soliton activity. This was accomplished by using
~8a! at a fixed depth of 25 m to generate a synthetic vertical
displacement time series, computing the power spectrum
from this synthetic time series, and then comparing the re-
sulting synthetic spectrum with the SWARM measurements.
Adjustments were made to the spectrum parameters until a
visually acceptable match of the two spectra was achieved
~see Dungan and Dowling, 2000!. The final parameter
choices arej * 51, p54, andE0524.6 J/m2. Other indepen-
dent research suggests similar values for these parameters
~Tielbürgeret al., 1997; Yoo and Yang, 1998; Yang and Yoo,
1998!. The final speed of sound fluctuation levels, shown in
Fig. 2~b!, are confined to the upper half of the sound channel.

D. Propagation model

Acoustic propagation in the roughened and internal-
wave containing sound channels was computed with RAM, a
wide-angle parabolic equation~PE! code ~Collins, 1993,
1994, 1998!. Previous use of RAM in the context of narrow-
band TRA simulations has been described in Dungan and
Dowling ~2000!. The use of RAM here was nearly identical,
the only difference being the extension to N32D calcula-
tions to determine the azimuthal extent of the TRA retrofo-
cus region.

FIG. 4. Sample synthetic bottom variation floor map
over a 10320-km2 area forH rms53.0 m. The TRA is
located on the left, with several azimuthal return paths
superimposed. Several source locations are indicated by
white dots. The gray-scale changes from black~more
than110 m upward deflection! to white ~less than210
m downward deflection!.
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To summarize, a modified version of RAM that outputs
the real and imaginary components of the pressures was used
so that amplitudes at the TRA locations could be complex
conjugated before the back-propagation was computed.
Complex conjugation is the equivalent of time reversal for
narrow-band signals~Jackson and Dowling, 1991!. In the
forward propagation step~at time t1!, a point source with
radian frequencyv located at (r ,f,z)5(R,0,zs) ensonifies
the sound channel. Elements of the TRA located at (0,0,zn)
record this field, complex conjugate it, amplify it, and re-
broadcast it~at time t2!. The response of such an array is
entirely described by the conjugate Green’s function,Gcv

@see Dowling and Jackson~1992!, Eq. ~10!, or Kuperman
et al. ~1998!, Eq. ~7!#:

Gcv~r ,f,z,t22t1!5 (
n51

N

G2v~r ,f,z;0,0,zn!

3G1v* ~0,0,zn ;R,0,zs!, ~9!

whereN is the number of array elements and the coordinates
are shown in Fig. 1. Here,G1v(0,0,zn ;R,0,zs) is the Green’s
function at radian frequencyv52p f for acoustic propaga-
tion from the source at (R,0,zs) to an array element at
(0,0,zn) for time t1 , and the asterisk denotes complex con-
jugation. Similarly,G2v(r ,f,z;0,0,zn) is the Green’s func-
tion for acoustic propagation from an array element at
(0,0,zn) to (r ,f,z) for time t2 . For all retrofocusing compu-
tations in the baseline sound channel, the array has 24 ele-
ments with 3-m vertical spacing, and the time delay,t2

2t1 , is set to be zero for simplicity.
The use of the N32D approach to calculate the 3D fea-

tures of G2v(r ,f,z;0,0,zn) requires some consideration.
Much work has been done to determine the applicability of
N32D approximations to 3D problems. Buckingham~1984!
and Sturmet al. ~1998! have shown that this approximation
does not fare well in a full-wedge sound channel. However,
Kupermanet al. ~1991!, Smith ~1998!, Orris and Perkins
~1998!, and others have shown that for mild range-
dependence, the N32D approach closely models three di-
mensions and even predicts some 3D effects like horizontal
refraction ~Smith, 1996, 1998!. The bottom roughness and
internal wave-field environments generated to obtain the cur-
rent results are mild enough to be treated with acceptable
accuracy by the N32D approximation.

III. TRA RETROFOCUSING RESULTS

The results of this investigation into the environment’s
effect on the retrofocusing capability of a time-reversing ar-
ray are presented in three parts. The first two subsections
investigate an environment with a varying bottom and its
impact on vertical and azimuthal retrofocusing, respectively.
The final subsection explores the impact of linear internal
waves on azimuthal retrofocusing. A more thorough study of
TRA retrofocus amplitude and vertical extent in static and
dynamic shallow-water sound channels is provided in Dun-
gan and Dowling~2000!.

A. Vertical retrofocusing with random rough bottom

The performance of the TRA in thef50 vertical plane
of the baseline sound channel with varying bottom geometry
was investigated as a preliminary study to the azimuthal ret-
rofocusing investigations. The results are found by calculat-
ing Gcv from ~9! at r 5R and f50, and determining the
vertical size of the retrofocus region. The parameters varied
in this case include source depth~zs525 and 50 m!, acoustic
frequency~f 5250, 500, 1000, and 2000 Hz!, and rms depth
fluctuation ~H rms50, 1.0, 2.0, and 3.0 m!. The parameters
cover a range 0<kHrms<25, wherek is the acoustic wave
number. For these initial studies, the source-array range was
held fixed atR510 km.

The vertical retrofocus size results are given in Table I
which lists the TRA-retrofocus-peak full-width at half-
maximum ~FWHM! values through the depth,zFWHM , di-
vided by the acoustic wavelengthl. These results show that
zFWHM lies in the range of three to four wavelengths for the
entire parameter range with the shallow source (zs525 m),
providing a somewhat smaller retrofocus. These results are
based on ten realizations of the bottom roughness at each
H rms value.

Interestingly, increasing rms depth fluctuation does not
lead to consistent changes inzFWHM or even to higher uncer-
tainty values forzFWHM . Thus, the main conclusion to be
drawn from these results is that bottom roughness does not
have a significant effect on vertical retrofocus size in this
parameter range whenf50.

B. Azimuthal retrofocusing with a random rough
bottom

The azimuthal extent of the TRA retrofocus was inves-
tigated for the baseline sound channel with varying levels of
bottom roughness. The results are found by calculatingGcv

from ~9! at r 5R and fÞ0, and determining the azimuthal
angular size of the retrofocus peak. The parameters varied in

TABLE I. Bottom roughness effect on vertical full-width at half-maximum
size of retrofocus,zFWHM , at a source array range ofR510 km for various
frequencies and two source depthszs525 m ~a! and zs550 m ~b!. Notice
that only small changes in mean vertical retrofocus sizes occur at each
frequency, but large variations can occur in 50% confidence levels for the
vertical retrofocus sizes~in parentheses! as the rms depth fluctuation in-
creases.

H rms ~m!

Frequency

250 Hz
zFWHM/l

500 Hz
zFWHM/l

1000 Hz
zFWHM/l

2000 Hz
zFWHM/l

~a! Source depth525 m
0.0 2.8~0.0! 2.7 ~0.0! 2.7 ~0.0! 2.4 ~0.0!
1.0 2.9~0.2! 2.7 ~0.1! 2.7 ~0.1! 2.6 ~0.1!
2.0 3.1~0.9! 2.6 ~0.1! 2.6 ~0.1! 2.7 ~0.3!
3.0 3.3~1.1! 2.6 ~0.2! 2.7 ~0.2! 2.6 ~0.3!

~b! Source depth550 m
0.0 3.7~0.0! 4.0 ~0.0! 4.8 ~0.0! 3.4 ~0.0!
1.0 3.7~0.1! 4.0 ~0.1! 4.1 ~0.2! 4.5 ~0.4!
2.0 3.8~0.3! 4.1 ~0.3! 3.9 ~0.4! 4.0 ~0.3!
3.0 3.9~0.5! 4.1 ~0.4! 3.6 ~0.4! 3.2 ~0.2!
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this case cover the same parametric range as the vertical
retrofocus size study but also include four source-array
rangesR52.5, 5, 10, and 20 km.

Whereas the increase in bottom roughness has little or
no effect on the TRA’s vertical retrofocus size, the azimuthal
retrofocus size is strongly dependent on both roughness and
range, and decreases as both increase. An example is shown
in Fig. 5 for the results of one bottom roughness realization
captured by looking at differentf-angles at a constant range
(R510 km) to produce an N32D composite image. The
projected geometry for the images shown in Fig. 5 is
sketched in Fig. 6. The TRA’s retrofocus for the baseline
smooth-bottom sound channel@H(r ,f,)50.0 m# is an un-

varying 360-degree ring as partially shown for a 500-Hz
source atzs525 m in Fig. 5~a!. As the bottom roughness
increases~H rms50.75 m,H rms51.5 m, andH rms53.0 m!, the
azimuthal retrofocus size decreases@Figs. 5~b!–~d!, respec-
tively#. This environment-enhanced focusing becomes stron-
ger asH rms increases. Sidelobes that occur in the lower half
of the sound channel whenfÞ0 are caused by acoustic
energy that was unintentionally broadcast at that azimuthal
angle by the linear vertical TRA. These azimuthal sidelobes
are not caused by mode stripping and would contribute to the
360-degree ring retrofocus ifH rms50. They occur in the
lower half of the sound channel because of the channel’s
strongly downward-refracting sound speed profile.

The azimuthal retrofocus size also decreases as the
source-array range increases~up to a point where absorption
degrades the retrofocus!. Figure 7 shows this development
for a 500-Hz source atzs525 m for R52.5, 5, 10, and 20
km. As R increases, the importance of bottom scattering in-
creases and the acoustic waves traveling on bottom-
interacting paths become increasingly more imprinted with
the particular bottom roughness profile lying between the
source and the array. On the array-to-source propagation
step, the TRA’s rebroadcast field only retrofocuses in the
angular region where the bottom roughness profile felt by the
back-propagating waves is closely matched to the source-
array bottom roughness profile. At longer ranges, this angu-
lar region of bottom-profile match is reduced because of in-
creased bottom scattering and geometrical considerations.
The linear vertical TRA still spreads acoustic power uni-
formly into all possible azimuthal directions~i.e., 360 de-
grees!; however, the rebroadcast field fails to focus in any
direction except that towards, or nearly towards, the original
source (f'0). The misdirected acoustic energy leads to the
side lobe structure in Figs. 5 and 7.

The azimuthal retrofocus size can be quantified in terms
of an angular full-width at half-maximum~FWHM!,
fFWHM , defined as the angular extent over which the TRA-
produced pressure amplitudes are more than half of the peak
pressure found at (R,0,zs). Figure 8 displays the range de-

FIG. 5. Retrofocus field amplitude
through the channel depth on a vertical
screen as shown in Fig. 6 at a source-
array range ofR510 km for various
bottom rms height variations:H rms

50.0 m~a!, 0.75 m~b!, 1.5 m~c!, and
3.0 m ~d!. The acoustic frequency is
f 5500 Hz and the source depth iszs

525 m. Each field is self-normalized
and black corresponds to the highest
10% of field amplitudes.

FIG. 6. Sketch of a vertical screen illustrating the viewing orientation of the
field plots in Figs. 5 and 7. The TRA is at the left with propagation paths
compiled at smallf intervals to produce the field values displayed on the
curved vertical screen~at r 5R! shown at the right. The images in Figs. 5
and 7 represent the field on the curved screen from the vantage point of the
TRA (r 50).
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pendence offFWHM for source depths of 25 and 50 m at four
acoustic frequencies forH rms53.0 m based on ten different
realizations of the bottom roughness. The range values on the
horizontal axes in Fig. 8 are both scaled by the acoustic wave
number k52p f /c where c51500 m/s. The slope triangle
provided in Fig. 8 suggestsfFWHM}(kR)23/2. These scaled
plots show that the shallow source case@Fig. 8~a!# produces
a frequency-independent rate of decrease infFWHM with in-
creasing source-array range followed by an upturn that de-
pends on frequency. The pattern is similar but less well de-
fined for the deep source@Fig. 8~b!#. This difference is
believed to arise from the comparative dominance of low-
order modes for deep-source retrofocusing when compared
to shallow-source source retrofocusing in the same channel.
The low-order propagating modes are less susceptible to bot-
tom absorption and perturbations from bottom roughness so
the deep source (zs550 m) produces larger azimuthal retro-
foci than the shallow source (zs525 m). Recall that vertical-
TRA azimuthal retrofocusing is only possible when there is
significant propagation perturbations caused by variations in
the bottom~or water column!.

The frequency dependent upturns infFWHM shown in
Fig. 8 occur because of bottom absorption that preferentially

effects the higher-order modes. To verify this claim, cases
were run at 500 Hz andH rms53.0 m with varying attenua-
tion values in the two bottom layers. The cases studied in-
clude one-quarter~0.25 and 0.10 dB/l!, one-half~0.50 and
0.20 dB/l!, one ~1.00 and 0.40 dB/l!, and two ~2.00 and
0.80 dB/l! times the nominal attenuation values specified in
Sec. II A. Figure 9 shows these results forzs525 m @Fig.
9~a!# and zs550 m @Fig. 9~b!#. As in Fig. 8, the horizontal
axis iskR. For the shallow source@Fig. 9~a!# as the attenua-
tion values drop, there is an increase in the range at which
the azimuthal sharpening trend reverses. For the deep source
@Fig. 9~b!#, the results also show sharper azimuthal retrofo-
cusing for lower attenuation values. These results support the
contention that the upturns infFWHM with increasingR are
caused by the absorption of the higher-order propagating
modes.

To quantify the effect of bottom roughness height on
azimuthal retrofocusing,fFWHM was calculated at 500 Hz
for H rms50.75, 1.5, and 3.0 m. Figure 10 displays these re-
sults for zs525 m @Fig. 10~a!# and zs550 m @Fig. 10~b!#,
respectively. As in Figs. 8 and 9, the horizontal axis iskR. A
smooth-bottom case produces a 360 degree retrofocus and
therefore does not appear on either frame of Fig. 10. The

FIG. 7. Retrofocus field amplitude
through the channel depth on a vertical
screen as shown in Fig. 6 for various
source-array ranges:R52.5 km ~a!, 5
km ~b!, 10 km~c!, and 20 km~d!. The
acoustic frequency isf 5500 Hz, the
source depth iszs525 m, and the rms
bottom roughness isH rms53.0 m.
Each field is self-normalized and black
corresponds to the highest 10% of
field amplitudes.

FIG. 8. TRA retrofocus azimuthal full-width at half-maximum angles,
fFWHM , versus acoustic-wave-number-scaled source-array range~kR! for
varying frequencies at source depths ofzs525 m ~a! and 50 m~b!. The rms
bottom roughness isH rms53.0 m. The inset triangle illustrates a23/2 slope.
The results suggestfFWHM}(kR)23/2.

FIG. 9. TRA retrofocus azimuthal full-width at half-maximum angles,
fFWHM , versus acoustic-wave-number-scaled source-array range~R! for
varying bottom attenuation values at source depths ofzs525 m~a! and 50 m
~b!. The rms bottom roughness isH rms53.0 m, and the acoustic frequency is
f 5500 Hz.
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remaining curves indicate an impressive sharpening of the
retrofocus as the bottom roughness increases with the shal-
low (zs525 m) source leading to consistently smaller retro-
foci than the deep (zs550 m) source for ranges greater than
5 km (kR'104) and H rms53.0 m. Interestingly, the pre-
dicted azimuthal extent of the vertical TRA’s retrofocus falls
below 5 degrees for both source depths whenH rms53.0 m.
In addition, the effects of absorption are delayed to longer
ranges for smallerH rms. This is due to the higher amount of
bottom absorption present whenH rms is greater, since local
grazing angles for bottom scattering and penetration are in-
creased by increased bottom roughness.

The trends found in Figs. 8–10 suggest a simple power-
law scaling is possible for the azimuthal size of the TRA
retrofocus. Arguments leading to such a scaling law are pre-
sented in the next few paragraphs along with figures showing
the scaling law’s effectiveness for TRA retrofocusing on
shallow and deep sources.

A TRA retrofocus field forms when the phase of the
original forward-propagated field is precisely cancelled by
the back-propagated field. Thus, the net phase at a TRA ret-
rofocus is zero when the propagation is reciprocal and scat-
tering from the bottom roughness along the source-array path
(f50) is compensated. If the phase of the back-propagated
field is sufficiently altered compared to the forward propa-
gated field, the constructive interference that forms the ret-
rofocus will not occur and the retrofocus will be weakened or
even lost. When the ocean bottom is rough, such uncompen-
sated phase variations will occur in the TRA’s back-
propagated field along azimuthal directions (fÞ0) other
than that toward the source (f50) because of uncompen-
sated scattering from the differing bottom roughness features
lying alongfÞ0 paths.

The extent of such phase variations can be estimated by
comparing the TRA’s back-propagated field that travels at
f50, Gcv(r ,0,z), and the TRA’s back-propagated field that
travels at a small nonzero azimuthal anglef, Gcv(r ,f,z).
Here, the phase difference at the source depth,zs , between
these two field values is denoted byh, i.e.,
Gcv(r ,0,zs,0)Gcv* (r ,f,zs,0)}eih. Although the expected
value of h will be zero, its variance,̂h2&, increases with
increasingk, R, f, andH rms because of uncompensated bot-
tom scattering along thefÞ0 path. When̂ h2& is of order

unity or greater, the TRA retrofocus in thef-direction will
have been weakened or even eliminated because of uncom-
pensated bottom scattering. Therefore,fFWHM should be pro-
portional to the value off that produceŝh2&'1.

To determine hoŵ h2& depends onf, an estimate is
needed for the phase fluctuations developed by thenth
propagating mode traveling in thef direction. Here, the ap-
proach of Clay~1964! is adopted; a ray with bottom-grazing
angle un is associated with each of theNp propagating
modes of the sound channel and a simple statistical model is
built from the I n interactions of each ray with the rough
ocean bottom. A more sophisticated approach based on the
work of Kuperman ~1975! and Kuperman and Ingentio
~1977! may be possible but was not found necessary.

At the nth ray’s i th bottom interaction, the ray’s phase
will be modified by a random incrementg that depends on
the acoustic wave numberk, the local bottom roughness pro-
file H(r ,f), and the ray’s grazing angleun , i.e., g
5g@k,H(r i ,n ,f),un#. For the i th bottom interaction, the
difference in the phase increment between thenth ray atf
and thenth ray atf50 will be

Dg i ,n5g@k,H~r i ,n ,f!,un#2g@k,H~r i ,n,0!,un#

'r i ,nf
]g

]H

]H

]y
, ~10!

wherer i ,n is the distance from the array to thenth ray’s i th
bottom interaction, the approximate equality follows from a
Taylor series expansion ofg@k,H(r i ,f),un# with f!1, and
the y axis is horizontal and transverse to thef50 direction
~see Fig. 1!. The total phase difference,h, can be estimated
by summing~10! over bottom interactions and rays. Thus, if
all the bottom interactions produce independent phase fluc-
tuations, the variance ofh is approximately

^h2&'NpNbK S r i ,nf
]g

]H

]H

]y D 2L , ~11!

whereNb is the average number of bottom interactions per
ray andNp is the number of rays.

To determine hoŵh2& depends on acoustic and sound
channel parameters, proportionalities and scaling relation-
ships can be inserted in~11!. Here,Np}kD, Nb}R/D, r i ,n

;R, ]g/]H;g rms/H rms, and]H/]y;H rms/L are used to
find

^h2&}kD
R

D
R2f2S g rms

H rms
D 2S H rms

L D 2

}
kR3g rms

2

L2 f2. ~12!

When^h2& is set equal to unity,~12! can be inverted to find
the parametric dependence offFWHM :

fFWHM}
L

k1/2R3/2g rms
. ~13!

In general,g rms will be proportional tokHrms ~see Ishimaru,
1978! and a functiong that depends on the statistics of the
scattering geometry: g rms5kHrmsg(H rms/L,ū) where
H rms/L represents the surface slope, andū is an appropriate
average model-propagation grazing angle. Making this sub-
stitution for g rms produces the final scaling law forfFWHM :

FIG. 10. TRA retrofocus azimuthal full-width at half-maximum angles,
fFWHM , versus acoustic-wave-number-scaled source-array range~R! for
varying rms bottom roughness at source depths ofzs525 m ~a! and 50 m
~b!. The acoustic frequency isf 5500 Hz.
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fFWHM}
L

~kR!3/2H rmsg~H rms/L,ū !
. ~14!

This scaling law matches thekR power-law dependence
shown in Fig. 8~a! and predictsfFWHM to be independent of
D.

The accuracy of~14! and the remaining dependence of
fFWHM on H rms/L was determined by plotting calculated
results for fFWHM vs. the right side of~14! assuming a
power-law behavior for the scattering functiong. First, new
simulations were carried out in sound channels that were
vertically stretched and compressed by factors of 2 and1

2,
respectively~D5150 and 37.5 m!. For these simulations, the
vertical TRA remained water-column-spanning with constant
3-m spacing and the acoustic frequency was 500 Hz. The
source depth and speed of sound gradients were scaled, but
the bottom roughness height was not changed. Additional
simulations were also completed with the bottom roughness
profiles stretched and compressed in the horizontal plane by
factors of 2 and1

2, respectively~L5560 and 140 m!, com-
pared to the nominal case (L5280). Here, too, the rough-
ness height was unchanged.

Figure 11 presents all of the computed results on a single
plot for the shallower~a! and deeper~b! source. Figure 11 is
similar in format to Figs. 8–10 except that the inset triangle
shows a slope of21 and the horizontal axis is (kRH/L)3/2.
This scaling factor was found by trial and error to produce
the best collapse of the computed results for the shallower
source. It impliesg(H rms/L,ū);AH rms/L.

Given the sophistication of the arguments leading to
~14!, the collapse of results in Fig. 11~a! is good with the
exception of the attenuation upturns at longer ranges and the
shorter-range results at the lowest roughness level. In fact, a
quantitative power-law relationship for the azimuthal retro-
focus size of the shallower source can be proposed:

fFWHM~degrees!'2500S L

kRHrms
D 3/2

, ~15!

where the empirical constant~2500! was chosen by eye to fit
the bulk of the calculations forfFWHM that are not influenced
by absorption. This scaling law accounts forfFWHM in terms
of five length scales~1/k, D, R, H rms, andL! and should be
applicable to a wide variety of shallow-water sound channels
when absorption effects are minimal.

The collapse of thefFWHM results for the deeper source
(zs550 m) shown in Fig. 11~b! are favorable but not as com-
pelling as for the shallow source. Here the retrofocus is
mostly formed by the lowest-order modes that are least likely
to be perturbed by bottom interactions and the azimuthal
retrofocus sizes are larger than that found for the shallower
source (zs525 m). The influence of the mode-averaged
grazing angle onfFWHM , which is not predicted in~14!, is
the most likely cause for the less successful collapse of re-
sults shown in Fig. 11~b!. However,~15! does provide a con-
sistent lower limit forfFWHM for the deeper source.

In summary, bottom roughness encourages environment-
enhanced retrofocusing. Higher acoustic frequencies, greater
bottom roughness, and longer ranges sharpen azimuthal ret-
rofocusing except when absorption of the high-order propa-
gating modes reverse these trends.

C. Azimuthal retrofocusing with static internal waves

Variations in the water column properties caused by in-
ternal waves may also lead to environment-enhanced retro-
focusing. In a sound channel with vertical variation in the
sound speed, internal waves raise and lower the contours of
constant sound speed to produce a fully three-dimensional
~3D! sound-speed field. This subsection describes the effects
of a random superposition of linear internal waves on
vertical-TRA azimuthal retrofocusing in the baseline sound
channel without bottom roughness. The parameters varied
here include the source depth (zs), the source-array range
(R), and the acoustic frequency~f !. These internal-wave ret-
rofocusing results are provided for comparison with the bot-
tom roughness results presented in the previous subsection,
and for comparison with the simplified theory in Kholsa and
Dowling ~1998!.

Figure 12 shows the azimuthal retrofocus width,

FIG. 11. TRA retrofocus azimuthal full-width at half-maximum angles,
fFWHM , versus the dimensionless parameter (kRHrms/L)13/2 for a variety
of acoustic frequenciesf, source array rangesR, and root-mean-square bot-
tom roughnesses heightsH rms for bottom correlation lengthsL5140, 280,
and 560 m and sound channel depthsD537.5, 75, and 150 m with a source
depth ofzs5D/3 ~a! and 2D/3 ~b!. Where not specified, the nominal param-
eters off 5500 Hz,H rms53.0 m,D575 m, andL5280 m were used in the
simulations. The inset slope triangle shows a21 slope. The collapse is
better for the shallower source wherefFWHM is typically smaller than for the
deeper source.

FIG. 12. TRA retrofocus azimuthal full-width at half-maximum angles,
fFWHM , versus acoustic-wave-number-scaled source, array range~R! for
SWARM strength internal waves at various frequencies for source depths of
zs525 m ~a! and 50 m~b! without bottom roughness.
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fFWHM , versus scaled source-array range,kR, for source
depths ofzs525 m @Fig. 12~a!# and zs550 m @Fig. 12~b!#.
The logarithmic range on both axes and the scaling of this
figure allow it to be directly compared to Figs. 8–10. The
shallow source data plainly show that as the range increases,
fFWHM decreases for a random linear super-position of inter-
nal waves whose strength is matched to measurements made
during the SWARM experiment. This trend is not as strong
and then appears to slightly reverse at long ranges for the
deep source. Comparison of Figs. 10 and 12 shows that a rms
depth fluctuation of 1.5 m leads to nearly the same azimuthal
retrofocus extent as the SWARM-strength internal waves for
both the shallow and deep sources.

These internal-wave retrofocusing results can also be
compared to the simple single-path straight-ray theory devel-
oped in Khosla and Dowling~1998!. Their Eq.~5a! predicts
that horizontal retrofocusing will be produced by a linear
vertical TRA operating in a randomly refracting free-space
environment. For small retrofocus angles, their prediction for
fFWHM ~in radians! becomes

fFWHM~radians!'
2.35wy

R

58.14S k

2Ayy
D 1/2

~kR!23/2, ~16!

wherewy is the horizontal standard deviation width of the
retrofocus, andAyy is the second spatial derivative of the
projected autocorrelation function of index of refraction fluc-
tuations with respect to the horizontal coordinate@see Ishi-
maru~1978!, Ayy is negative#. Figure 13 shows a comparison
of ~16! ~solid straight line! with the current computed results
~curves with symbols! for the shallow source (zs525 m).
The value of Ayy used to construct this figure (21.4
31028 m21) was obtained from a water-column average of
the simulated internal wave fluctuations. The scaling sug-
gested by~11! produces a remarkable collapse of the com-
putational results forfFWHM at the various acoustic frequen-
cies and source-array ranges even though the predicted
power law exponent and retrofocus sizes do not perfectly
match the computational results. The simulation results for

fFWHM are approximately a factor of 2 larger than the pre-
dictions of ~16!.

Like the bottom roughness cases, the scaled internal-
wave-field results forfFWHM with the deeper (zs550 m)
source shown in Fig. 13~b! do not collapse as well as the
scaled shallower (zs525 m) source results. Here, the low-
order modes forming the deeper retrofocus predominantly
pass underneath the sound speed variations shown in Fig.
2~b!. Thus, the scaling law~16!, which is based on a water-
column average of sound-speed fluctuations, overpredicts the
azimuthal scattering effects of the internal waves when the
source is deep in the sound channel. However, when taken
together, the deep and shallow source results suggest that
random refraction has similar effects on azimuthal TRA ret-
rofocusing in both free-space~single-path! and sound chan-
nel ~multi-path! environments when the propagating sound
fields interact with the random media.

IV. SUMMARY AND CONCLUSIONS

This article reports the findings of a computational study
of the azimuthal~or horizontal! extent of the retrofocus
formed by a vertical narrow-band water-column-spanning
time-reversing array operating in a static random shallow
ocean. The influences of source depth, source-array range,
acoustic frequency, bottom absorption, random bottom
roughness, and internal-wave-induced fluctuations have all
been addressed. Moreover, two power law scalings for the
azimuthal size of the TRA retrofocus have been found.

The results presented here lead to several conclusions.
First of all, random depth variations in a sound channel en-
vironment sharpen the retrofocusing in the azimuthal direc-
tion while leaving the vertical retrofocus size essentially un-
changed. This occurs because modal propagation dominates
the vertical character of shallow-water sound fields so that
the more delicate effects of weak horizontal environmental
variations can only be ascertained in the azimuthal~or hori-
zontal! retrofocus size. Second, the environment’s ability to
enhance~i.e., decrease! a vertical TRA’s azimuthal retrofocus
size increases with increasing acoustic frequency, environ-
mental fluctuation levels, and source-array range. While this
conclusion is strongly supported by the rough bottom results
shown in Figs. 8–11, it also applies to retrofocusing with
random internal waves. Third, the extent to which vertical-
TRA azimuthal retrofocusing is influenced by random envi-
ronmental fluctuations in a shallow ocean sound channel is
determined by the depth of the source and the character of
the channel’s propagating modes. Deep~shallow! source ret-
rofocusing relies more heavily on the lower~higher! order
propagating modes that are less~more! susceptible to scat-
tering from bottom roughness and internal waves. Thus, deep
~shallow! sources produce larger~smaller! azimuthal retrofo-
cus sizes. And, the shallow-source azimuthal sizes are ame-
nable by simple power law scalings which form lower
bounds for deeper source retrofocus sizes. Fourth, bottom
absorption eventually reverses the trend toward better azi-
muthal retrofocusing with increasing bottom roughness and
range.

And, finally, the good~perhaps even fortuitous! agree-

FIG. 13. Comparison of~16! to the computed retrofocus azimuthal full-
width at half-maximum angles,fFWHM , versus acoustic-wave-number-
scaled source-array range~R! for SWARM strength internal waves at vari-
ous frequencies for source depths ofzs525 m~a! and 50 m~b!. The collapse
is unsuccessful for the deeper source because the back-propagating field
interacts little with the sound speed fluctuations.
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ment found between the simple theory of~16! and the calcu-
lated azimuthal retrofocus sizes for the shallower source sug-
gests that retrofocusing through random media in single-path
and multipath environments shares some common features.
In this circumstance, the connection between single-path and
multipath environments may lie in the fact that the calculated
sound channel results only incorporate vertical multipath
propagation. When viewed in the usual verticalr -z plane,
multipath propagation is apparent in the sound channels of
this study. However, when sound propagation in the same
environments is viewed from above~i.e., looking down on
the r -f plane!, there is only one propagation path; all of the
various bottom and surface bounce paths seen in ther -z
plane follow the samer -f path. Moreover, this lone path is
a straight line in the horizontalr -f plane. Weak horizontal
propagation variations lead to azimuthal retrofocusing, and
~16! is based on there being a single straight average propa-
gation path through the random medium between any two
points. Interestingly, both of these phenomena~weak hori-
zontal propagation variations, and straightr -f plane rays!
are captured in the current N32D calculations. Thus, the
main reason that~16! was found successful in the internal-
wave perturbed sound channels simulated here is because the
dominant multipath propagation occurs in vertical planes
while the phenomena necessary for vertical-array azimuthal
retrofocusing are reasonably well simulated by single-path
propagation in the horizontalr -f plane. Therefore, although
~16! is surprisingly effective, it will likely fail in more com-
plicated three-dimensional environments that support both
horizontal ~i.e., azimuthal! and vertical multipath propaga-
tion.

ACKNOWLEDGMENTS

This work was sponsored by the Office of Naval Re-
search Ocean Acoustics Program through contract Nos.
N00014-96-1-0040 and N00014-97-1-0628. The authors also
wish to thank Dr. Michael Collins for his guidance in utiliz-
ing RAM and Dr. Steven Finette for providing the SWARM
measurements.

Apel, J. R., Badiey, M., Chiu, C.-S., Finette, S., Headrick, R., Kemp, J.,
Lynch, J. F., Newhall, A., Orr, M. H., Pasewark, B. H., Tielbu¨rger, D.,
Turgut, A., von der Heydt, K., and Wolf, S.~1997!. ‘‘An overview of the
1995 SWARM Shallow-water internal wave acoustic scattering experi-
ment,’’ IEEE J. Ocean Eng.22, 465–500.

Bell, T. H. ~1975!. ‘‘Statistical features of sea floor topography,’’ Deep-Sea
Res. Oceanogr. Abstr.22, 883–892.

Berkson, J. M., and Matthews, J. E.~1984!. ‘‘Statistical Characterization of
Seafloor Roughness,’’ IEEE J. Ocean Eng.9, 48–52.

Buckingham, M. J.~1984!. ‘‘Acoustic propagation in a wedge-shaped ocean
with perfectly reflecting boundaries,’’ inHybrid Formulation of Wave
Propagation, edited by L. B. Felsen~Nijhoff, Dordrecht!.

Chakroun, N., Fink, M., and Wu, F.~1995!. ‘‘Time reversal processing in
ultrasonic nondestructive testing,’’ IEEE Trans. Ultrason. Ferroelectr.
Freq. Control42, 1087–1098.

Clay, C. S.~1964!. ‘‘Effect of a slightly irregular boundary on the coherence
of waveguide propagation,’’ J. Acoust. Soc. Am.36, 833–837.

Collins, M. D. ~1993!. ‘‘A split-step Pade´ solution for parabolic equation
method,’’ J. Acoust. Soc. Am.93, 1736–1742.

Collins, M. D. ~1994!. ‘‘Generalization of the split-step Pade´ solution,’’ J.
Acoust. Soc. Am.96, 382–385.

Collins, M. D. ~1998!. ‘‘New and improved parabolic equation models,’’ J.
Acoust. Soc. Am.104, 1808~A!.

Dashen, R., Munk, W. H., Watson, K. M., and Zachariasen, F.~1979!. In
Sound Transmission Through a Fluctuating Ocean, edited by S. M. Flatte´
~Cambridge U. P., Cambridge!.

Dowling, D. R., and Jackson, D. R.~1992!. ‘‘Narrow-band performance of
acoustic phase-conjugate arrays in dynamic random media,’’ J. Acoust.
Soc. Am.91, 3257–3277.

Draeger, C., and Fink, M.~1999!. ‘‘One channel time-reversal in chaotic
cavities: Theoretical limits,’’ J. Acoust. Soc. Am.105, 611–617.

Draeger, C., Aime, J.-C., and Fink, M.~1999!. ‘‘One channel time-reversal
in chaotic cavities: Experimental results,’’ J. Acoust. Soc. Am.105, 618–
625.

Draeger, C., Cassereau, D., and Fink, M.~1998!. ‘‘Theory of the time-
reversal process in solids,’’ J. Acoust. Soc. Am.102, 1289–1295.

Dungan, M. R., and Dowling, D. R.~2000!. ‘‘Computed narrowband time-
reversing array retrofocusing in a dynamic shallow ocean,’’ J. Acoust. Soc.
Am. 107, 3101–3112.

Fink, M. ~1997!. ‘‘Time-Reversed Acoustics,’’ Phys. Today50~3!, 34–40.
Fink, M. ~1999!. ‘‘Time-Reversed Acoustics,’’ Sci. Am.281~5!, 91–97.
Fox, C. G., and Hayes, D. E.~1985!. ‘‘Quantitative Methods for Analyzing

the Roughness of the Seafloor,’’ Rev. Geophys.23~1!, 1–48.
Hodgkiss, W. S., Song, H. C., Kuperman, W. A., Akal, T., Ferla, C., and

Jackson, D. R. ~1999!. ‘‘A long-range and variable focus phase-
conjugation experiment in shallow water,’’ J. Acoust. Soc. Am.105,
1597–1604.

Ishimaru, A. ~1978!. Wave Propagation and Scattering in Random Media
~Academic, San Diego!, Vol. 2.

Jackson, D. R., and Dowling, D. R.~1991!. ‘‘Phase-conjugation in under-
water acoustics,’’ J. Acoust. Soc. Am.89, 171–181.

Jackson, D. R., Winebrenner, D. P., and Ishimaru, A.~1986!. ‘‘Application
of the composite roughness model to high-frequency bottom backscatter-
ing,’’ J. Acoust. Soc. Am.79, 1410–1422.

Jensen, F. B., Kuperman, W. A., Porter, M. B., and Schmidt, H.~1994!.
Computational Ocean Acoustics~AIP, New York!, p. 41.

Khosla, S. R., and Dowling, D. R.~1998!. ‘‘Time-reversing array retrofo-
cusing in simple dynamic underwater environments,’’ J. Acoust. Soc. Am.
104, 3339–3350.

Khosla, S. R., and Dowling, D. R.~2000!. ‘‘Time-reversing array retrofo-
cusing in noisy environments,’’ J. Acoust. Soc. Am.109, 538–546.

Kuperman, W. A.~1975!. ‘‘Coherent component of specular reflection and
transmission at a randomly rough two-fluid interface,’’ J. Acoust. Soc. Am.
58, 365–370.

Kuperman, W. A., and Ingenito, F.~1977!. ‘‘Attenuation of the coherent
component of sound propagating in shallow water with rough bound-
aries,’’ J. Acoust. Soc. Am.61, 1178–1187.

Kuperman, W. A., Porter, M. B., Perkins, J. S., and Evans, R. B.~1991!.
‘‘Rapid computation of acoustic fields in three-dimensional ocean environ-
ments,’’ J. Acoust. Soc. Am.89, 125–133.

Kuperman, W. A., Hodgkiss, W. S., Song, H. C., Akal, T., Ferla, C., and
Jackson, D. R.~1998!. ‘‘Phase-conjugation in the ocean: experimental
demonstration of an acoustic time reversal mirror,’’ J. Acoust. Soc. Am.
103, 25–40.

Medwin, H., and Clay, C. S.~1998!. Fundamentals of Acoustical Oceanog-
raphy ~Wiley–Academic, Boston!, Chap. 13.

Ohno, M., Yamamoto, K., Kokubo, A., Sakai, K., and Takagi, K.~1999!.
‘‘Acoustic phase conjugation by nonlinear piezoelectricity. I. Principle and
basic experiments,’’ J. Acoust. Soc. Am.106, 1330–1338.

Orris, G. J., and Perkins, J. S.~1998!. ‘‘Three-dimensional propagation mod-
eling in shallow water,’’ J. Acoust. Soc. Am.103, 3029~A!.

Perkins, J. S., and Kuperman, W. A.~1990!. ‘‘Environmental signal process-
ing: Three dimensional matched field processing with a vertical array,’’ J.
Acoust. Soc. Am.87, 1553–1556.

Press, W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T.~1986!.
Numerical Recipes~Cambridge U.P., Cambridge!, Chap. 16.

Rose, J. H., Bilgen, M., Roux, Ph., and Fink, M.~1999!. ‘‘Time-reversal
mirrors and rough surfaces: Theory,’’ J. Acoust. Soc. Am.106, 716–723.

Roux, Ph., De Rosny, J., Fink, M., and Rose, J. R.~1999a!. ‘‘Time-reversal
mirrors and rough surfaces: Experiment,’’ J. Acoust. Soc. Am.106, 724–
732.

Roux, Ph., Derode, A., Peyre, A., Tourin, A., and Fink, M.~1999b!. ‘‘Acous-
tic imaging through a multiple scattering medium using a time-reversal
mirror,’’ J. Acoust. Soc. Am.107, L7–L12.

Smith, K. B.~1996!. ‘‘Modeling the effects of azimuthal coupling on acous-

1941J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 M. R. Dungan and D. R. Dowling: Narrow-band azimuthal TRA in SW



tic propagation in the presence of 3-dimensional, rough ocean interfaces
using the parabolic approximation,’’ Special Issue of Theoretical and
Computational Acoustics, edited by D. Lee, Y.-H. Pao, M. H. Schultz, and
Y. C. Teng~World Scientific, Singapore!, pp. 115–131.

Smith, K. B. ~1998!. ‘‘Three-dimensional propagation effects: Modeling,
observations, and suggested benchmark cases,’’ J. Acoust. Soc. Am.103,
2989~A!.

Song, H. C., Kuperman, W. A., and Hodgkiss, W. S.~1998a!. ‘‘A time-
reversal mirror with variable range focusing,’’ J. Acoust. Soc. Am.103,
3234–3240.

Song, H. C., Kuperman, W. A., Hodgkiss, W. S., and Gerstoft, P.~1998b!.
‘‘Out-of-plane defocusing in a time reversal mirror,’’ J. Acoust. Soc. Am.
104, 1748~A!.

Song, H. C., Kuperman, W. A., Hodgkiss, W. S., Akal, T., and Ferla, C.
~1999!. ‘‘Iterative time reversal in the ocean,’’ J. Acoust. Soc. Am.105,
3176–3184.

Steinberg, B. D.~1976!. Principles of Aperture and Array System Design
~Wiley, New York!, Chaps. 1, 12.

Sturm, F. B., Fawcett, J. A., Jensen, F. B., and Pe´lissier, M.-C. ~1998!.
‘‘Benchmarking Two Three-Dimensional Parabolic Equation Methods,’’ J.
Acoust. Soc. Am.103, 2990~A!.

Tanter, M., Thomas, J.-L., and Fink, M.~1998!. ‘‘Focusing and steering
through absorbing and aberrating layers: Application to ultrasonic propa-
gation through the skull,’’ J. Acoust. Soc. Am.103, 2403–2410.

Tielbürger, D., Finette, S., and Wolf, S.~1997!. ‘‘Acoustic propagation
through an internal wave field in a shallow water waveguide,’’ J. Acoust.
Soc. Am.101, 789–808.

Yamamoto, K., Ohno, M., Kokubo, A., Sakai, K., and Takagi, K.~1999!.
‘‘Acoustic phase conjugation by nonlinear piezoelectricity. II. Visualiza-
tion and application to imaging systems,’’ J. Acoust. Soc. Am.106, 1339–
1345.

Yang, T. C., and Yoo, K.~1998!. ‘‘Frequency spectrum of linear internal
waves in shallow water and a modified Garrett-Munk model,’’ J. Acoust.
Soc. Am.104, 1765~A!.

Yönak, S. H., and Dowling, D. R.~1999!. ‘‘Photoacoustic detection and
localization of small gas leaks,’’ J. Acoust. Soc. Am.105, 2685–2694.

Yoo, K., and Yang, T. C.~1998!. ‘‘Measurements of modal spectrum of
linear internal waves in shallow water and comparison with the Garrett-
Munk model,’’ J. Acoust. Soc. Am.104, 1765~A!.

Ziomek, L. J. ~1985!. Underwater Acoustics~Academic, Orlando, FL!,
Chaps. 3 and 4.

1942 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 M. R. Dungan and D. R. Dowling: Narrow-band azimuthal TRA in SW



Surface acoustic waves in the GHz range generated
by periodically patterned metallic stripes illuminated
by an ultrashort laser pulse

B. Bonelloa) and A. Ajinou
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The photoelastic response of periodic arrays of stripes attached to the surface of a substrate and
illuminated by an ultrashort laser pulse were investigated. The samples were gold arrays on silicon
and aluminum arrays either on crystalline quartz or on silicon. The metallic stripes had
submicrometer lateral dimensions and the spatial periods ranged from about 1mm up to 5mm. The
substrate being transparent~quartz! or slightly absorbing~silicon! at the laser wavelength~l5750
nm!, a laterally modulated thermal stress is generated near the surface of the substrate when a light
pulse illuminates the structure. The studies of vibrations involved by the subsequent relaxation
processes show that surface acoustic waves at frequency as high as about 5 GHz are excited with the
samples consisting of aluminum stripes. In the case of the aluminum samples with the largest lateral
spatial periods~aluminum on quartz!, the surface acoustic wave propagates outside the illuminated
area. In the case of the gold samples, a normal mode of individual bars is observed instead.
Experimental evidence shows that these behaviors are mainly governed both by the lateral spatial
period of the structure and by the density of the metal. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1399034#

PACS numbers: 43.35.Pt, 43.35.1d, 43.38.Rh, 68.35.Gy@SGK#

I. INTRODUCTION

Various techniques, including mechanical and optical
methods, have been developed for exciting surface acoustic
waves~SAW! onto nonpiezoelectric solid substrates.1–3 As
far as waves at low frequencies are concerned, the simplest
procedure consists in launching a longitudinal bulk wave
into a wedge attached to the substrate; the longitudinal
acoustic mode impinging on the interface is converted into a
Rayleigh mode, provided that the longitudinal sound velocity
in the wedge is less than the one in the substrate. However,
on account of the large ultrasonic damping of the bulk acous-
tic modes it involves, this method is only efficient at frequen-
cies less than a few tens of MHz. This limitation can be
overcome by optical excitation. If the surface of an absorb-
ing material is illuminated by a short laser pulse, both bulk
and surface waves are generated by thermal expansion
mechanisms. The intense radial temperature gradient in the
illuminated area results in a strong stress on the surface,
which in turn causes a SAW to radiate over 360° as a broad-
band pulse. The frequency is determined by the optical pulse
duration and experiments in the GHz range are commonly
achieved with picosecond laser pulses. As for the directivity,
it can be improved by several means. The use of a cylindrical
lens to focus the laser beam into a line source4,5 or illumina-
tion through a noncontacting mask simulating an interdigital

transducer6 both allow to concentrate the elastic energy in
the direction normal to the line source and to investigate the
nonlinear regime.7 The interference pattern resulting from
the crossing of two laser beams is a widely used technique,
too.8–10 These optical methods are effective for opaque—or
covered by an opaque layer—materials and in materials ex-
hibiting strong electrostrictive properties.

An alternative approach suitable for transparent materi-
als consists of exciting SAW by illuminating with a laser
pulse, a periodic metallic array of stripes attached to the
surface of the sample.11,12 The rapid nonradiative relaxation
following the partial absorption of the optical pulse generates
a temperature distribution that has the same spatial shape as
the metallic array. If the substrate is transparent, or less ab-
sorbing than the stripes, the illumination results in a laterally
modulated temperature rise which in turn causes a modulated
thermal expansion underneath the surface; counterpropagat-
ing SAW are thus expected to be launched in the direction
normal to the stripes. Their frequency is given by the ratio of
the lateral spatial period to the velocity of the Rayleigh wave
in the substrate and hence, SAW at several GHz can be reso-
nantly excited by nanostructures with a submicrometer spa-
tial period. Unfortunately, it has been experimentally demon-
strated that this scenario does not hold in certain situations.
Lin et al.13 have used the picosecond ultrasonic technique to
study the photoelastic response of nanometric arrays of gold
bars on silica substrates, set into vibration by an ultrashort
laser pulse. Instead of the expected SAW, they observed the
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normal modes of individual stripes without coupling among
them. They attributed the lack of SAW to the radiation of
elastic energy in the bulk of the substrate resulting from the
periodicity of the gold arrays. A simple calculation showed
that the rate of radiation strongly depends both on the peri-
odicity of the array and on the density of the metal, so that
the excitation of SAW is inhibited in gold arrays~density
rAu519.3 g cm23! with nanometric lateral dimensions.

In this article, we show that SAW in the GHz range can
be optically excited with aluminum arrays. We first find out
how the power flow in the Rayleigh wave varies with the
lateral spatial period and we compare it with the rate of ra-
diation in the substrate originating from the propagation un-
der the periodic structure. This allows us to establish under
which conditions SAW are actually excited. We then report
on experimental results obtained by using the picosecond
ultrasonics. We compare the photoelastic response of alumi-
num arrays with a spatial period of a few micrometers or
less, with the one of gold arrays having a lateral period of
about 1mm. We show that , owing to the low density of
aluminum ~rAl52.7 g cm23!, SAW at several GHz are ex-
cited and propagate out of the illuminated area at the surface
of the substrate, whereas they do not in the case of gold.

II. THEORETICAL BACKGROUND

Although the involved physical processes are quite dif-
ferent, SAW optically excited and Rayleigh waves launched
at the surface of a piezoelectric plate by conventional inter-
digital transducers have similar features. In particular, the
larger the number of stripes affected by the excitation pro-
cess, the narrower the bandwidth of the SAW. In our experi-
ment, up to about a hundred metallic bands were illuminated,
therefore accurately fixing the wavelength. One can thus
consider that the angular frequencyv of the excited Rayleigh
wave is given by

v5
2pVR

d
, ~1!

whereVR is the Rayleigh wave velocity in the substrate and
d the lateral spatial period.

Besides the Rayleigh surface wave, the normal modes of
the individual metallic bars are also excited, provided that
the period of the corresponding vibration is larger than the
optical pulse duration. The displacements associated with
these modes, their amplitude, and their frequencies depend
both on the cross section of the bars and on the excitation
process but they do not depend on the spatial period.

In order to estimate the efficiency of the excitation pro-
cess, we compare in this section the power flow in the SAW
with the rate of radiation in the bulk of the substrate due to
the propagation of the wave under the periodic structure.
Although the experiments described in the next section have
been performed in anisotropic substrates, we present the cal-
culation for the isotropic case since it can be analytically
completed in that case; the main results allow for qualitative
comparisons which remain valid whatever the symmetry of
the substrate.

The power flow in the surface wave an be easily derived
from the expressions for the displacements in the sagittal
plane associated with the Rayleigh wave, together with the
Poynting’s theorem. In the case of a wave propagating in the
x direction at the surface of an isotropic solid lying in the
(x–y) plane, the displacement vectoru has nonzero compo-
nents along thex axis and in the direction perpendicular to
the surface, which is thez axis. The components are14
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where the constantsa1 , a2 , and a are defined bya1

52p(12VR
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2(VR
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2). u0 is the amplitude of the wave;VR , VL , and

VT are, respectively, the Rayleigh longitudinal, and shear
wave velocities in the substrate.

On the other hand, the componentsPk(k5x,y,z) of the
complex acoustic Poynting vectorP are related to the com-
ponents of the stress tensors by

Pk52
1

2

]uj*

]t
s jk , ~3!

in which the use of repeated indices indicates summation.
Combining Eqs.~2! and ~3!, one easily finds that the only
real component ofP lies along thex axis and reduces to the
form

Px5 i
v

2 S c11

]ux

]x
1C12

]uz

]z Dux* , ~4!

whereC11 andC12 are the elastic constants of the material. It
is then straightforward to show thatPx depends on the spa-
tial periodd through

Px5 f ~z/d!d22. ~5!

The factorf (z/d), which corresponds to the exponential de-
cay of the elastic energy in the depth of the substrate, is
positive and depends on the physical parameters of the ma-
terial. This coarse approach therefore allows the prediction
that the elastic energy near the surface~z50! is proportional
to d22.

The Rayleigh wave radiates elastic energy into the bulk
as it propagates under the metallic array. Indeed, the normal
component of the stressszz is null in between two consecu-
tive stripes at the surface of the sample, but is different from
zero under the metallic bands: as a consequence of this
stress, the metallic stripes follow the motion of the surface
and generate longitudinal waves~assumed to be plane
waves!, which propagates along thez axis with the velocity
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VL . This in turn leads to the damping of the SAW; it is thus
important to estimate the rate of radiation for a given nano-
structure and to compare it with the power flow in the sur-
face wave. This can be done in a straightforward way by first
calculating the stress underneath the stripes and then by ap-
plying again Poynting’s theorem. The only nonzero
component15,16 of the stress tensor, namelyszz, was de-
duced from the equation of motion in the metal

rM

]2uz

]t2 5
]szz

]z
, ~6!

whererM is the density of the metal. As long as the thick-
nessh of the metallic stripes remains small~this condition is
always fulfilled in our experiments!, the displacement in the
metal along thez axis is constant and Eq.~6! can be solved:
the normal component of the stress tensor is found to be13

szz54p2rMhuzVR
2d22. ~7!

As for the particle velocity]uz /]t in the substrate, it was
also deduced from the equation of motion. Assuming thatuz

has the formuz5uz
0 exp(iv(t2z/VL)), we obtained

]uz

]t
52 i ~rsv!21

]szz

]z
, ~8!

wherers is the density of the substrate. Combining Eqs.~1!,
~3!, ~7!, and~8!, one finds that the rate of radiation per unit
area in the substrate is given by13

Pz5A
h2rM

2

d4 . ~9!

The constantA depends on the density and on the sound
velocities VR and VL in the substrate @A58p4VR

4

3uz
02

(rsVL)21#. The point in Eq.~9! is that the rate of ra-
diation into the substrate is proportional to the squared den-
sity of the metal and inversely proportional to the fourth
power of d. This is to be compared to the asymptoticd22

dependence of the power flow in the Rayleigh wave pre-
dicted by Eq.~5!. As a consequence of thisd24 behavior, the
corresponding damping prevents the Rayleigh waves from
propagating under a periodic nanostructure made up of a
heavy material and/or for small spatial periods. The me-
chanical vibration of individual bars is observed instead.

III. EXPERIMENTAL DETAILS

Two sets of samples were prepared to check the validity
of the preceding arguments. Gold specimens were fabricated
using the electron beam lithography.17 They consisted of
1-mm-long bands, periodically deposited onto silicon sub-
strates. The bands were about 400 nm thick and the spatial
period was 1 micrometer for all the samples. The width of
the bands went from about 290 nm up to 500 nm, so that the
covering rate~i.e., the ratio of the metallic surface to the total
surface of the nanostructure! varies from 29% up to 50%.

The aluminum samples were deposited either on silicon
or on quartz substrates by the same method we used for the
fabrication of the gold specimens. In order to investigate the
influence of the density, we prepared aluminum samples on
silicon substrates. Both their thickness and spatial period

were identical to those of the gold samples, i.e., 400 nm and
1 mm, respectively, therefore allowing comparisons; the
width of the bands ranged from 300 nm up to 680 nm. The
metallic bands were perpendicular to the@110# crystallo-
graphic axis of silicon.

We also prepared aluminum gratings on crystalline
quartz. The plane of the substrate was at an angle of 36° with
respect to the crystallographic planeXY, corresponding to the
so-called AT cut. The metallic bands were parallel to the
@100# direction. The geometry is shown in Fig. 1. This cut is
particularly interesting since a Rayleigh wave cannot be pi-
ezoelectrically excited in the direction normal to the stripes
~this direction is referenced asZ8 in Fig. 1!. A surface trans-
verse wave, corresponding to a displacement of the matter
parallel to the@100# direction, is excited instead. This shear
wave propagates alongZ8 at a velocity of 5100 ms21. All the
bands deposited on this substrate had identical cross sections
but different spatial periods. The cross section of the stripes
was about 100 nm thick and 1.5mm across; the spatial pe-
riod was either 2.5 or 5mm.

The quality of the samples, the dimensions, the period,
and the sharpness of the edges were characterized by scan-
ning electron microscopy.

FIG. 1. Geometry of the experiment. The top plot holds for all the samples:
gold and aluminum samples on silicon, and aluminum on quartz as well. In
some experiments performed with aluminum on quartz, the metallic bands
were parallel to the plane of incidence. This geometry is not represented
here. The middle plot corresponds to the configuration in experiments prov-
ing that the SAW propagates outside the illuminated area~see the text!. The
bottom plot describes the cut of the crystalline quartz substrates~AT cut!.
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We used the picosecond acoustics to investigate the pho-
toelastic response of the nanostructures. This technique in-
volves the excitation of the sample by an ultrashort optical
pulse~the pump pulse! and the monitoring of the subsequent
reflectivity changes by measuring the intensity of a reflected
pulse~the probe pulse! delayed with respect to the pump by
means of a variable optical path. Details on our apparatus
can be found in Ref. 16. Briefly, it allows for a delay up to 4
ns with a temporal resolution only limited by the duration of
the laser pulse, namely 100 fs. In most experiments, we fo-
cused both pump and probe beams at nearly normal inci-
dence on the same area of the surface sample by means of a
lens~f:62 mm! or a Cassegrain objective. However, in some
experiments performed with aluminum on quartz, we probed
the change in optical reflectivity a few micrometers away
from the excited area~Fig. 1!. The diameter of the laser spot
was measured to be 70mm when the lens was used; it was
reduced to 15mm with the Cassegrain objective.

When a light pulse is incident on the surface of the
sample, the temperature of the absorbing parts of the hetero-
structure rises by a few Kelvin, which in turn creates stress-
and strain fields by thermal expansion. Actually, the initial
temperature distribution within the sample depends on the
optical absorption lengthsz of the two materials making up
the sample, through a term of the formz21 exp(2z/z), where
z is the direction normal to the surface.15 All the samples
under investigation exhibited a strong contrast in the optical
properties of the stripes and the substrate, at the wavelength
of our sapphire:Ti laser source~l5750 nm!. This is obvious
for the aluminum samples on crystalline quartz since the
substrate is transparent. The case of the metallic stripes~alu-
minum and gold as well! on silicon requires further analysis.
Indeed, a rigorous description of the initial stress and strain
fields near the surface of these samples should include both
the transport and the recombination of the carriers in the
silicon. This is far beyond the scope of this article. However,
a simpler approach consists of comparing the optical param-
eters of the silicon with the ones of the metals. The absorp-
tion length of silicon, forl5750 nm, iszSi56.6 mm. This is
about 103 times the value in aluminum (zAl57 nm!. The
contrast is less important with gold (zAu513 nm! but still
meaningful. We can thus consider that the initial temperature
distribution in the direction perpendicular to the metallic
bands—and consequently the initial strain field—has the
same spatial period as the sample itself.

The optical properties of the sample are slightly altered
when a strain field affects the surface. In all the experiments
presented here, we took advantage of this modulation of the
refractive index to monitor the photoelastic response of the
gratings: the intensity of the reflected probe beam was re-
corded as a function of the delay with respect to the pump,
using a PIN silicon photodiode associated to a conventional
lock-in amplifier scheme. It is to be noticed here that the
light on the photodiode mainly comes from reflection by the
metallic stripes. So, one can consider in first approximation
that the recorded signal originates from the change in the
optical properties of the metal. However, in the case of grat-
ings on silicon, some additional contribution from the sub-

strate should be considered for an accurate analysis of the
intensity of the reflected light.

IV. RESULTS

A. Gold samples

We show in Fig. 2 the time dependence of the photoelas-
tic response of the gold samples. For all the samples, the
signal consists of a single damped oscillation whose fre-
quency does not obey Eq.~1!. We report in Fig. 3 the mea-
sured frequency against the width of the bands. It is found to
depend almost linearly on the width. Since the spatial period
was identical for all the samples (d51 mm!, this oscillation
is not the Rayleigh wave at the surface of the silicon but is
rather attributed to the normal mode of individual bars. For a
stripe bonded to a substrate, flexural, and longitudinal modes
might be excited as well. Both of them induce a slight
change in the optical properties of the bar and consequently
they both could be detected by our method. However, it is
hard to determine, using simple arguments, which of these
vibrations is involved in the photoelastic response of the
structure. Indeed, there is no analytical solution to the prob-

FIG. 2. Change in optical reflectivity as a function of time for samples
consisting of gold stripes onto a silicon substrate. The spatial period is 1mm
for all the samples; the width of the bands is indicated near each curve. A
background of thermal origin has been subtracted.

FIG. 3. Frequency of the normal mode as a function of the width of the
metallic bands for samples consisting of gold arrays on silicon. The thick-
ness of the bands was 400 nm and the lateral repeat distance was 1mm for
all the samples.
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lem of the normal modes of a free bar with arbitrary rectan-
gular cross section. The difficulty is further increased by the
bonding to the substrate, even an order of magnitude for the
expected frequency of these modes is difficult to be made. A
finite-element analysis is therefore required to identify the
displacements associated with the normal mode actually ex-
cited.

B. Aluminum samples

We show in Fig. 4 a typical photoelastic response in the
time domain of the aluminum gratings on silicon@Fig. 4~a!#
and the magnitudes of the Fourier transform@Fig. 4~b!#. The
Fourier transform of a gold grating on silicon~spatial period:
1 mm, width of the stripes: 390 nm! is plotted for comparison
in Fig. 4~b!. It is apparent from this comparison that the
photoelastic responses of the aluminum samples have many
more components than the one of the gold specimens. The
most important feature of the spectra is the sharp peak at a
frequency which does not depend on the width of the metal-

lic bands. This peak definitely corresponds to the Rayleigh
wave excited by the absorption of the laser pulse. Indeed, the
measured frequency~4.9 GHz! is in good agreement with the
frequency expected for a SAW with 1-mm wavelength,
propagating at the surface of the silicon substrate. The veloc-
ity of the Rayleigh wave in the direction@110# of silicon
being 5080 ms21, the expected frequency is 5.08 GHz@see
Eq. ~1!#. The small discrepancy between these two frequen-
cies is easily attributed to the uncertainty in the repeat dis-
tance. In contrast to the case of gold, the small density of
aluminum causes only a low radiation into the substrate@see
Eq. ~9!# and the Rayleigh wave is actually excited, even at a
frequency as high as 4.9 GHz.

Besides the Rayleigh wave, at least one vibration is ex-
cited too. In some specimens, a second vibration indicated by
an arrow in Fig. 4~b! is clearly observable in the Fourier
transform~width 660 nm! or appears in the spectrum as a
broad peak~widths 500 and 580 nm!. The frequency of both
these modes depends on the width of the bands: it decreases
with increasing mass of the metallic band. We thus believe
that both these vibrations are normal modes of individual
bars. However, as for the gold samples, finite-element meth-
ods are required to unambiguously identify the displace-
ments associated with each mode. As for the 400-nm sample,
it seems that the two normal modes have almost identical
frequencies, which leads to a single broad feature centered at
about 8.5 GHz. We think that the same explanation holds
also for the 300-nm sample, but in that case one cannot ex-
clude that the peak at 9.5 GHz could partially be attributed to
the second harmonic of the Rayleigh wave. Although the
resolution in the frequency domain is not good enough to
draw definite conclusions, it is noteworthy that the ratio of
the magnitudes of the two main peaks displayed in Fig. 4~b!
is almost constant. This suggests that the elastic energy iden-
tically shares among collective and individual modes, what-
ever the width of the bands, and hence that the efficiency of
the SAW excitation process does not depend on the covering
rate.

We have also studied the photoelastic response of alu-
minum samples on quartz having identical cross section~0.1
31.5 mm2! but different lateral spatial periods~d52.5 or 5
mm!. The experimental recordings are displayed in Fig. 5~a!;
the magnitudes of the Fourier transforms of the reflectivity
changes are shown in Fig. 5~b!. These samples are found to
vibrate at 1.8 and 1.05 GHz, respectively. These vibrations
cannot be the normal modes of individual bars since the
stripes had identical cross section in both samples. We rather
attribute these vibrations to a collective response of the grat-
ings, since the measured frequencies are in fairly good agree-
ment with the expected frequencies of the surface transverse
wave in these samples. Indeed, this mode propagates in the
direction normal to the stripes at a velocity of 5100 ms21,
which in the 2.5- and 5-mm samples yields to vibrations at
2.04 and 1.02 GHz, respectively. On the other hand, accord-
ing to Eq.~9!, the 2.5-mm spatial period sample radiates 16
times as much elastic energy into the substrate as the 5-mm
spatial period sample. As a consequence, the surface wave is
less efficiently excited in the former sample than it is in the
latter; besides the peak corresponding to the SAW, the spec-

FIG. 4. ~a! Change in optical reflectivity as a function of time for a sample
consisting of aluminum stripes 300 nm wide. A background of thermal ori-
gin has been subtracted.~b! Magnitude of the Fourier transform of reflec-
tivity changes, for samples consisting of aluminum stripes on silicon. The
spatial period is 1mm for all the samples. The arrows indicate the position
of a likely normal mode. The Fourier transform of a gold sample~width of
the metallic stripes: 390 nm! is plotted for comparison.
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trum has a strong component@indicated by an arrow in Fig.
5~b!# which we attribute to the mechanical vibration of indi-
vidual bars.

It is to be noticed that the observed oscillation are stand-
ing waves in the area excited by the pump, but that they can
propagate in the adjacent regions. We have checked this
property with an aluminum grating on quartz substrate hav-
ing a spatial period of 2.5mm. To do this, we measured the
change in optical reflectivity a few tens of micrometers away
from the pump spot. We show in Fig. 6 the recorded data for
three different positions of the probe beam. As can be seen
clearly in this figure, the phase of the oscillation depends on
the lateral position of the probe, as expected for propagating
waves. Another interesting feature of the data is the ampli-
tude of the oscillation, which either increases@Fig. 6~a!# or
decreases@Figs. 6~b!, ~c!# within the observation window,
depending whether the SAW enters or leaves the probed
area. Finally, we close this section with the remark that it is
not so surprising that there is an oscillatory part of the re-
sponse several micrometers away from the excited area, even
immediately after the pump has been absorbed. To under-
stand this, one should remember that our detection scheme
involves optical probe pulses delayed with respect to the
pump by means of the variable optical path~i.e., 4 ns maxi-
mum with our experimental setup!, modulo the timet sepa-
rating two consecutive optical pules at the output of the laser
source~t512 ns for our Spectra Physics laser!. The SAW is

detected far from the excited region by an optical pulse emit-
ted with a delaynt ~n integer! with respect to the pump
pulse. The constant delaynt should therefore be added to
the time scale.

The quartz being transparent for the wavelength of the
laser source, the response of the aluminum gratings on this
material presents an additional feature around 30 GHz@see
Fig. 5~b!#. It consists of at least one oscillation whose fre-
quency depends on the angle of incidence of the probe, but
not the lateral spatial periodd. We attribute this oscillation to
the interference between the part of the light reflected at the
metallic surface and the part which enters the substrate
through the openings between the stripes. The latter is par-
tially reflected by the acoustic strain originating from the
expansion of the aluminum at initial time and which propa-
gates within the quartz at longitudinal sound velocity. As a
consequence, the two parts constructively interfere with a
frequencyn given by18

n52Vl0
21~n22sin2 u!1/2. ~10!

Here V, n, l0 , and u are, respectively, the longitudinal
sound velocity in quartz, the refractive index, the wavelength
of light, and the incidence of the probe. We measured how
the frequency of this mode is modified as the incidence of
the probe is changed and we found a good agreement with
the behavior predicted by Eq.~10!. As the frequencyn is not
related to the spatial period, it provides no information on the
SAW. It is to be noticed that the interference pattern strongly
depends on the orientation of the metallic bands with respect
to the plane of incidence of the probe beam. This is clearly
apparent in Fig. 5~b!, where we show the photoelastic re-
sponse in the frequency domain, the stripes being parallel
~d55 mm! or perpendicular to the plane of incidence of the
probe beam~d52.5mm; this configuration is as described by
the top plot in Fig. 1!. In the latter case, the spectrum pre-
sents an additional peak at about 28 GHz. Linet al. have
described this mode in Ref. 13. They have shown that it
comes from light that passes through an opening between the
stripes, is partially reflected by the elastic strain propagating
in the substrate, and emerges from the sample by a different

FIG. 5. ~a! Photoelastic response of aluminum samples on crystalline quartz
in the time domain~thermal background subtracted! and~b! in the frequency
domain. The arrow indicates a vibration attributed to a normal mode of the
individual bars. The cross sections of the metallic bands are identical for
both the samples. The plane of incidence for the probe beam was either
parallel ~sample 5mm! or perpendicular~sample 2.5mm! to the metallic
bands.

FIG. 6. Photoelastic response of an aluminum sample on quartz~lateral
spatial period 2.5mm! for three positions of the probe beam. The distance
between the illuminated and probed areas increases from top to bottom.
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opening. This light interferes with the part of the beam re-
flected by the metallic bands. The frequency of this mode
thus depends on the spatial period, but it is not related to the
SAW.

V. CONCLUSIONS

All the experimental results confirm that Rayleigh waves
at a frequency as high as 4.9 GHz are excited when a peri-
odic nanostructure is illuminated by an ultrashort laser pulse,
provided that the loss of energy by elastic radiation into the
substrate is low enough to allow the SAW to propagate. In-
deed, when a light pulse is incident on the surface of the
sample, stress- and strain-fields are created in the illuminated
area by thermal expansion. These fields are determined by
the initial temperature distribution. In the case of our
samples, the stress- and strain fields show the same period-
icity as the metallic gratings, since the optical absorption
length is by several orders of magnitude larger in the sub-
strates~quartz and silicon as well! than it is in the metal.
Moreover, the experimental results are consistent with the
qualitative behavior predicted by Eq.~9!: the rate of radia-
tion into the substrate is prohibitive whenever the spatial
period is small and the material making up the nanostructure
has a large density. As a consequence, the photoelastic re-
sponse of a gold array with a submicrometer spatial period is
essentially related to a normal mode of the individual bars,
whereas a collective response is observed in the case of a
light material.

The method opens the possibility to use periodic nano-
structures to optically generate and to detect very high-
frequency SAW. This is particularly interesting whenever the
conventional SAW devices are ineffective. This is the case
when the material under study is either a solid or a liquid
film having submicrometer thickness, deposited onto a non-
piezoelectric material. This situation is encountered with
some organic compounds which, owing to chemical compat-
ibility, must be deposited onto specific substrates. This also
opens the possibility to use a conducting material as a sub-
strate, provided that its optical properties are in strong con-
trast to the ones of the material making up the gratings.

However, some questions require further investigation.
The most important problem to deal with is the influence of
the substrate, both on the generation and on the propagation
of the SAW. A preliminary response is given by the form of

the coefficientA, appearing in Eq.~9!: the lowest rate of
radiation in the bulk of the substrate is obtained for materials
with a high density and a low Rayleigh velocity. In connec-
tion to this, it should be interesting to study how these prop-
erties influence the generation process of the initial stress.
Another point to develop is the effect of the piezoelectricity
on the SAW generation. Our first results on aluminum on
quartz suggest that the surface waves are of identical nature
whatever the excitation, optical or electrical. This must be
confirmed by further experiments in piezoelectric samples
with different crystallographic orientations.
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Lumped-element technique for the measurement
of complex density
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A novel lumped-element technique is employed to measure the complex density of a gas in circular
pores. The complex density expresses the geometry-dependent viscous coupling between the gas
and the pore walls and is related to the thermoacoustic functionf m , or equivalently,F(lV). The
acoustic impedance of a compliant region coupled to a pore~or pore-array! is measured and the
impedance of the compliant region is subtracted to yield the impedance of the pore~s! alone, which
is directly related toF(lV). Pores of different lengths are measured in order to eliminate end effects.
Working down to very low frequencies achieves a wide range of values for the ratio of the viscous
penetration depth to the mean pore size. The results agree very well with analytical solutions for
circular pores. The technique is also applied to two porous foam materials. Comparing the results to
previous measurements of the complex compressibility, it is shown that two different shape factors
~or equivalently, characteristic dimensions! are required to account for the data. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1401743#

PACS numbers: 43.35.Ud, 43.20.Mv, 43.20.Ye, 43.55.Ev@SGK#

I. INTRODUCTION

Sound propagation in a random medium is often de-
scribed with ‘‘capillary-tube-based’’ theories which model
the medium as an array of circular pores or parallel plates.1–4

These models rely on the solution for sound propagation in a
single pore, which was first given by Kirchhoff.5 In the so-
called ‘‘reduced frequency’’ limit, a simpler treatment intro-
duced by Zwikker and Kosten6 can be employed. In this
treatment, complex density and complex compressibility
functions are defined which completely determine the propa-
gation constant and characteristic impedance of the system.
The complex density and compressibility describe the cross-
over from Poiseuille flow to boundary layer flow~due to
viscous effects!, and isothermal to adiabatic compression/
expansion~due to thermal effects!, respectively.

Many experiments have been performed to test the ap-
plicability of capillary-based theories. The results have
shown that most random media are reasonably well-
described by circular, or other uniform, pores, although some
modifications may be required such as dynamic shape factors
and tortuosity parameters.4 The majority of experiments to
date has employed standing wave or transfer function tech-
niques to extract the wave vector and characteristic imped-
ance of the medium.7–17 They have the advantage of being
able to measure both quantities simultaneously and can be
used to test a variety of porous materials. On the other hand,
there are a number of complications with these techniques
that can sometimes limit both the range of frequency over
which they may be applied and their absolute accuracy. Also,
they tend to be somewhat laborious in that many pressure
measurements are often needed to determine a result at a
single frequency.

We recently developed a new lumped-element technique
to measure directly the complex compressibility of a gas in a
medium. We applied the technique first to a variety of pores
of uniform cross section,18 and later to a porous carbon foam

~reticulated vitreous carbon!.19 We found that we could get
extremely accurate measurements over a wide range of ther-
mal penetration depths relative to the pore size. These results
were discussed in the context of capillary-based porous me-
dia and also thermoacoustic stacks. The same formalism
used to describe sound propagation in porous media has been
applied to the study of thermoacoustic devices.20 The com-
plex compressibility alone is enough to completely charac-
terize a stack consisting of pores of uniform cross section,
but to characterize more complicated stacks, the gain and
viscous damping in the stack must be measured indepen-
dently. Recently, we described a technique to measure the
thermoacoustic gain of different model stack geometries.21

To complete the picture describing an arbitrary porous
medium or thermoacoustic stack, it is necessary to character-
ize viscous effects. In this paper, we describe a simple new
technique to allow the direct measurement of the complex
density of a gas. In parallel with our earlier developments,
we first test this technique on circular pores of uniform cross
section for which the analytical solution is known.3,6,22 Our
results agree well with the theory as well as with earlier work
by Nolle23 and Thurston,24 both of whom measured similar
quantities using different techniques. We also measure the
complex density of air in Duocel aluminum, an open-cell
metal foam, and reticulated vitreous carbon~RVC!, an open-
cell carbon foam.25 The results are compared to previous
measurements of the complex compressibility and are dis-
cussed in the context of capillary-pore-based models. The
measurements we present here, in conjunction with our ear-
lier ones, can completely characterize a medium with regard
to either sound propagation or efficacy as a thermoacoustic
stack.

II. THEORY

Consider gas in a porous medium with an imposed uni-
form oscillatory pressure gradient along thez axis,dp1 /dz.
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All acoustic quantities are assumed to have a time depen-
dence ofe2 ivt. The resulting flow profile of the gas,v, is
described by the linearized Navier–Stokes and continuity
equations

2 ivr0v52¹p11 4
3h¹~¹•v !2h¹3¹3v,

~1!
2 ivr152r0¹•v,

with the boundary condition that the gas velocity be zero at
any solid boundary.r0 is the equilibrium density of the gas
andh is the gas viscosity.r1 andp1 are the acoustic varia-
tions of the density and pressure, respectively. In general, the
complex density is defined to be20,26

r̃~R/dv!5
dp/dz

iv v̂z
, ~2!

wherev̂z is the cross-sectional average of the velocity in the
z direction. We will typically work with the normalized com-
plex density which we define asr0

21r̃(R/dv), where dv
5A2h/vr0 is the viscous penetration depth.R is the char-
acteristic radius of the system defined as twice the ratio of
the open volume to surface boundary area for the medium.
For a circular pore, this coincides with the radius of the pore.
F(lV) is defined as the inverse of the normalized complex
density, with lV5&R/dv . The solution to Eq.~1! for a
circular pore is22

vz~r !5
1

ivr0

dp1

dz S 12
J0@~11 i !r /dv#

J0@~11 i !R/dv# D . ~3!

The cross-sectional average of the velocity is easily calcu-
lated to be

v̂z5
1

ivr0

dp1

dz S 12
2

~11 i !R/dv

J1@~11 i !R/dv#

J0@~11 i !R/dv# D . ~4!

Hence, for the circular pore case, the normalized complex
density andF(lV) are given by

r̃~R/dv!

r0
U

circ pores

5S 12
2

~11 i !R/dv

J1@~11 i !R/dv#

J0@~11 i !R/dv# D
21

F~lV!ucirc pores512
2

AilV

J1@AilV#

J0@AilV#
. ~5!

The complex density describes the viscous coupling of the
gas in the pore to the pore walls. At low frequencies, the
viscous penetration depth is large, resulting in Poiseuille
flow. At high frequencies, the viscous penetration depth is
small and the resulting flow approaches the inviscid limit.
The crossover from one limit to the other is described by the
function F(lV).

One can also define the complex compressibility for a
system. Suppose that the system is subjected to uniform
pressure oscillationsP1 , with resulting density oscillations
r1 . The complex compressibilityC̃(v) is defined as20,26

C̃~v!5
1

r0

r1

P1
. ~6!

Generally it is more convenient to work with the normalized
compressibility given byP0C̃(v), whereP0 is the equilib-

rium pressure. The compressibility can be written in terms of
the thermal dissipation functionF(lT)

P0C̃~v!5F12
g21

g
F~lT!G , ~7!

wherelT5&R/dk , dk5A2k/vr0cp. k is the thermal con-
ductivity andcp is the heat capacity at constant pressure. For
a circular pore, the functionF(lT) is given by Eq.~5! with
lV replaced bylT . It is important to emphasize that, for an
arbitrary random porous medium, the functionsF(lT) and
F(lV) cannot be calculated and must be determined experi-
mentally. Also, they are not in general the same function for
anything other than uniform cross-section pores.

III. EXPERIMENT

The apparatus is shown in Fig. 1. Many of its features
are similar to the setup used previously to measure the com-
pressibility of single pores and other samples.18,19The geom-
etry is essentially that of a Helmholtz resonator: a compliant
volume attached to an open porous sample. A loudspeaker
oscillates a bellows which is part of the compliant volume.
To detect the displacement of the loudspeaker, a laser beam
is bounced from a mirror on the cone onto a position-
sensitive detector. The oscillatory pressure in the compliant
volume is measured with a piezoresistive pressure sensor.
Each of the signals is monitored with a vector lock-in inter-
faced to a computer. A typical run consists of a frequency
sweep from 0.5 to 96 Hz in equalf 1/2 increments. The equi-
librium pressure and temperature are measured with a ca-
pacitive gauge and mercury thermometer, respectively. The
humidity is measured with a digital hygrometer. The com-
plete system is housed in a Plexiglas box which can be
flushed with dry nitrogen. Some runs were taken in air, with
corrections for humidity; others were performed in dry nitro-
gen. To within experimental error, both types gave the same
result. The apparatus is designed so that samples of different
shapes and sizes can easily be interchanged. Five pairs~long
and short! of different samples were measured, as shown in
Fig. 2. Two were different-diameter single circular pores; the
third was a circular pore array; the fourth was Duocel alumi-

FIG. 1. Experimental apparatus.
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num, a porous open-cell aluminum foam; the fifth was RVC,
a porous open-cell carbon foam. The manufacturer specified
the pore sizes of the aluminum and carbon samples to be 40
pores per inch~ppi! and 20 pores per inch, respectively. We
also took measurements with the compliant volume alone, as
well as with a second cylindrical compliant volume of
known dimensions acoustically in parallel with the first.

IV. ANALYSIS

For simplicity, we will describe the analysis referring to
the single pore samples. A simple lumped-element circuit
model for the experimental system is shown in Fig. 3. The
larger diameter region including the bellows can be thought

of as a compliant chamber. On each side of the pore, and in
series with it, are elements which represent the impedances
of the pore ends. The series combination of the pore (Zpore)
and end impedances (Zend1Zend8 ) are in parallel with the
chamber. This simple model neglects the compliance of the
pore, and also the inertance of the chamber. The appropriate-
ness of the model will be discussed in a later section. If the
pore is short compared to the acoustic wavelength, then its
impedance can be written in terms ofF(lV) as follows:20

Zpore52
ivr0L

AF~lV!
. ~8!

Consequently, once the pore impedance is measured,F(lV)
can be determined. With this simple circuit model, there are
three unknowns to be calculated.~The end impedances ap-
pear in series and can be combined together into one un-
known term.! Hence, three measurements suffice to deter-
mine all of the impedances as follows.

Since we measure both acoustic pressure and displace-
ment ~and hence velocity!, we can determine the input im-
pedanceZin5p1 / ivAbellowsX1 to the system. The input im-
pedanceZin with an attached open pore of lengthL and area
A is given by

1

Zin
U

open

5
1

Zcompliance
1

1

Zend1Zend8 2
ivr0L

AF~lV!

. ~9!

By plugging the pore at the end near the compliant volume,
we also measure the input impedance of the compliant vol-
ume alone

1

Zin
U

plugged

5
1

Zcompliance
. ~10!

Subtracting the two yields the input impedance of the
pore1ends

1

Zin
U

plugged

2
1

Zin
U

open

5
1

Zpore1ends
5

1

Zend1Zend8 2
ivr0L

AF~lV!

.

~11!

To eliminate the end effects, we must measure two pores of
different length but identical diameter, denoted byLa and
Lb . One more subtraction then yields an expression for the
impedance of the uniform pore which is simply related to
F(lV)

Zpore1ends
La 2Zpore1ends

Lb 52
ivr0~La2Lb!

AF~lV!
. ~12!

The experimentally measured quantities are complex volt-
ages proportional to the pressure and to the speaker displace-
ment, denoted byVp1

andVX1
. To get an accurate result for

F(lV), we must have an accurate calibration relating these
voltages to the actual pressure (p1) and displacement (X1).
Actually, since all quantities involve the ratio of the pressure
to the displacement, we need only a single calibration factor
which relates the ratiop1 /X1 to the ratio Vp1

/VX1
. To

achieve this calibration, we perform one additional measure-

FIG. 2. Pore geometries used in the experiment.

FIG. 3. Simplified circuit model.
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ment. We attach a cylindrical compliant volume of known
dimensions~denoted by the subscript ‘‘calib’’! to the system
and measure the input impedance at 96 Hz. By subtracting
the compliant volume, we measure the impedance of the
calibrated volume

1

Zin
U

calib.

5
1

Zin
U

compliance and calib.

2
1

Zin
U

compliance

. ~13!

Assuming the acoustic wavelength is much larger than the
cell, we can write a theoretical expression for 1/Zinucalib.

1

Zin
U

calib.

52
ivVcalib

gp0
@g2~g21!F~lT!#. ~14!

Because the radius of the calibrated volume is large com-
pared to the thermal penetration depth at 96 Hz, we can use
the asymptotic form forF(lT) appropriate to this case

1

Zin
U

calib.

52
ivVcalib

gp0
F11

dk

Rcal
~g21!~11 i !G . ~15!

Now, since we prefer to work with an expression which de-
pends on as few gas properties as possible, we note

ReF 1

Zin
U

calib.
G2ImF 1

Zin
U

calib.
G52

ivVcalib

gp0
. ~16!

We calibrate the ratio of the measured pressure and displace-
ment signals so that Eq.~16! holds exactly.

V. CIRCUIT MODELS

Gillis et al.27 and Mehl28 have discussed Helmholtz
resonators and their analysis in a number of recent papers.
Although the present measurements differ in many respects
from those they discuss, there are also many similarities; we
are guided heavily by their formalism in our analysis.

The circuit model of Fig. 3 is a simplification of the
actual situation. Figure 4~a! shows a detailed diagram of the
apparatus with a single pore installed. The complete electri-
cal circuit analog is shown in Fig. 4~b!. Following Gillis
et al., the circuit elements are identified as follows:

Z15Z0 tanhS GL

2 D , Z25
Z0

sinh~GL !
,

Z05
r0c

AA@F* ~lV!#@g2~g21!F* ~lT!#
, ~17!

G5
iv

c
Ag2~g21!F* ~lT!

F* ~lV!
,

wherec is the adiabatic speed of sound,L is the length of a
circular region,A is the area of the region,g is the ratio of
specific heats, and the functionF is defined in Eq.~5! above.
The asterisk denotes complex conjugate.Zend and Zend8 rep-
resent the unknown impedances of the two ends of the pore.
The impedance of the pore can be identified with 2Z1a and

FIG. 4. ~a! Schematic diagram.~b! Complete equivalent circuit model.~c! Intermediate circuit model.
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the impedance of the chamber can be identified with the
parallel combination ofZ2b , Z2c , Z2d , Z2e , and Z2 f . A
careful consideration of this complete circuit model shows
that the system can also be described extremely well by the
intermediate circuit model shown in Fig. 4~c!, as long as the
inertance/resistance of the chamber region is small compared
to its compliance. Using this intermediate circuit model, it is
straightforward to show that if one analyzes the data accord-
ing to Eqs.~11! and~12!, the only difference is thatZpore1ends

should be replaced byZpore1ends12Z1b12Z1c . The extra
impedance (2Z1b12Z1c) can be lumped into the end imped-
ances, and drops out when two different-length pores are
used to eliminate end effects.

As the ultimate check of the validity of the model used,
we generate ‘‘synthetic’’ data for the input impedance to the
system using the full T-network of Fig. 4~b! and then analyze

the data using the simplified model of Eqs.~8!–~12! to de-
termine F(lV). The results show that for a wide range of
pore impedances, including those measured in the experi-
ment, the simplified model gives the correct results to within
1%.

VI. RESULTS AND DISCUSSION

It is very important to avoid nonlinear effects when per-
forming these measurements. A number of studies have con-
sidered nonlinear effects at flange ends and orifices.29–35

Nonlinearities at sharp edges can occur at relatively low am-
plitudes. We will defer a discussion of such effects to a future
publication. Here, we simply note that all measurements
were performed below the threshold for nonlinear effects. In
Fig. 5, we have plotted the results forF(lV) using the two

FIG. 5. Results forF(lV) vs lV using
the single circular pores and the circu-
lar pore array.
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different-diameter single pores, and also the circular pore
array. For each, we show the results obtained from a subtrac-
tion involving the longer and the shorter sample. To within
experimental error, the curves agree with each other and also
with the theory.

In Fig. 6~a!, we have plotted the results for the Duocel
aluminum sample. We also plot the results for the thermal
dissipation function obtained using the method discussed
previously.18,19 For this sample, we used two lengths to sub-
tract out end effects but made no attempt to subtract out the
perimeter boundary. Effects of the latter are expected to be
small, based on our experience with compressibility mea-
surements. We have no independent measurement for the

characteristic radius of these samples and therefore take it to
be given by the nominal pore spacing specified by the manu-
facturer @R51/(40 ppi)50.635 mm#. The area and volume
used in the calculations were taken to be the measured geo-
metric values multiplied by the sample porosity. We deter-
mined the porosity independently by comparing the low-
frequency compressibility of the Duocel sample to that of
another sample of calibrated volume.

The viscous and thermal curves are of similar shape, but
differ in scale along both axes. This point is emphasized in
Fig. 6~b!, where we have scaled the two axes of the viscous
function to fit the thermal function as closely as possible. In
particular, after scaling, the position of the dip in the imagi-
nary part ofF is the same for the two curves. There is no
physical reason to expect that the two curves should match
up exactly after a scaling of the axes~and indeed, a careful
examination shows that they do not!. Nevertheless, the scal-
ing is compelling, and useful for comparisons, as discussed
below.

In the context of capillary-based porous media theories,
a difference in scale in they axis can be related to the tortu-
osity q of the sample if the scaling holds rigorously in the
high-frequency~largel! limit. Our measurements do not ex-
tend high enough in frequency to determine the tortuosity;
we perform the scaling on they axis to facilitate comparison
of the two curves. The vertical scale factor applied toF(lV)
is 1.20.

The scale factor applied to thelV axis is 1.41. A differ-
ence in scale in thex axis is related to the idea of a ‘‘shape
factor,’’ or alternatively, ‘‘characteristic dimension.’’ Shape
factors were originally discussed by Zwikker and Kosten,6

and later by numerous authors.2–4,9,10,36Although the exact
definition of the shape factor depends on the particular model
used, the results of Fig. 6 imply generally that two different
shape factors~one viscous and one thermal! are required to
fit the two curves. Such a scenario was discussed by Zwikker
and Kosten6 ~and later by Champoux and Stinson,10 and Al-
lard and Champoux37!, who pointed out that viscous behav-
ior is dominated by narrower regions which tend to restrict
flow while the thermal behavior is dominated by wider parts
which have more volume. More recent theoretical models
have made these ideas precise by defining thermal and vis-
cous characteristic dimensions which can be calculated~in
principle! from the system geometry and which describe the
system exactly in the high-frequency limit.38–41 These di-
mensions can be measured using acoustic or other tech-
niques. Such theories also predict that the characteristic vis-
cous dimension should be dominated by narrower spaces and
hence will be smaller than the analogous thermal dimension.

The above ideas are consistent with our results in Fig.
6~a!, which show that the crossover in behavior from Poi-
seuille to inviscid flow occurs at a higher value ofl than the
crossover from isothermal to adiabatic compressibility.42

Champoux and Stinson10 found similar results from mea-
surements on a model porous material. However, in their
measurements of two real porous materials,10,11 they were
able to fit the results with a single shape factor. Attenborough
has also fit measurements of sound propagation in granular
media with a model using a single shape factor, but with a

FIG. 6. ~a! Results for the Duocel aluminum sample.~b! Scaling ofF(lV)
to fit F(lT).
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distribution of pore sizes.43 Our results provide an example
of a real porous material which unequivocally requires two
shape factors to account for the measured behavior.

This last point also has important implications for ther-
moacoustics. One can speculate on the possibility of engi-
neering a stack geometry which has enhanced thermoacous-
tic gain with decreased viscous loss.

Finally, in Figs. 7~a! and ~b!, we show the results for
RVC. Here, the characteristic radius is taken to beR
51/(20 ppi)51.27 mm. The discussion above pertaining to
Duocel aluminum applies in an analogous way to the results
for RVC. The vertical scale factor is determined to be 1.08
and the scale factor applied to thelV axis is 1.47.

VII. SOURCES OF ERROR

Statistical errors are mainly due to noise in the electron-
ics used to measure the pressure and displacement. At the
lowest frequencies there is additional noise due to fluctua-
tions in the local atmospheric pressure. The total statistical
error is about twice the size of the data points or approxi-
mately 0.02 in absolute units.

Systematic errors are due to a variety of sources. These
include errors incurred by using the simple circuit model in
lieu of the more complicated one, drifts in the sensitivity of
the detectors, errors in measuring the calibrated volume, and
errors in measuring the lengths and radii of the pores. The
last item is potentially a large source of error because of the
small radii involved. To measure them, we purchased steel
pins with diameters calibrated in increments of 0.0025
60.001 mm. By finding the largest pin which fits into the
pore, we measure the diameter to a resolution of better than
0.2%. However, the absolute accuracy is estimated to be a
few times larger due to surface roughness. Other dimensions
can be measured with similar or better accuracy. The largest
sources of systematic error are the drifts in the detector sen-
sitivity, errors in measuring the pore radius, and those due to
using the simplified circuit model. These result in total errors
of about 2%. The errors discussed in this section refer to the
viscous measurements only. Errors in the results forF(lT)
are smaller and are discussed in Ref. 19.

VIII. CONCLUSIONS

We have measured the complex density of air in single
circular pores with a simple new technique and found good
agreement with theory. The technique is easily applied to
other model geometries and also random porous media. As
an example, we measured the complex density of air in two
porous open-cell foam materials. A comparison with previ-
ous measurements of the complex compressibility showed
that, in the context of capillary-based porous media models,
two different shape factors~or equivalently, different thermal
and viscous characteristic dimensions! are required to ex-
plain the data. Our measurements can characterize a given
porous sample completely with regard to acoustic propaga-
tion, and we hope to extend the technique to allow the deter-
mination of low-frequency thermal and viscous permeabili-
ties. Additional measurements with a temperature difference
applied across the sample would completely determine ther-
moacoustic behavior. We have also used this technique to
measure the impedance of orifices, and to characterize jet
pumps for use in acoustic Stirling engines; both will be top-
ics of future papers.
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FIG. 7. ~a! Results for the RVC sample.~b! Scaling ofF(lV) to fit F(lT).
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In this paper, shear-type structures such as frame buildings, etc., are treated as nonuniform shear
beams~one-dimensional systems! in free-vibration analysis. The expression for describing the
distribution of shear stiffness of a shear beam is arbitrary, and the distribution of mass is expressed
as a functional relation with the distribution of shear stiffness, and vice versa. Using appropriate
functional transformation, the governing differential equations for free vibration of nonuniform
shear beams are reduced to Bessel’s equations or ordinary differential equations with constant
coefficients for several functional relations. Thus, classes of exact solutions for free vibrations of the
shear beam with arbitrary distribution of stiffness or mass are obtained. The effect of taper on
natural frequencies of nonuniform beams is investigated. Numerical examples show that the
calculated natural frequencies and mode shapes of shear-type structures are in good agreement with
the field measured data and those determined by the finite-element method and Ritz method.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1372225#
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I. INTRODUCTION

Vibration of non-uniform beams has been a subject of
numerous investigations because of its relevance to struc-
tural, mechanical and aeronautical engineering. The field
measurements conducted by Korqingskee,1 Ishizaki and
Hatakeyana,2 Wang,3 Li et al.,4 and Jeary5 revealed that
shear deformation of a multistory frame building is usually
dominant in the total deformation in its transverse vibration,
and such a building may be simplified as a cantilever shear
beam for free vibration analysis. Korqingskee1 investigated
the free vibrations of frame buildings that are treated as a
multistep cantilever shear bar and each step of the bar has
constant parameters~mass and stiffness!. He derived the
closed-form solutions for such a shear bar. Wang6 suggested
that a frame building could be treated as a one-step cantilever
shear bar with continuously varying distributions of mass
and stiffness along its height for the analysis of free vibra-
tion. But, he assumed that the mass of the shear bar is pro-
portional to its stiffness. This assumption is not reasonable
for many multistory buildings, because this type of shear bar
is different from a solid bar, for which the mass is propor-
tional to its stiffness. This is due to the fact that the floor
mass of a multistory building is usually about 80% or even
more of the total mass of the building in many cases; so, the
variation of mass of such a building along the height is not
necessarily proportional to its stiffness. Wang7 suggested
that the distribution of mass of a frame building that is sim-
plified as a shear beam for free-vibration analysis can be
assumed as uniform, but the distribution of shear stiffness is
nonuniform. Li et al.4,8 and Li9 studied free vibrations of
frame buildings that were treated as a shear bar with variably
distributed stiffness and mass. By selecting suitable expres-

sions, such as power functions and exponential functions, for
describing mass and stiffness distributions, the governing
differential equations for free vibration of such bars were
reduced to Bessel’s equations and other solvable
equations.4,8,10 The exact analytical solutions of such equa-
tions for particular shapes of nonuniform bars were thus ob-
tained.

A literature review for this problem indicates that the
authors of the previous studies have generally directed their
investigations to special functions for describing the distri-
butions of mass and shear stiffness to derive closed-form
solutions. Exact analytical solution for free vibration of non-
uniform shear beams with arbitrary distribution of mass or
stiffness has not been obtained in the literature in the past. In
this paper, classes of exact solutions for free vibration of
cantilever shear beams, including one-step beams and multi-
step beams, with arbitrary distribution of mass or stiffness,
are derived and an approach to determining natural frequen-
cies and mode shapes for such nonuniform shear beams is
proposed. Numerical examples show that the calculated
natural frequencies and mode shapes of shear-type structures
are very close to the corresponding field-measured data and
those determined by the finite-element method and Ritz
method, suggesting that the proposed methods are appropri-
ate for engineering application and practice.

The objective of this paper is to present exact solutions
for free vibration of nonuniform shear beams with arbitrary
distribution of mass or stiffness. In the absence of the exact
solutions, this problem can be solved using approximated
methods~e.g., the Ritz method! or numerical methods~e.g.,
the finite-element method!. For example, Liewet al.11–13

have developed efficient two- and three-dimensional Ritz al-
gorithms for the free-vibration analysis of elastic solids.
Their work provided sets of frequency data and mode shapes
for various types of elastic solids subject to different bound-a!Electronic mail: bcqsli@cityu.edu.hk
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ary constraints. However, the exact solutions presented here
can provide insight into the physics of the problem and help
in examining the accuracy of the approximated or numerical
solutions. Therefore, it is always desirable to obtain exact
solutions to such problems.

II. FREE VIBRATION OF ONE-STEP NONUNIFORM
SHEAR BEAMS

The governing equation for undamped free vibration of
a one-step shear beam with continuously varying cross sec-
tion can be written as

]

]x FK~x!
]y

]xG2m̄~x!
]2y

]t2 50. ~1!

It is assumed that

y~x,t !5X~x!sin~vt1g0!, ~2!

whereX(x) is the undamped vibration mode shape function,
v is the undamped circular natural frequency, andg0 is the
initial phase.

Substituting Eq.~2! into Eq. ~1! yields

d

dx FK~x!
dX

dxG1m̄~x!v2X50. ~3!

It is difficult to obtain the exact analytical solution of Eq.~3!
for general cases, because the coefficients in the equation
vary with the coordinatex. In order to get closed-form solu-
tions of Eq.~3! for arbitrary distribution ofK(x) or m̄(x), it
is assumed that

X~x!5X~r !, K~x!5arbitrary function,
~4!

m̄~x!5K21~x!p~r !, r 5E K21~x!dx,

or

X~x!5X~r !, m̄~x!5arbitrary function,
~5!

K~x!5m̄21~x!p~r !, r 5E K21~x!dx.

In Eq. ~4!, the expression for describing the distribution of
shear stiffness of a shear beam is arbitrary, and the distribu-
tion of mass is expressed as a functional relation with the
distribution of shear stiffness, and vice versa@see Eq.~5!#.

Substituting Eq.~4! or Eq. ~5! into Eq. ~3! gives

d2X~r !

dr2 1v2p~r !X~r !50. ~6!

It is noted thatr is a function ofx, andp(r ) is a functional
expression. Thus, a solution of Eq.~6! actually represents a
class of solution for the title problem. On the other hand, it is
easier to find the exact solution of Eq.~6! than to solve Eq.
~3!. It is thus decided to derive the solution of Eq.~6!. How-
ever, the solution of Eq.~6! is dependent on the expression of
p(r ). The following six important cases will be considered.

A. Case 1

p~r !5a~11br !c, ~7!

wherea, b, c are parameters that can be determined by the
values ofm̄(x) andK(x) at control sections.

In this case, Eq.~6! becomes

d2X~r !

dr2 1v2a~11br !cX~r !50. ~8!

Setting

g5~11br !1/2n, X5gnZ, n5
1

c12
, ~9!

and substituting Eq.~9! into Eq. ~8! leads to

d2Z

dg2 1
1

g

dZ

dg
1S a22

n2

g2DZ50, ~10!

in which

a5
2nva1/2

ubu
, a.0. ~11!

Equation~10! is a Bessel’s equation of thenth order. The
general solution of vibration mode shape functions can be
expressed as

X5~11br !1/2$C1Jn@a~11br !1/2n#

1C2J2n@a~11br !1/2n#%, n5a noninteger, ~12!

or

X5~11br !1/2$C1Jn@a~11br !1/2n#

1C2Yn@a~11br !1/2n#%, n5an integer, ~13!

where Jn and Yn are the Bessel function of the first and
second kind of ordern, respectively.

Considering the cantilever beam with variable cross sec-
tion shown in Fig. 1, its two known boundary conditions are

X50 at x50, ~14!

dX

dx
50 at x5H. ~15!

FIG. 1. A cantilever beam with varying cross section.
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According to the boundary conditions, Eqs.~14! and ~15!,
and the general solution of mode shape functions, Eq.~12!,
one obtains the frequency equation as

Jn@a~11br0!1/2n#J2~n21!@a~11brH!1/2n#

52J2n@a~11br0!1/2n#Jn21@a~11brH!1/2n#, ~16!

for n5noninteger or

Jn@a~11br0!1/2n#Y~n21!@a~11brH!1/2n#

5Yn@a~11br0!1/2n#Jn21@a~11brH!1/2n#, ~17!

for n5an integer, wherer 05r x50 , r H5r x5H .
Solving the frequency equation yields a set ofa j ( j

51,2,...) and substitutinga j into Eq. ~11! yields the follow-
ing frequency expression:

v j5
a j ubu

2nAa
. ~18!

If c522, n5`, then the general solutions given in Eqs.
~12! and ~13! are not valid for this case; however, Eq.~8!
becomes an Euler equation as follows:

d2X~r !

dr2 1v2a~11br !22X~r !50. ~19!

The general solution of Eq.~19! can be written as

X5~11br !1/2$C1 sin@a ln~11br !#

1C2 cos@a ln~11br !#% for 4v2a2b2.0, ~20!

or

X5C1~11br !1/21a1C2~11br !1/22a for 4v2a2b2,0,
~21!

or

X5C1~11br !1/21C2~11br !1/2 ln~11br !

for 4v2a2b250, ~22!

in which

a5
u4v2a2b2u1/2

2ubu
. ~23!

The frequency equations for the case 1 andc522 are
found as

tan@a ln~11br0!2a ln~11brH!#52a

for 4v2a2b2.0,
~24!

~122a!~11br0!2a5~112a!~11brH!2a

for 4v2a2b2,0, ~25!

ln
11br0

11brH
52b for 4v2a2b250. ~26!

If c50, then Eq.~8! becomes

d2X~r !

dr2 1v2aX~r !50. ~27!

The general solution of the above equation is

X5C1 sin~vAar !1C2 cos~vAar !. ~28!

The frequency equation for this special case is found as

cos@vAa~r H2r 0!#50. ~29!

The above equation requires that

vAa~r H2r 0!5
j p

2
, j 51,3,5,... . ~30!

Substituting this expression into Eq.~11!, one obtains the
frequency expression

v j5
j p

2Aa~r H2r 0!
, j 51,3,5,... . ~31!

B. Case 2

p~r !5aebr, ~32!

wherea andb are parameters that can be determined by the
values ofm̄(x) andK(x) at control sections.

In this case, Eq.~6! becomes

d2X~r !

dr2 1v2aebrX~r !50. ~33!

Setting

g5ebr/2 ~34!

and substituting Eq.~34! into Eq. ~33! leads to

d2X

dg2 1
1

g

dX

dg
1l2X50, ~35!

in which

l5
2va1/2

ubu
, a.0. ~36!

Equation~35! is a Bessel’s equation of the zeroth order. The
mode shape function can be written as

X5C1J0~lebr/2!1C2Y0~lebr/2!. ~37!

The frequency equation for case 2 is found as

J0~lebr0/2!Y1~lebrH/2!5Y0~lebr0/2!J1~lebrH/2!. ~38!

C. Case 3

p~r !5aebr2c, c.0. ~39!

Substituting Eq.~39! into Eq. ~6! and using the functional
transformations given in Eq.~34!, one obtains the general
solution of mode shapes as

X5H C1Jn~lebr/2!1C2J2n~lebr/2!, n5a noninteger,

C1Jn~lebr/2!1C2Yn~lebr/2!, n5an integer,
~40!

in which

n25
4c

b2 , ~41!

and the parameterl can be determined by Eq.~36!.
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D. Case 4

p~r !5~a1br !c. ~42!

Substituting Eq.~42! into Eq. ~6! and using the following
functional transformation:

X5gnZ, Z5~a1br !1/2n, n5
1

c12
, ~43!

leads to a Bessel equation the same as Eq.~10!. The general
solution of mode shape functions is

X5H ~a1br !1/2$C1Jn@ā~a1br !1/2#
1C2J2n@ā~a1br !1/2#%, n5a noninteger,

~a1br !1/2$C1Jn@ā~a1br !1/2#
1C2Yn@ā~a1br !1/2#, n5an integer,

~44!

in which

ā5
2nv

ubu
.

E. Case 5

p~r !5a~r 21b!22, a.0, b.0. ~45!

The general solution of mode shape functions for this case is
given by

X5~r 21b!1/2~C1 sinj1C2 cosj!, ~46!

where

j5S a1b

b D 1/2

arctan
r

b1/2. ~47!

F. Case 6

p~r !5a~r 22b!22, a.0, b.0 ~48!

The general solution of mode shape functions for this case is
given by

X5~b2r 2!1/2~C1 sinj1C2 cosj!, ~49!

where

j5
1

2 S a2b

b D 1/2

ln
b1/21r

b1/22r
. ~50!

III. FREE VIBRATION OF MULTISTEP SHEAR BEAMS

A multistep shear beam is shown in Fig. 2, each step of
which has variably distributed stiffness and mass. The gov-
erning differential equation for mode shape function of the
i th step can be written as

d

dx FKi~x!
dXi~x!

dx G1m̄i~x!v2Xi~x!50. ~51!

Equation ~51! has the same form as Eq.~3!. The general
solutions of Eq.~51! are expressed as

Xi~x!5Ci1Si1~x!1Ci2Si2~x! ~ i 51,2,...,n!, ~52!

wherei denotes thei th step andn is the total number of steps
of the beam~Fig. 2!, andSi1(x) andSi2(x) are special solu-

tions of the mode shape of thei th step. For example, ifm̄i(x)
is given by

m̄i~x!5ai~11bir !ciKi
21~x!, r 5E Ki

21~x!dx, ~53!

thenSi1(x) andSi2(x) can be found from Eqs.~12! and~13!.
Thus, the solutions derived in the last section can be used for
free-vibration analysis of multistep nonuniform beams.

The relation between the parametersXi1 ~shear displace-
ment! andQi1 ~shear force! at the endxi1 and the parameters
Xi0 , Qi0 at the endxi0 of the i th step~Fig. 2! can be ex-
pressed as

F Xi1

Qi1
G5@Ti #F Xi0

Qi0
G , ~54!

in which

@Ti #5F Si1~Xi1! Si2~Xi1!

Ki1Si18 ~Xi1! Ki1Si28 ~Xi1!
G

3F Si1~Xi0! Si2~Xi0!

Ki0Si28 ~Xi0! Ki0Si28 ~Xi0!
G ~55!

Xi15Xi~xi1!, Xi05Xi~xi0!, Qi15Qi~xi1!, Qi05Qi~xi0!

Ki15Ki~xi1!, Ki05Ki~xi0!, Si18 ~xi1!5
dSi1~x!

dx U
x5xi1

,

@Ti # is called the transfer matrix because it transfers the pa-
rameters at the endxi0 to those at the endxi1 of the i th step.
Since

Xi05Xi 21,1, Qi05Qi 21,1, ~56!

Xi1 andQi1 can be written as

F Xi1

Qi1
G5@Ti #@Ti 21#¯@T1#F X10

Q10
G . ~57!

Settingi 5n obtains the relation between the parameters
at the top and those at the base of the beam as follows:

F Xn1

Qn1
G5@T#F X10

Q10
G , ~58!

in which

FIG. 2. A multistep shear beam.
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@T#5@Tn#@Tn21#¯@T1#. ~59!

@T# is a matrix of the second order

@T#5FT11 T12

T21 T22
G . ~60!

The elementTi j ( i , j 51,2) in Eq.~60! can be found accord-
ing to Eqs.~59! and ~55!.

The frequency equation can be obtained by use of Eq.
~58! and the boundary conditions, Eqs.~14! and ~15!, as
follows ~Fig. 2!:

T2250. ~61!

If there is a lumped mass,Mi , attached atxi1 of the i th step,
then the transfer matrix@Ti # should be replaced by@Tmi#.

@Tmi#5F 1 0

Miv
2 1G @Ti #. ~62!

Clearly, settingn51 in Eqs.~52!–~59! obtains the solutions
for free vibrations of a one-step beam.

IV. STIFFNESS AND MASS EXPRESSIONS

As mentioned above, the stiffness expression can be se-
lected as an arbitrary function and the mass distribution is
expressed as a functional relation with the distribution of
stiffness, and vice versa.

In general, the stiffness or the mass distribution of a
structure or a structural member, such as a beam, a column,
can be considered as one of the following functions:

~1! K~x!5aS 11b
x

H D g

. ~63!

If the sections atx50,H/2, H are considered as control sec-
tions, then

a5K~0!

b5FK~H !

K~0! G1/g

21 ~64!

g5
ln K~H/2!2 ln K~0!

lnS 11
b

2 D ,

whereK(0), K(H/2) andK(H) are the values of stiffness at
x50, H/2, andH, respectively.

In this case, ifp(r ) is given by Eq.~7!, then substituting
Eq. ~63! into Eq. ~4! yields

m̄~x!5
a

a S 11b
x

H D 2g

~11br !c, ~65!

in which

r 5
H

ab

1

12g S 11b
x

H D 2g11

, gÞ1

~66!

r 5
H

ab
lnS 11b

x

H D , g51.

If p(r ) is given in Eq.~32!, then

m̄~x!5
a

a S 11b
x

H D 2g

ebr. ~67!

The expression ofr is the same as that given in Eq.~66!.

~2! K21~x!5aeb~x/H !1g. ~68!

The values ofK21(x) at x50, H/2, andH are considered as
control ones; then

g5
K21~0!K21~H !2@K21~H/2!#2

K21~0!1K21~H !22K21 ~H/2!

a5K21~0!2g ~69!

b5 lnFK21~H !2g

a G .
If p(r ) is given in Eq.~7! or Eq. ~37!, then

m̄~x!5aaS eb~x/H !1
g

a D ~11br !c, ~70!

or

m̄~x!5aaebrS eb~x/H !1
g

a D , ~71!

in which

r 5
aH

b
eb~x/H !1gx.

~3! K21~x!5(
i 50

n

a i S x

H D i

. ~72!

If p(r ) is given in Eq.~7!, then

m̄~x!5aS 11b
r

H D c

(
i 50

n

a i S x

H D i

, ~73!

where

r 5
1

H (
i 50

n
a i

i 11
xi 11. ~74!

There are (n14) independent parameters,a i ( i 50,1,...,n)
anda, b, c, in the expressions ofK21(x) and m̄(x), which
can be determined by the values ofK21(x) and m̄(x) at
critical sections.

If p(r ) is given in Eq.~32!, then

m̄~x!5aebr(
i 50

n

a i S x

H D i

. ~75!

The expression ofr is the same as that given in Eq.~74!.
For a multistep shear beam~Fig. 2!, the above expres-

sions can be used for describing the distributions of mass and
shear stiffness of thei th step of the beam.

V. EFFECT OF TAPER ON NATURAL FREQUENCIES
OF NONUNIFORM BEAMS

In order to study the effect of taper on natural frequen-
cies of nonuniform beams, a special case is considered
herein, i.e., it is assumed that
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K~x!5KS 11b
x

l D
2

, m̄~x!5m̄S 11b
x

l D
2

. ~76!

According to Eq.~5!, one yields

r 52
l

bK S 11b
x

l D
21

, ~77!

p~r !5m̄K23b24l 4r 24. ~78!

Obviously, Eq.~78! is a special case of Eq.~42!, i.e., setting
c524, a50, b245m̄K23b24l 4; then, Eq. ~42! has the
same form as Eq.~78!.

The general solution of mode shape functions can be
expressed as

X5
1

11b
x

l

FC1 sinlS 11b
x

l D1C2 cosS 11b
x

l D G .
~79!

Using the boundary conditions, Eqs.~14! and ~15!, one
yields the frequency equation as

tanlb5l~11b!, ~80!

where

l5
m̄v2

kb2 .

The j th circular natural frequency,v j , can be expressed
as

v j5
l jb

l
AK

m̄
, j 51,2,3,... . ~81!

The first six eigenvalues,bl j ( j 51,2,3,4,5,6), are calcu-
lated and listed in Table I. It can be seen from the results
presented in Table I that the lowest natural frequency is af-
fected most by the taper. For higher modes, the natural fre-
quencies are close to and less than those of the corresponding
uniform beams (b50).

VI. NUMERICAL EXAMPLE 1

A tall frame building of 190-m height is located in Mos-
cow. The values of shear stiffness and mass per unit length of
this building, which were published by Korqingskee,1 are
listed in Table II.

The procedure for determining natural frequencies and
mode shapes of this building is as follows:

~1! Selection of expressions for describing the distributions
of shear stiffness and mass per unit length. According to
the values of shear stiffness at several sections listed in
Table II, we select that

K~x!5a1S11b
x

HDr

, H5190 m,

in which H is the total height of this building,a, b, g are
determined by Eq.~64! based on the values at the sec-
tions atx50, H/2, andH as follows:
a151.29931011, b520.662,g52.
The expression ofm̄(x) is

m̄~x!5K21~x!p~r!, p~r!5aebr, ~82!

in which the parameter,r, can be found by use of Eq.
~54! as

r52.209S 120.662
x

H D 21

31026. ~83!

Substituting Eq.~83! into Eq. ~82! leads to

m̄~x!5
a31028

1.299 S 120.662
x

H D 22

3e2.209b@120.662~x/H !#2131026
.

According to Eq.~69! and the values listed in Table II,
one obtains

TABLE III. The fundamental mode shape.

x/H 0 0.2 0.4 0.5 0.6 0.8 1.0

X1 Calculated
values

0 0.2365 0.5120 0.6465 0.7671 0.9417 1.0

X1 Measured
values

0 0.226 0.497 0.645 0.763 0.941 1.0

TABLE I. The first six eigenvalues~l jb! for b.0.

Mode
b 1 2 3 4 5 6

0 1.5708 4.7124 7.8540 10.9956 14.1372 17.2787
0.5 1.3241 4.6406 7.8117 10.9644 14.1120 17.2582
1 1.1653 4.6038 7.7893 10.9492 14.1010 17.2483
2 0.9014 4.5610 7.7670 10.9342 14.0890 17.2368
3 0.8475 4.5471 7.7562 10.9263 14.0832 17.2340
4 0.7676 4.5376 7.7468 10.9208 14.0796 17.2311
5 0.6940 4.5315 7.7463 10.9185 14.0770 17.2292
6 0.6576 4.5252 7.7436 10.9164 14.0754 17.2277
7 0.6055 4.5182 7.7413 10.9144 14.0742 17.2268
8 0.5712 4.5176 7.7392 10.9136 14.0734 17.2261
9 0.5427 4.5153 7.7391 10.9125 14.0724 17.2253

10 0.5210 4.5130 7.7390 10.9120 14.0720 17.2248

TABLE II. The values of shear stiffness and mass.

x/H 0 0.2 0.4 0.5 0.6 0.8 1.0

K(x/H)31011 1.299 0.974 0.698 0.579 0.470 0.283 0.148
~N! ~1.299!a ~0.978! ~0.702! ~0.579! ~0.472! ~0.287! ~0.148!
m̄(x/H)3105 10.430 9.421 7.895 6.864 5.620 2.806 0.761
~kg! ~10.430! ~9.536! ~7.997! ~6.950! ~5.728! ~3.006! ~0.761!

aThe values in parentheses are calculated ones.
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a51.560431015, b521.10693106.
The calculated values ofK(x) and m̄(x) are also listed
in Table II. It can be seen from Table II that the selected
expressions are suitable for describing the distributions
of shear stiffness and mass of this building.

~2! Determination of frequency equation. Because the ex-
pression ofp(r ) selected belongs to case 2 discussed
previously, the frequency equation is Eq.~38!. The pa-
rameters in Eq.~38! are determined as
r052.20931026, r H56.53731026. ~84!

Substituting Eq.~84! into Eq. ~38! yields the frequency
equation as
J0~0.2947a!Y1~0.0269a!5Y0~0.2947a!J1~0.0269a!.

~85!
Solving Eq.~85!, one obtains a set ofa i ( i 51,2,...); the
minimum value,a1 , is found asa158.29. Substituting
the value ofa1 into Eq. ~36! yields the fundamental
circular natural frequency and the corresponding natural
period as
c153.6699 rad s21, T151.7121 s.
Using the Ritz method and assuming that

X~x!5(
i 51

n

aiw i~x!, w i~x!5ebx/2H sin
~2i21!px

2H
, ~86!

one obtains
T151.7118 s, if n52.
The above result is almost the same as that obtained by
the proposed method. The fundamental natural period
experimentally measured by Korqingskee1 is
T151.70 s.
It is clear that the natural period calculated by the pro-
posed method is very close to the field-measured one,
suggesting that the proposed methods are appropriate for
engineering application and practice.

~3! Determination of mode shape. The mode shape can be

determined from Eq.~37!. As the one forC1 andC2 is
arbitrary, we setC151. According to the boundary con-
dition, Eq. ~14!, one obtains

C252
J0~aebr0/2!

Y0~aebr0/2!
. ~87!

Substitutinga into Eq. ~87! yields

C2520.0358.

The first mode shape can be expressed as

X15J0~8.29ebr/2!10.0358Y0~8.29ebr/2!. ~88!

The calculated values of the fundamental mode shape at sev-
eral sections and the measured data published by
Korqingskee1 are listed in Table III. It can be seen from
Table III that the calculated values of the fundamental mode
shape of this building are very close to the measured data. It
should be noted that the higher natural frequencies and cor-
responding mode shapes can also be obtained by using the
same procedure mentioned above.

VII. NUMERICAL EXAMPLE 2

An 8-story frame building of 24-m height is located in
Wuhan, China. Based on the field measurement,4 this build-
ing can be simplified as a cantilever shear beam for free-
vibration analysis. The values of shear stiffness and mass per
unit length of this building are determined and shown in
Fig. 3.

The procedure for determining the natural frequencies
and mode shapes of the two-step shear beam shown in Fig. 4
is as follows:

~1! Determination of special solutions for free vibration of
each step. Because the distributions of mass per unit
length and shear stiffness of each step are uniform, the
special solutions can be found from Eq.~28!, i.e.,

FIG. 3. The stiffness distribution.

FIG. 4. The distributions of mass and stiffness.~a! Mass;~b! Stiffness.

TABLE IV. The fundamental mode shape.

x/H 0 0.125 0.25 0.375 0.50 0.625 0.75 0.875 1.0

X1 Calculated
values

0 0.1854 0.3621 0.5257 0.6871 0.7576 0.9134 0.9798 1.0

X1 Measured
values

0 0.187 0.365 0.526 0.689 0.750 0.910 0.975 1.0
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S11~x!5sin~64.89vx!, S12~x!5cos~64.89vx!,

S21~x!5sin~60.19vx!, S22~x!5cos~60.19vx!.
~2! Evaluation of natural frequencies. Using Eq.~54! and the

boundary condition described in Eq.~14! leads to

FX11

Q11
G5@T1#F 0

Q10
G , ~89!

FX21

Q21
G5@T2#@T1#F 0

Q10
G ~90!

in which @Ti # is given in Eq.~55!, and

x1050, x115x20512, x21524.

Substitutingx10, x11, x20, x21, andS11, S12, S21, S22

into Eq. ~55!, one obtains

@T1#5F sin 778.68v cos 778.68v

5.08531012cos 778.68v 25.08531012sin 778.68vGF 0 1

2.1413108 0G21

,

@T2#5F sin 1444.56v cos 1444.56v

5.66331012cos 1444.56v 25.66331012sin 1444.56v G
3F sin 722.28v cos 722.28v

2.83131012cos 722.28v 22.83131012sin 722.28vG21

.

The frequency equation is Eq.~61!; solving Eq.~61!, one
obtains a set ofv j ( j 51,2,...); the minimum value,v1 ,
is found as
v1511.0941 rad/s.21

The fundamental natural period is
T150.5664 s.
The field-measured one4 is
T150561 s.
It is shown that the calculated fundamental natural pe-
riod is very close to the field-measured one.

~3! Determination of mode shape. The mode shapes of this
building can be determined based on the value ofv j ,
Eq. ~89!, and settingQ1051 ~or other values!. The fun-
damental mode shape is determined and listed in Table
IV. It can be seen from Table IV that the calculated
values of the fundamental mode shape of this building
are very close to field-measured ones.

VIII. NUMERICAL EXAMPLE 3

The objective of presenting this numerical example is to
compare the exact results obtained by the present method
with those determined by the finite-element method~FEM!.

It is assumed that the stiffness and mass distributions of
a nonuniform beam are described by

K~x!5KS 110.5
x

l D
2

, m̄~x!5m̄S 110.5
x

l D
2

.

The nonuniform beam is divided into different elements for
conducting the numerical computation using the FEM. The
first six eigenvalues of the beam obtained by the present
exact method and the FEM are presented in Table V for
comparison purposes.

It can be seen from Table V that if the nonuniform beam
is divided into 40 elements for the numerical computation,
the results calculated by the FEM are almost the same as the
exact solutions presented in this paper.

IX. CONCLUSIONS

An efficient and exact method is presented herein to
determine the natural frequencies and mode shapes of non-
uniform shear beams. The function for describing the distri-
bution of mass is arbitrary, and the distribution of shear stiff-
ness is expressed as a functional relation with the mass
distribution, and vice versa. Using appropriate functional
transformation, the governing differential equations for free
vibration of nonuniform shear beams are reduced to Bessel’s
equations or ordinary differential equations with constant co-
efficients for several functional relations between shear stiff-
ness distribution and mass distribution. The exact solutions
are thus obtained. Since the relation between the mass distri-
bution and stiffness distribution is a functional expression, an
exact solution derived herein actually represents a class of
exact solutions for the title problem. Numerical examples
demonstrate that the calculated natural frequencies and mode
shapes of shear-type buildings are very close to the corre-
sponding full-scale measurements and those determined by
FEM and the Ritz method, illustrating that the proposed
methods are appropriate for engineering application and
practice.

TABLE V. The first six eigenvalues~l jb!.

Mode
Elements 1 2 3 4 5 6

Exact
values

1.3241 4.6406 7.8117 10.9644 14.1120 17.2582

10
elements

1.3086 4.6098 7.6612 10.7836 13.8861 16.0792

15
elements

1.3208 4.6301 7.7964 10.8102 14.0928 17.1832

20
elements

1.3227 4.6387 7.8001 10.9278 14.1101 17.2476

30
elements

1.3240 4.6404 7.8115 10.9642 14.1116 17.2581

40
elements

1.3241 4.6406 7.8117 10.9643 14.1119 17.2581
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Four impulse noise auditory injury criteria adopted by NATO countries, namely, the
MIL-STD-1474D ~USA!, Pfander~Germany!, Smoorenburg~Netherlands!, andLAeq8 ~France!, are
evaluated against human volunteer data. Data from subjects wearing single-hearing protection
exposed to increasing blast overpressure effects were obtained from tests sponsored by the US Army
Medical Research and Material Command. Using logistic regression, the four criteria were each
correlated with the test data. The analysis shows that all four criteria are overly conservative by
9.6–21.2 dB for the subjects as tested. The MIL-STD-1474D for single-hearing protection is 9.6 dB
lower than the observed injury threshold for 95% protection with 95% confidence for this particular
group of subjects as tested. Similar conclusions can be drawn for the other three criteria. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1391243#

PACS numbers: 43.50.Qp, 43.50.Pn@MRS#

LIST OF SYMBOLS

Ĉ Hosmer–Lemeshow goodness-of-fit statistic
for logistic regression

g Logit function
g6 Confidence interval in logit space
L Effective exposure level
LAeq8 Eight hour equivalent A-weighted sound-

exposure level
LM Effective exposure level for MIL-STD-1474D
LP Effective exposure level for Pfander criterion
Lpk Peak sound-pressure level
LS Effective exposure level for Smoorenburg cri-

terion
mo Observed number of failures in a test group
mp Presumed failures in a test group
n Sample size of a test group

nk Number of data points in a data group
ok Total number of failures in a data group
Pmax Peak pressure of the free-field incident wave
Pref Reference value of 20mPa
TB B duration
TC C duration
TD D duration
b Parameter coefficients for the logistic fit

b̂ Predicted values ofb
F(zx) Accumulative standardized normal distribu-

tion function
s0 ,s1 ,s01 Standard errors and covariance
p Probability of failure
pk Average predicted failure rate in thekth data

group
p̂ Predicted failure rate

I. INTRODUCTION

Evaluation of impulse noise criteria is becoming more
critical as new weapons tend to exceed exposure levels for
single-hearing protection set forth by auditory damage risk
criteria ~DRC!, such as the MIL-STD-1474D in the USA
~1991!. Previous man-rating studies have consistently shown
that auditory injury does not occur at these levels~Patterson
et al., 1985, 1987!. Consequently, there is a general belief
that the current standards underpredict the threshold at which
injury occurs. Occupational standards for field application
still use free-field pressure because there is still no validated
standard method to correlate pressure measured under the
protector with observed injury. Previous effort to evaluate
the current standards using human data with adequate statis-
tics has been limited.

The objective of this paper is to evaluate four impulse
noise auditory injury criteria used by NATO countries

against data obtained from human volunteers wearing single-
hearing protection. The four criteria evaluated are the MIL-
STD-1474D in the USA, Pfander in Germany~Pfanderet al.,
1980, 1994; Brinkman, 1994!, Smoorenburg in The Nether-
lands ~Smoorenburg, 1982, 1992!, and LAeq8 in France
~Dancer, 1995!. Two data sets from human volunteer tests
sponsored by the US Army Medical Research and Material
Command~USAMRMC! ~Johnson, 1994, 1997; and Patter-
son et al., 1994! were used. The data cover free-field and
bunker tests with modified earmuffs. The results will guide
future revision of impulse noise DRCs.

II. METHOD

A. Criteria definition

Each injury criterion defines its effective exposure level
that is to be kept within a limit, as shown in Table I. Nor-
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malized to dB, each effective exposure level is calculated
from waveform parameters, such as the peak incident pres-
sure and some form of duration. Peak sound-pressure level
~SPL! is defined as

Lpk510 log~Pmax/Pref!
2, ~1!

wherePmax is the peak incident pressure andPref is the ref-
erence value of 20mPa. Figure 1 shows the definition of the
four waveform durations commonly used to characterize
blast overpressures, namely, theA-duration TA , the
B-durationTB , the C-durationTC , and theD-durationTD .
While TA only captures the primary positive phase,TC , TB ,
and TD provide some measures for complex waveforms. If
the same shot is repeatedN times, some form of trading rule
is used. Figure 2 presents the three peak-based criteria, MIL-
STD-1474D, Pfander, and Smoorenburg as the variation of
Lpk with the corresponding duration forN51.

The MIL-STD-1474D calculates its effective exposure
level LM using the peak sound-pressure levelLpk and TB ,
with a 5 logN trading rule~Table I!. For single-hearing pro-
tection, the limit for MIL-STD-1474D isLM<177 dB~Table
I!. As shown in Fig. 2 for MIL-STD, the decrease ofLpk with
TB levels off to a constant whenTB exceeds 200 ms. To
model this behavior, MIL-STD normalizesTB by 200 ms and
setsTB to 200 ms when it exceeds 200 ms~Table I!. The
MIL-STD-1474D does not distinguish between different
types of protectors.

Pfander calculates the effective exposure levelLP using
Lpk andTC with 10 logN trading whereTC is normalized by
1 ms ~Table I!. The Pfander~German! criterion was first
presented in Pfanderet al. ~1980!, and later modified by
5-dB reduction of the limit while retaining the same func-
tional form of the exposure level definition~Brinkmann,
1994; Pfander, 1994!. To account for a single-hearing protec-
tor, the limit onLP is raised by an average attenuation, AttM ,

in the frequency range from 500 to 2000 Hz~Brinkmann,
1994!. The data being analyzed were taken using modified
earmuffs with an average attenuation AttM of 15 dB
~Johnson, 1994!. Consequently, the Pfander limit is raised by
15 dB to LP<175 dB ~Table I!. The Pfander criterion with
15-dB single-hearing protection is shown in Fig. 2.

Similarly, Smoorenburg usesLpk andTD with a 10 logN
trading to calculate its effective exposure levelLS with TD

normalized by 1 ms. For the selected data with single-
hearing protection, 15 dB is added to raise the Smoorenburg
limit to LS<181.2 dB, following the use of an averaged at-
tenuation as for the Pfander criterion explained above~Table
I! ~Pfander et al., 1980, 1994; Smoorenburg, 1982!. The
Smoorenburg criterion with 15-dB single-hearing protection
is shown in Fig. 2.

TheB durations were calculated according to the proce-
dure described in MIL-STD-1474D~1991!. The same proce-
dure was used to calculateD duration by imposing the 10-dB
drop from the peak instead of 20 dB@Figs. 1~b! and~d!#. The
C-duration was calculated in a straightforward way, as
shown in Fig. 1~c!.

Using the A-weighted energy concept,LAeq8 was pro-
posed by the French Committee for Weapon Noises~FCWN!
with a limit of 85 dB for unprotected ears. The effective
exposure level forLAeq8 is the 8-h equivalent A-weighted
sound exposure level~Table I!. Sound exposure level is the
integral of pressure squared over the entire pulse normalized
by 1 s. If a shot is repeatedN times, the sound exposure level
of a single shot is multiplied byN, which is equivalent to
using 10 logN equal energy trading. If an exposure involves
pulses that are different,LAeq8 will sum up the energies from
all individual pulses. To account for single-hearing protec-

FIG. 1. Definition of impulse noise duration~Smoorenburg, 1992!.
FIG. 2. Peak-based auditory criteria with single-hearing protection and
N51. ~1.5 dB added to Pfander and Smoorenburg for modified muff.!

TABLE I. Criteria definition.

Criteria Effective exposure level~dB! Limit ~dB!

MIL-STD-1474D ~1991! LM5Lpk16.64 log(TB/200)15 logN LM<177
Pfander~1980, 1994! LP5Lpk110 logTC110 logN LP<175a

Smoorenburg~1982! LS5Lpk110 logTD110 logN LS<181.2a

LAeq8 (1995) LAeq8 LAeq8<100a

aWith 15-dB attenuation assumed for modified earmuff.

1968 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Chan et al.: Impulse noise criteria



tion for the selected data, an assumed theoretical attenuation
of 15 dB is added to raise the limit toLAeq8<100 dB follow-
ing the procedure previously used by Dancer~Dancer, 1995!
for using free-field data~Table I!.

It appears thatLAeq8 should be evaluated by calculating
the attenuated A-weighted energy using the insertion loss
data taken with an artificial test fixture~ATF! with the pro-
tectors as suggested by Dancer~1995, 1998!, but this method
could not be used for the present work because no insertion
loss data were taken for the protectors used at the actual test
conditions. Although real-ear-at-threshold~REAT! data were
available, the use of such data is not suitable for high-
intensity impulse conditions, as Dancer concluded that arti-
ficial test fixtures should be used to measure the attenuation
effects of the protectors at the actual exposure conditions
~Dancer, 1998, 1992!. It has not been validated that the use
of REAT is equivalent to ATF data for theLAeq8 criterion. We
still consider the use of insertion loss data as ongoing re-
search where the procedure, instrumentation requirements,
and the threshold are not yet standardized. The limited work
presented by Danceret al. ~1995, 1998! was based on small
sample sizes with the number of subjects ranging from only
8–24. Therefore, we chose to evaluateLAeq8 using the free-
field pressure with a theoretical global attenuation factor as
previously done by Dancer~1995!, and the results will be
interpreted accordingly. Such an evaluation is qualitative but
it is valuable to compare theLAeq8 method with the other
three peak-based criteria using the human data.

B. Human volunteer data

Two human volunteer data sets were used for the present
work, and they were obtained from volunteers wearing modi-
fied earmuffs in free-field and bunker conditions~Johnson,
1994, 1997!. The data can be considered to represent impulse
noise due to large-caliber weapons with high intensity and
low frequency. TheB-duration for the blast overpressure
~BOP! free-field tests is approximately from 10–22 ms,
while that for the Bunker tests reaches 400 ms due to con-
fined reflections. The selected data sets and the tests are de-
scribed briefly as follows, where the details of the experi-
ments can be found in the cited references.

1. BOP free-field tests

To obtain systematic data for criteria evaluation, the US
Army Medical Research and Materiel Command sponsored a
test program from 1990–1997 at the Albuquerque blast over-
pressure~BOP! site ~Johnson, 1994!. Human volunteers
wearing single-hearing protection were tested. For free-field
data, we selected the series of tests with subjects wearing the
US Army RACAL muffs modified by inserting plastic tubes
into the seals to introduce leaks to simulate poor fitting.
Compared to the unmodified muffs, the REAT for the modi-
fied muff was reduced by about 10 dB across all frequency
~Johnson, 1994!.

The free-field tests were conducted at three distances, 1,
3, and 5 m, each with seven intensity levels, withLpk in-
creasing by about 3 dB per level, corresponding to a dou-
bling of Pmax

2 @Eq. ~1!#. The typical waveforms at the three
distances resulted inA-durations of about 0.8, 1.5, and 2.8

ms, respectively~Fig. 3!. The range ofLpk is 174–196 dB.
Using the MIL-STD-1474D, doublingN results in a 1.5-dB
increase in the effective exposure levelLM ~Table I!. The
exposure levels were all above the unprotected auditory
threshold ofLpk5140 dB. The right ear was the test ear fac-
ing normal to the charge. A small subset of tests was con-
ducted using the unmodified muff at 5 m that resulted in no
injury, but these data were excluded, since the modified muff
represents a more realistic situation that will yield more con-
servative results.

For each distance, the subjects were exposed in a
walk-up procedure with stepwise increase in the effective
exposure level. Three separate groups of subjects were se-
lected for the three distances, respectively, each with an ini-
tial group sizen ranging from 59–68. Table II presents the
test matrices and the derived data used for the present analy-
sis. As shown, each box in a matrix refers to a test for a
specified distance, peak sound-pressure level, and number of
shots ~Table II!. For each distance, starting with six shots
(N56), the subjects were first exposed to increasingLpk

levels, from 1–7, followed by stepwise increase ofN to 100
shots at level 6~Table II!. Tests were also conducted for level
5 at 100 shots at 1 and 3 m. For these two distances, the
subjects passing the tests at level 6 at 50 shots were sepa-
rated into two groups for the 100 shot tests at levels 5 and 6,
respectively~Table IIa, b!. A subject was tested no more than
once a day. A small number of subjects dropped out at higher
levels andN shots due to auditory failures or subjects’ choice
~Table II!. A total of 192 male subjects participated, with

FIG. 3. Typical waveforms from free-field tests~level 7!.
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over 2000 subject-test exposures. Each subject carried a
pass/fail condition for each test condition.

Failure threshold was taken as a temporary threshold
shift (TTS)>25 dB at any frequency, which was measured 2
min after the test (TTS2). A conditional failure was defined
as TTS>15 dB but was not a failure. However, when a sub-
ject experienced a failure or a conditional failure at a certain
Lpk level andN shots, he would be presumed to fail at all
higher Lpk levels and higherN exposures without actually
being exposed~Table II!. Likewise, according to the original
test design, a pass at a certain test condition presumed passes
at all lowerLpk levels andN. For the present work, presumed
failures were included for regression analysis, but presumed
passes were excluded. This approach is considered conserva-
tive. Therefore, for each test in the test matrix~Table II!, the
total number of failures is the sum of observed and presumed
failures (mo1mp). The total number of subjects in each test,
n, is the sum of subjects actually tested plus presumed fail-
ures ~Table II!. Hence, the failure ratep for each test is
(mo1mp)/n.

As shown in Table IIa–c, we only consider the data from
the test boxes where the group of subjects walked up to-

gether for each distance, representing a complete test se-
quence. A small subset of tests was conducted at the empty
boxes below level 6 withN.6 for a small number of se-
lected subjects with prior failures or conditional failures.
Since these tests were biased, the data were not included in
our analysis~Table II!. The outcomes of these tests primarily
confirm the validity of the presumed failures for these sub-
jects at level 6 and 5 forN.6 ~Table II!.

2. BOP bunker tests

The second data set was also from the BOP human vol-
unteer tests using the modified muff performed inside a bun-
ker to study the effects of complex waves~Johnson, 1997!.
As shown in the test matrix in Table III, the test was de-
signed to have seven intensity levels similar to the free-field
tests. Beginning with one shot, the subjects were first ex-
posed with increasingLpk up to level 7~Table III!. At level 6,
N was then increased to 2 and 3, respectively. Failure was
defined in the same way as the free-field tests above. How-
ever, the Bunker tests resulted in no auditory failures~Table
III !.

TABLE II. Free-field walk-up test matrix and results.
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C. Statistical analysis

The data were analyzed by logistic regression~Hosmer
and Lemeshow, 1989!. Since the data were longitudinal, the
population-averaged model with exchangeable autocorrela-
tion was also used~Zeger and Liang, 1986; Hosmer, 1999!.
The data were treated as longitudinal since the subjects
‘‘walked’’ through a test series from low to high exposure
levels with repeated testing. Hence, the subject responses
were not independent between tests. The autocorrelation re-
lationship of a subject’s outcomes between different expo-
sure levels was modeled as a constant exchangeable coeffi-
cient in the correlation matrix. The statistical computation
was carried out using theSTATA software~STATA, 1999!.

We define the logitg as a function of the probability of
failure, p

g5 ln@p/~12p!#, ~2!

and we modelg as a linear function in the logit space

g5b01b1L, ~3!

whereL is the effective exposure level for each criterion~LM

andLP , etc. in Table I!, andb0 andb1 are the model coef-

ficients. The covariant variableL is assumed to be continu-
ous. For the regression analysis, the values ofL were calcu-
lated from the measured waveform parameters. From the
regression calculations using the data, we will only obtain
the estimated valuesb̂0 and b̂1 for the coefficientsb0 and
b1 in Eq. ~3!. If g is known,p is calculated as

p5
eg

11eg . ~4!

The regressions were assessed by calculating the
Hosmer–Lemeshow goodness-of-fit statisticĈ. To accom-
plish this, the data are divided into ten groups each with
approximately equal number of subjects sorted by increasing
predicted failure rate. The Hosmer–Lemeshow~H–L! statis-
tic Ĉ is

Ĉ5 (
k51

10
~ok2nkp̄k!

2

nkp̄k~12p̄k!
, ~5!

whereok is the total number of failures in each group (mo

1mp), nk is the number of data points in thekth group, and
the corresponding average predicted failure rate is

TABLE II. ~Continued.!
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pk5
1

nk
(
j 51

nk

p̂ j , ~6!

with p̂ j obtained by using the fitted logit valueĝ j5b̂0

1b̂1L j in Eq. ~4!. The goodness of fit can be judged by the
p value,P@x2>Ĉ#, according to the chi-square distribution
with 8 degrees of freedom.

The confidence interval~CI! for the fitted model was
calculated based on the assumption of normal distribution of
the error of the regression, since we had quite a large number
of data points from two data sets. Thus, the (12a)100%
confidence interval estimate ofg can be written as a function
of L as

ĝ65b̂01b̂1L6z12a/2s, ~7!

with

s25s0
212s01L1s1

2L2, ~8!

wherezx satisfies the accumulative standardized normal dis-
tribution functionF(zx)5x.

The standard errorss0 , s1 , and the covariances01 for
b0 andb1 , respectively, are calculated by a robust formula

according to Huber and Royall~Huber, 1967; Royall, 1986;
Hosmer, 1999!, which relaxes the assumption of binomial
error structure. The confidence interval for the probability of
injury, p, is obtained by using Eq.~4!

p̂65
eĝ6

~11eĝ6!
. ~9!

Let L@100(12a),100(12a)# denote the threshold ofL for
100(12a)% of protection with 100(12a)% of confidence.
Then,L@100(12a),100(12a)# can be obtained by solving
Eq. ~9! with p̂15a.

III. RESULTS

The logistic regression correlation results are summa-
rized in Table IV, which compares the current criteria limits
to the corresponding calculated thresholds for 95% protec-
tion with a 95%-confidence interval,L(95,95). If we begin
with the free-field data set, Table IV shows a slight increase
of 1.3–2.5 dB for theL(95,95) values when the bunker data
are included, which is labeled as all-data analysis. The last
column in Table IV shows that satisfactoryp values were
obtained from the Hosmer–Lemeshow~H–L! goodness-of-
fit test for the all-data results. The best-fit model regression
results are indicated in the last row in Table IV.

TABLE II. ~Continued.!
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Logistic regression results based on all data indicate that
the four NATO criteria are overly conservative by 9.6–21.2
dB for the subjects as tested~Table IV!. The MIL-STD-
1474D limit of 177 dB underpredicts the observedL(95,95)
injury threshold of 186.6 dB by 9.6 dB. Pfander and
Smoorenburg underpredict theirL(95,95) thresholds by 19.9
and 21.2 dB, respectively~Table IV!. Likewise, the energy-
basedLAeq8 criterion underpredicts the observedL(95,95)
threshold of 114.7 dB by 14.3 dB~Table IV!.

For visual verification, Figs. 4–7 present the data com-
parison with the all-data correlations and the 95% CI for the
four NATO criteria, where 5% failure is equivalent to 95%

protection and theL(95,95) values are taken from the upper
bound of the CI. As shown, each plotted data symbol repre-
sents one actual test, and the legend indicates the range of the
corresponding sample sizes~n!. For the MIL-STD, as shown
in Fig. 4, the farthest data point from the correlation is the
1-m mortar test at level 5 with 100 shots withn524, result-
ing in the highest injury rate of 46%~see Table IIa!. This
data point also shows considerable deviation from the other
three criteria correlations~Figs. 5–7!.

Figure 8 shows the data comparison with the best-fit
model where the coefficients forTB andN trading were ob-
tained from the regression calculation, instead of just using
those defined by MIL-STD~Table IV!. That is, these coeffi-
cients were freed up to be determined by the actual logistic
regression of the data. Furthermore,TC andTD were initially
included for the regression fitting but eventually eliminated
by the tests of statistical significance. Compared to Figs.
4–7, the data are much closer to the best-fit correlation, as
shown in Fig. 8, with no apparent ‘‘outliers.’’ Consequently,
it is not surprising that the best-fit model also results in the
bestp value ~0.971! for the Hosmer–Lemeshow test~Table
IV !. The best-fit model results in theL(95,95) threshold of
200.0 dB, but this should not be compared with the current
MIL-STD threshold of 177 dB, because the best-fit model

TABLE III. Bunker walk-up test matrix and results.

TABLE IV. Logistic regression results.

Criteria

Current
limit
~DB!

L(95,95) dB

H–L test
p-value

~all data!Free field

Free field
and bunker
~all data!

MIL-STD-1474D 177 185.3 186.6 0.255
Pfander 175 192.7 194.9 0.276
Smoorenburg 181.2 199.9 202.4 0.165
LAeq8 100 112.7 114.3 0.247
Best-fit model
Lpk210.9 log(TB/200)
13.44 logN ~all data!

N/A 200.0 200.0 0.929

FIG. 4. Data comparison with MIL-STD-1474D correlation.

FIG. 5. Data comparison with Pfander correlation.
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has changed the MIL-STD definition of effective exposure
level ~Table IV!. The best-fit model has a negative coefficient
~210.93! for theB duration, which is counter to the positive
coefficient specified by MIL-STD~Table IV!. Furthermore,
the best-fit model indicates a 3.44 logN trading, instead of
5 logN for MIL-STD and 10 logN for the other three criteria
~Table IV!.

The conservatism of including the presumed failure data
was confirmed by a sensitivity study where the presumed
failures were excluded. The logistic regression results with-
out presumed failures are shown in Table V. Comparison
between Tables IV and V indicates that theL(95,95) values
for the four criteria and the best-fit model without presumed
failures are much higher than with presumed failures. For
example, theL(95,95) threshold for MIL-STD will be raised
by another 6.9 dB to 193.5 dB, which is 16.5 dB higher than
the present limit~Table V!. Therefore, the test data should be
analyzed with presumed failures included~Table IV!.

IV. DISCUSSION

The objective of the present work is to evaluate the four
given NATO criteria for impulse noise against the data from
human exposure tests. The thresholds for the criteria and the
confidence intervals were determined using established sta-
tistical methods. In addition, a ‘‘best-fit’’ criterion using
peak,TB , andN was fitted to yield aL(95,95) threshold that
also resulted in the best goodness of fit~Table IV!.

The assumption that hearing protection reduces the glo-
bal effective levels by a constant 15 dB may not be adequate.
For the peak-based criteria, this attenuation factor can
change depending on the type of protectors~Pfander, 1980;
Brinkmann, 1994!. However, the use of a 15-dB attenuation
factor does not affect the evaluation of the functional form of
the peak-based criteria. The use of a global attenuation factor
for LAeq8 is a simplified approach due to the lack of insertion
loss data. Nevertheless, theL(95,95) values for all four cri-
teria were successfully calculated from the statistical data
correlation for the subjects as tested, and they were all found
to be significantly higher than the current criteria limits.

Other research has indicated hearing protectors are sen-
sitive to both intensity levels as well as spectral effects
~Danceret al., 1992!. REAT data are inadequate for evaluat-
ing attenuation effects at high intensity levels. Results from
some recent studies using the insertion loss measured with an
artificial test fixture have advanced some understanding, but
the studies were based on a small sample~Dancer et al.,
1995, 1998!. No injury standard has been established using

FIG. 6. Data comparison with Smoorenburg correlation.

FIG. 7. Data comparison withLAeq8 correlation.

FIG. 8. Data comparison with best-fit model.

TABLE V. Logistic regression results without presumed failures.

Criteria

Thresholds~dB!
H–L
test

p-value
Current

limit L(95,50) L(95,95)

MIL-STD-1474D 177 195.8 193.5 0.444
Pfander 175 210.1 206.6 0.591
Smoorenburg 181.2 216.2 213.1 0.358
LAeq8 100 126.6 124.1 0.960
Best-fit model
Lpk216.67 log(TB/200)13.08 logN

N/A 208.9 208.1 0.906
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pressures measured under the protector in a human ear. Con-
sequently, the undermuff pressures taken for some selected
tests cannot be compared against any standard. The work
presented here is consistent with the ongoing practice of us-
ing free-field pressure for field applications.

The change of theN-trading rule by the best-fit model
indicates that the study ofN trading by fixing the other pa-
rameter coefficients is of limited use and may lead to mis-
leading conclusions in the discussion of so-called ‘‘equal en-
ergy hypothesis.’’ The coefficients forN should be
optimized, together with the other parameter coefficients in
the way the best-fit model was determined in the present
work. The present best-fit model~Table IV! is still peak-and
duration based and has not been tested against other data
sets. Nevertheless, the negative coefficient forTB suggests
that longer pulses are less hazardous, which is contrary to all
peak-and duration-based criteria. This could also be due to
the fact that the pulses for the selected data sets cover only a
narrow range of durations with similar spectral behavior rep-
resenting low-frequency impulses. Spectral effects are prob-
ably difficult to be fully captured by peak-and duration-based
methods.

The data sets analyzed do not address the issues of vari-
able presentation rates for multiple shots or the effects of the
combination of different blast waves with different peak and
durations. Previous work on this issue has been limited
~Patterson, 1997!. It may appear that the energy-basedLAeq8

method may be more appropriate for these complex exposure
conditions. Animal data can help understand injury correla-
tions ~Hamerniket al., 1998!.

It is realized that the definition of injury is not uniform
between the four criteria, although the tests conducted in the
US generally take the injury threshold as TTS>25 dB at 2
min. Pfander uses recovery within 24 h as the indicator
~Pfanderet al., 1980!, and there are studies on the change of
TTS with time ~Dancer et al., 1991!. However, Pfander’s
data indicate recovery will complete within 24 h if TTS2 is
less than 25 dB~Pfanderet al., 1980!. Using the present
data, our study has evaluated all the criteria based on the
injury threshold of TTS2>25 dB.

In summary, for the occupational standard in the US, the
current MIL-STD-1474D for single-hearing protection was
found to be 9.6 dB below theL(95,95) threshold for ob-
served injury in the subject group as tested in the selected
conditions. Similar conclusions can be drawn for the other
three criteria. This result is consistent with the findings of
previous man-rating studies and helps quantify the amount of
conservatism in the standard~Pattersonet al., 1985, 1987!.
Since the sample size is still limited, the pressure waves
come from a limited class of blasts, and the test population
may have been better fitted with hearing protection than typi-
cal field conditions, there must be judgment exercised in ex-
tending the present results to different blast conditions.
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Regularization methods for near-field acoustical holography
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The reconstruction of the pressure and normal surface velocity provided by near-field acoustical
holography~NAH! from pressure measurements made near a vibrating structure is a linear, ill-posed
inverse problem due to the existence of strongly decaying, evanescentlike waves. Regularization
provides a technique of overcoming the ill-posedness and generates a solution to the linear problem
in an automated way. We present four robust methods for regularization; the standard Tikhonov
procedure along with a novel improved version, Landweber iteration, and the conjugate gradient
approach. Each of these approaches can be applied to all forms of interior or exterior NAH
problems; planar, cylindrical, spherical, and conformal. We also study two parameter selection
procedures, the Morozov discrepancy principle and the generalized cross validation, which are
crucial to any regularization theory. In particular, we concentrate here on planar and cylindrical
holography. These forms of NAH which rely on the discrete Fourier transform are important due to
their popularity and to their tremendous computational speed. In order to use regularization theory
for the separable geometry problems we reformulate the equations of planar, cylindrical, and
spherical NAH into an eigenvalue problem. The resulting eigenvalues and eigenvectors couple
easily to regularization theory, which can be incorporated into the NAH software with little sacrifice
in computational speed. The resulting complete automation of the NAH algorithm for both separable
and nonseparable geometries overcomes the last significant hurdle for NAH.
@DOI: 10.1121/1.1404381#

PACS numbers: 43.50.Yw, 43.20.Ye, 43.60.Pt@JGM#

I. INTRODUCTION

The theory of regularization for linear problems is a
heavily researched area and many books1 are available on the
subject. However, it is clear that there is no holy grail as to
the best regularization approach, and the success of any par-
ticular approach depends on the nature and the physics of the
problem which is being solved. NAH is distinguished by the
existence of evanescent waves which decay at various rates
from the surface of the vibrator. For planar geometries the
evanescent waves decay exponentially. For cylindrical and
spherical geometries the evanescent waves exhibit exponen-
tial and power law decays. These decays are the root of the
ill-posed nature of the inverse problem which turns these
exponentiallike decays into exponentiallike amplifications
reeking havoc due to noise contained in the measured data.

Some refereed publications are beginning to appear on
the application of regularization theories to NAH
problems,2–6 as well as many conference proceedings papers
over the past few years. One of the reviewers pointed out that
there is another excellent paper soon to appear.7 These papers
represent application of NAH to a very wide range of prob-
lems and there is no consensus on which regularization
methods are the best. There is little doubt that the search for
the best method, if there is one, will occupy researchers for
many years to come.

With regard to regularization approaches, one thing is
clear: eigenvalue decompositions such as the singular value
decomposition~SVD! of the system matrix play a crucial
role. Although it may be possible to apply regularization

without using an eigenvalue decomposition8 ~resulting in a
tremendous savings in computational time!, the eigenvalue
decomposition provides a very physical grasp to the problem
allowing for physical insight. Fortunately, it is not necessary
to do a SVD in separable geometries, since the theory of
NAH for these geometries can be rewritten as an eigenvalue
problem exposing mathematical expressions for the eigen-
values and orthonormal eigenvectors, as we will show in this
article. On the other hand, conformal~nonseparable surface
geometries! NAH relies on the singular value decomposition
~SVD! which must be done by software at a severe penalty in
computational speed.

Section II deals with the formulation of the exterior,
separable geometry NAH problem and casts it as a eigen-
value decomposition so that it can be treated in the same way
as the conformal exterior NAH and interior NAH problems,
both of which have been solved using the SVD. This formu-
lation brings both separable and nonseparable NAH prob-
lems under the same umbrella so that they all can be treated
with a single regularization approach.

In Sec. III we discuss three popular regularization
schemes and in Sec. IV apply them to some numerical data
generated to be representative of the evanescent wave nature
of the NAH problem. The reconstruction errors and recon-
struction filters are compared. These are compared with the
historical filter used in planar and cylindrical NAH, the ex-
ponential filter. The exponential filter provides the best~low-
est error! results and is used as a baseline for comparison of
the regularization procedures. For a parameter selection rou-
tine we use the popular Morozov discrepancy principle. This
requires a knowledge of the noise variance. Thus we presenta!Electronic mail: williams@genah.nrl.navy.mil
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a simple, accurate, and robust procedure to determine the
noise variance. The various procedures are cast in terms of
k-space, which provides a better physical understanding. In
Sec. V we present a modification of the standard Tikhonov
procedure which we show is more accurate and possibly the
best choice of all. Results of this new method are given in
Sec. VI. In this section we study another important parameter
selection method which does not require a knowledge of the
noise variance, the generalized cross validation~GCV!, and
compare it to the Morozov discrepancy principle.

II. MATHEMATICAL FORMULATION

Let ẇ be the normal velocity of a vibrating surfaceS8
andp be the hologram pressure on the measurement surface
S. The harmonic time dependencee2 ivt is suppressed
throughout this article. The following relationship exists be-
tween them:9

p5F21GNFẇ, ~1!

whereF represents a two-dimensional Fourier transform op-
erator. We callFẇ andFp the k-space representations~an-
gular spectra! of the velocity and pressure, respectively. The
components of Eq.~1! in planar coordinates (x,y,z) are

F[E E dx dy e2 ikxxe2 ikyy, ~2!

GN5
rck

Ak22kp
2

eiAk22kp
2d, where kp

25kx
21ky

2 ~3!

and

F21[S 1

2p D 2E E dkx dky eikxxeikyy, ~4!

whered is the positive distance between the two surfaces.
Thus

Fp[E E p~x,y,z!e2 ikxxe2 ikyy dx dy.

For a cylindrical coordinate system (r ,f,z) we have

F[
1

2p E E df dz e2 infe2 ikzz, ~5!

GN5
irck

kr

Hn~krr !

Hn8~krr 8!
, where kr[Ak22kz

2 ~6!

and

F21[
1

2p (
n
E dkz einfeikzz, ~7!

wherer and r 8 are the radii of the hologram~p! and recon-
struction (ẇ) surfaces, respectively. Equation~1! is very
general as long as we use a broad definition of the Fourier
transform operator. Thus in spherical coordinates (r ,u,f),
for an external problem, the components of Eq.~1! are

F[E dV Yn
m~u,f!* , ~8!

GN5 irc
hn~kr !

hn8~kr8!
, ~9!

and

F21[(
n

(
m

Yn
m~u,f!, ~10!

wherer andr 8 are the radii of the hologram and reconstruc-
tion surfaces, respectively. In this case the Fourier transform
operator is given by integration over a solid angle with the
orthonormal spherical harmonic as the kernel in the inte-
grand. One can think ofGN as the Neumann surface Green
function for the problem with source and field points on the
two defined surfaces, respectively.

The equations given above are exact. In the NAH recon-
struction process the infinite integrals are replaced with finite
integrals over the finite measurement and reconstruction ap-
ertures, which are generally chosen to extend past the vibra-
tor. Furthermore, all finite integrals are discretized and the
Fourier transform operators become matrix multiplications
~including weighting factors!, so thatF→F. Symbolically
we use the calligraphic letters~F! for operators and boldface
letters~F! for matrices in most cases. Each row of the matrix
spans the truncated two-dimensional coordinate space.

We need to cast Eqs.~1!–~10! as eigenvalue decompo-
sitions and expose the similarity to the singular value decom-
position. Recall that ifH is the system matrix, an eigenvalue
decomposition is given byHX5XL, where the eigenvectors
are columns ofX andL is a diagonal matrix of eigenvalues.
These eigenvalues may be complex. In contrast the SVD
does an eigenvalue decomposition of the Hermitian matrix
HHH ~the superscriptH signifies conjugate transpose! result-
ing in eigenvalues~called singular values! which are real and
positive.

After discretization Eq.~1! can be written in matrix form
with a column vector of pressure~covering the two-
dimensional aperture! pd ~pdPCM whereC is the space of all
complex numbers!, a column vector of normal velocityẇd

(ẇdPCM), and the diagonal Neumann matrixG (G
PCM3M):

pd5F21GFẇd , ~11!

where we use the subscriptd to indicate a discretized quan-
tity. Thus, for example, for a planar coordinate system the
spatial Fourier transforms would be carried out using a dis-
crete Fourier transform~DFT! so thatF is a full matrix built
from the defining DFT matrixD given for one coordinate
dimension by

Dkq5
1

An
e22p i ~k21!~q21!/n, k,q51,2,...,n,

and its inverseD215DH. It can be shown thatF has the
following important properties:

FHF5I M and F215FH. ~12!

It is important to realize thatG is a diagonal matrix due
to the fact that a singlek-space component ofẇ is related to
the samek-space component ofp via GN , as indicated in
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Eqs.~3! and~6!. That is,GN in Eq. ~1! relates a single com-
ponent ofFp to a single component ofFẇ in k-space.

Since the operations given byF21 andF are just matrix
multiplications we can define a spatial transfer function
HM3M which directly relates the pressure vector to the ve-
locity vector:

pd5Hẇd , ~13!

whereH embodies the DFT operations of Eq.~11!:

H[F21GF. ~14!

We can immediately recognize Eq.~14! as an eigenvalue
decomposition ofH, HX5XL, with eigenvaluesL5G and
orthonormal eigenfunctionsX5F215FH.

For example, for planar geometry with the discretization
of (kx ,ky)→(kxi ,ky j), Eq. ~3! is a diagonal matrix

G[diag@l11,l12,...,l i j ,...#,

where

l i j 5
rck

Ak22kpi j
2

eiAk22kpi j
2 d and kpi j

2 [kxi
2 1ky j

2 ~15!

and (i , j ) spans all thek-space components used in the dis-
cretization. Similarly, for cylindrical geometry the eigenval-
ues are

l jn5
irck

kr j

Hn~kr j r !

Hn8~kr j r 8!
, kr j [Ak22kz j

2 . ~16!

The eigenvalues in the separable geometries are generally
complex.

As regards the ordering of eigenvalues, it should be rec-
ognized that outside the radiation circle~defined bykp5k!
ul i j u decreases askp[Akx

21ky
2 increases. For the planar

case, this is clear from Eq.~3! since

uGNu5
rck

Akp
22k2

e2Akp
2

2k2d ~17!

is a monotonically decreasing function inkp outside the ra-
diation circle. For the cylindrical case it is also true, although
not as obvious, that outside the radiation circle the eigenval-
ues decay monotonically with helical wave number,kh

[Akz
21(n/a)2, wheren is the order of the circumferential

harmonic andr 85a is the reconstruction surface. Thus, as
with the planar case,uGNu in Eq. ~6! decreases with increas-
ing kh outside of the radiation circle, as long asr>r 8 ~back
propagation!. To demonstrate this fact Fig. 1 is a plot ofl jn

vs kh for cylindrical geometry for all values ofj, n in the
discretizedk-space, for a particular case used later in this
article. As can be seen outside of the radiation circle atk
50.647, the eigenvalues decrease monotonically with the he-
lical wave numberkh .

Now that the eigenvalues in Eqs.~1!–~10! have been
identified, we can turn to the application of standard regular-
ization techniques to invert Eqs.~11! and~13!. The approach
here is to use regularization theory based on the SVD and
apply it to planar, cylindrical, and spherical holography using

the correspondence demonstrated in Eq.~20!. Actual SVD
decompositions of the transfer functionH are never com-
puted sinceG andF are known already.

A. Relation to the SVD

Consider now the singular value decomposition~SVD!
of the transfer functionH in Eq. ~13!,

H5USVH, ~18!

whereU andV are left and right unitary~orthonormal! ma-
trices, respectively, andS is a diagonal matrix of real singu-
lar values. It is sufficient, but not necessary, to assume that
the number of reconstruction pointsN and the number of
measurement pointsM are equal.VH is the conjugate trans-
pose ofV. SinceU andV are unitary they satisfy the impor-
tant relations

UHU5I M and VHV5I M . ~19!

Comparison of Eqs.~18! and ~19! with Eqs. ~14! and ~12!
reveals the similarity. Thus we make the following associa-
tions;

VH⇔F, U⇔F21, S25GHG. ~20!

These associations are not equalities, however. That is, if one
pictures the modes provided byVH andUH from the SVD,
they are slightly different from the modes provided by the
DFT, the latter being just complex exponentials, as was dem-
onstrated in an earlier paper.10 Furthermore, the singular val-
ues ofS are all real and positive, whereas the eigenvalues
provided by the DFT are complex.

III. REGULARIZATION

The literature for regularization of linear equations, like
Eq. ~13!, is vast. Unfortunately, as we will find below, there
appears to be no holy grail with respect to the best regular-
ization technique, since the characteristics of the inversion
depend very much on the physics of the problem. Applica-
tions to NAH problems are just beginning to appear in the
literature which we illuminate later in this work.

We discuss and compare four regularization techniques;
standard and modified Tikhonov, Landweber iteration, and

FIG. 1. Relationship between eigenvalues and helical wave numberkh .
Four thousand values of (kz j ,n/a), covering a rectangular mesh ink-space,
are plotted. Outside the radiation circle~at k50.647, 6 kHz! ul jnu decreases.
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the conjugate gradient approach. These techniques basically
determine the shape of thek-space~low pass! filter used to
eliminate the small-wavelength evanescent waves which
blow up due to noise in the inversion process. However,
these techniques all contain an undetermined parameter, es-
sentially the break point of thek-space filter which must be
determined by a separate technique. Parameter selection
techniques break up into two categories; ones which depend
on a knowledge of the noise variance, and those which do
not. We concentrate on the most popular one, the discrepancy
principle of Morozov which requires an estimate of the noise
variance and we provide a rather simple and computationally
robust method to determine the noise from the data. We also
consider a second parameter selection technique called the
generalized cross validation~GCV! which does not require
knowledge of the noise variance. In Sec. V we will compare
the Morozov to the GCV applied to two different Tikhonov
minimization procedures.

Important to the understanding of regularization theory
is the study of the various eigenvalue~k-space! filters which
arise from these techniques. It will become clear that the
taper~slope! of the filter is determined by the procedure cho-
sen whereas the break point~inflection point! of the filter
depends on the parameter selection technique, in our case the
Morozov discrepancy principle or the GCV.

To simplify the notation we will drop thed ~discretiza-
tion! subscript in the equations that follow, as all quantities
are discrete in nature. To formulate the effects of noise in the
hologram datap, assume that spatially uncorrelated random
noisee with zero mean and standard deviations is present in
the measurement. We use a superscriptd to indicate a quan-
tity with noise. Thuspd is the pressure data with noise. We
rewrite Eq.~13! including noise as~E is expectation!

pd5Hẇd, pd5p1e, and Eip2pdi5sAM , ~21!

where from Eq.~13! we haveHM3M.

A. Tikhonov regularization

We begin by studying Tikhonov-based methods and later
discuss non-Tikhonov techniques such as Landweber itera-
tion. The standard Tikhonov method was applied to an inte-
rior NAH problem in 1996 by Kim and Ih4 and recently by
Nelson and Yoon.11 In the Tikhonov regularization method
we must minimize, with respect to aẇ for a fixed parameter
a, the general Tikhonov functionalJa given by

Ja~ẇd!5iHẇd2pdi21aiL ẇdi2, ~22!

where i•i represents the L2 norm. The second term in this
equation represents a penalty term. It is common to set the
matrix L5I M , in which case Eq.~22! is said to be in stan-
dard form.1 In this case the penalty term prevents the ampli-
tude of the reconstructed normal velocity from growing
without bound during the minimization procedure. Indeed,
when a50 the reconstruction which results from the mini-
mization is grossly in error. We will consider a different form
for L in Sec. V, which improves the results.

The solution,ẇa,d ~now depending ona!, for the mini-
mization of Eq.~22! is well known12,1 and is given by

ẇd5ẇa,d5Rapd, ~23!

whereRa is called the regularized inverse ofH and

Ra5~aLHL1HHH!21HH5~aI 1HHH!21HH

for a.0, ~24!

the second equality occurring whenL5I n , that is, when Eq.
~22! is in standard form.

1. Determination of a—The Morozov discrepancy
principle

At this point the value ofa in Eq. ~24! is still undeter-
mined. We discuss two methods for determininga. The first
is the discrepancy principle attributed to Morozov~MDP!
and the second is the generalized cross validation procedure
~GCV!. We postpone the discussion of the GCV to Sec. V,
however. The discrepancy principle provides a particularly
simple method of finding the regularization parametera
when the variance of the noises2 is known, whereas GCV
does not require a knowledge of the noise variance. The
MDP states that the solution of Eq.~22! must satisfy the
following discrepancy equation:

iHẇa,d2pdi5d, d5AMs. ~25!

One can view the first term in the L2 norm in the discrep-
ancy equation as the predicted value of the pressurepa,d

~now depending ona!:

pa,d[Hẇa,d5HRapd, ~26!

derived from the reconstructed velocity. Returning to Eq.
~25!, we vary a ~and thusRa! until the predicted pressure
differs from the measured pressure by just the noise, a result
we would expect, in view of Eq.~21!, when the predicted
pressurepa,d is identical to the exact~noiseless! field p.

At this point we insert the eigenvalue decomposition Eq.
~14! into the problem and study the resulting solutions. In
particular, we study the various eigenvalue~k-space! filters
which arise.

2. Using the eigenvalue decomposition in the
Tikhonov solution

Most applications of Tikhonov regularization cast the
solution in terms of an eigenvalue decomposition, usually the
SVD. This, of course, is critical to our problem since we
have already cast the planar and cylindrical NAH equations
into a eigenvalue form with the intent of applying regular-
ization tools to them. In what follows we will assume thatH
is square so thatM5N; although this is not a necessary
condition, it simplifies the notations. In an attempt to make
the SVD solution Eq.~18! and the eigenvalue solution Eq.
~14! appearsymbolicallythe same we define

Ū[FH5F21, ~27!

V̄H[F, ~28!

using bars over the matrices to distinguish them from those
in the SVD. We do this because the symbolsU andV are so
commonly used in the literature when dealing with the SVD.
Thus when applying results from the literature we are less
prone to making errors or confusing the reader already fa-
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miliar with regularization theories. Thus we rewrite Eq.~14!,
realizing that this doesnot represent an SVD, as

H[ŪGV̄H. ~29!

Using Eq.~29! in Eq. ~24! with L5I we find that

Ra5V̄ diagS l1*

a1ul1u2 ,...,
lM*

a1ulMu2D ŪH,

~30!
G5diag~l1 ,...,lM !,

where* indicates complex conjugate~we cannot assume the
eigenvalues are real!. The index of the eigenvalue represents
a pair of numbers, that is,l i j for planar geometry in Eq.~15!
andl jn for cylindrical geometry is Eq.~16!.

It is illuminating to consider thek-space filter that
Tikhonov regularization introduces to the unregularized
problem. To this end, consider the unregularized solutionR0 .
This is found by settinga50 in Eq. ~30!,

R05V̄ diagS 1

l1
,...,

1

lM
D ŪH.

We recognize this as the pseudo-inverse ofH and note that it
fails to produce an accurate solution in the face of noise in
the pressure. We define the filter factorFa ~a diagonal ma-
trix! as the multiplier which alters the inverted eigenvalues
whenaÞ0, rewriting Eq.~30! as

Ra5V̄Fa diagS 1

l1
,...,

1

lM
D ŪH,

where Fa5diagS ul1u2

a1ul1u2
,...,

ulMu2

a1ulMu2D . ~31!

When a!1 we see that the filter factor is unity, and when
a@ulqu2, q<M , the factor goes to zero. The ‘‘break point’’
of the filter ~whenFqq

a 5 1
2! occurs fora5ulqu2. Given that

as ulqu decreases@askp.k in Eq. ~17! increases# the spatial
frequency of the correspondingqth mode Uq increases,
where we writeŪ in terms of the column vectors,Uq ,

Ū5~U1 ,...,Uq ,...,UM !. ~32!

Then the filter eliminates the highest spatial frequencies in
the data, generally due mostly to random noise in the holo-
gram.

To visualizeFa we create a parametric plot. That is, we
plot ~the diagonal of! Fa vs kp[Akx

21ky
2 by rewriting Eq.

~15!:

l~kp!5
rck

iAkp
22k2

e2Akp
2

2k2d,

where we have dropped the index subscript and plot a con-
tinuum of values instead. The result for three values ofa
normalized to (rc)2 is shown in Fig. 2. The ‘‘break point’’ of
the filter @when Fa(kp)5 1

2# occurs for the value ofkp for
which a5ul(kp)u2. The dashed line in the figure is the ex-
ponential k-space filter,Fg,kc, presented later in Eq.~49!
with g50.15. This filter has been the filter of choice in NAH
reconstructions in the past.10 When compared with the
k-space filter we see that the shape of the Tikhonov filter is

very similar, differing mostly in the slope at the break point.
It turns out that the slope is a critical parameter in the quality
of the reconstruction, as we will see later in this article.

The left-most curve in Fig. 2 is interesting and points out
a flaw in the Tikhonov filter. We see thatFaÞ1 in the su-
personic part of thek-space spectrum~inside the radiation
circle, kp,k!. The plane waves associated with these com-
ponents propagate to the far field unattenuated. Thus the fil-
ter has the unacceptable effect of altering the far field which
is calculable from the velocity reconstruction. Fortunately,
the fix is trivial. Once the filter factor is computed, the ele-
ments forkp,k are all replaced with unity. Note that this
problem with the Tikhonov filter is only severe when
a/(rc)2 is close to unity.

Returning to Eq.~31! the productHRa becomes, using
Eq. ~29!,

HRa5Ū diagS ul1u2

a1ul1u2
,...,

ulMu2

a1ulMu2D ŪH5ŪFaŪH.

~33!

Using this result in Eq.~26! we find that

pa,d5ŪFaŪHpd. ~34!

Thus thek-space or Fourier componentsŪHpd of the mea-
sured pressure are filtered byFa resulting in a smoothed
versionpa,d of the measured pressure. The matrixŪFaŪH in
Eq. ~34! is sometimes referred to as theinfluence matrix.1

3. The SVD and the discrepancy principle

The discrepancy equation@Eq. ~25!# can be written as

ipa,d2pdi5sAM , ~35!

which looks like Eq.~21! if the smoothing effect ofFa in Eq.
~34! completely eliminates the noise in the measured pres-
sure, a result which would delight any signal processer. Thus
we see that the MDP is a very physical principle.

The discrepancy equation is robust computationally
since the left-hand side represents a monotonic function in
a.12 That is, whena50, thenFa5I M and Eq.~34! leads us
to the conclusion that the left-hand side of the discrepancy

FIG. 2. Plot of ul(kp)u2/(a1ul(kp)u2) versuskp with k515 and three
values ofa/(rc)25(0.5, 0.005, 0.00005), normalized torc. Note the ra-
diation circle is atkp515. To the left of this point the radiation is supersonic
with no decay away from the vibrator, and to the right the radiation is
evanescent with a corresponding exponential decay. The solid line is the
k-space exponential filter with cutoff atkc565 for comparison with the
middle dashed curve.
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equation is zero. Whena→`, thenFa50 and the left-hand
side is ipdi . Certainly, ipdi /AM.s unless the signal-to-
noise ratio~SNR! of the measured pressure is close to or less
than unity~an unacceptable measurement condition!. Given
these two bounds we are guaranteed that at some value ofa
the equality in the discrepancy equation will be satisfied,
yielding a robust determination ofa.

We now discuss a simple and robust procedure to deter-
mine the standard deviation of the noise.

4. Determination of variance of the hologram noise

As pointed out by Hansen,1 the expected value of the
Fourier coefficients of the noise is given by

E~ uUi
Heu!5s, i 51,...,N ~36!

@the column vectorUi was defined in Eq.~32!#, so that the
Fourier coefficients of the measured pressure will level off at

E~ uUq
Hpdu!'s for small ulqu, ~37!

since the Fourier coefficients are dominated byuUq
Heu for

small ulqu ~that is, for largekp!. This latter result is clear
from Eq. ~17! and Fig. 1, for cylindrical holography, which
indicates that the Fourier coefficients of the pressure (Fp
5GNFẇ) must exhibit the same decay asGN as long asFẇ
remains bounded. This bounding follows from the fact that,
since iẇi must be bounded, theniFẇi5iẇi ~Parseval’s
theorem! is also bounded.

As an example we consider the planar case. The region
covered by the wave numbers associated with the eigenval-
ues is shown in Fig. 3~only one quadrant shown for simplic-
ity! bounded by (kx max,ky max), the maximumk-space values
due to the spatial discretization and the DFT. The shaded
cornerV @that is,kp.max(kx max,ky max)# is used to compute
s using

iUq
Hpdi /AQ's, qPV, ~38!

where the norm is taken only over theQ eigenvalues which
lie in V. Of course it is assumed that the Fourier coefficients
of p have dropped off sufficiently into the noise inV so that
Eq. ~37! is valid. It is important to realize that this technique

is completely general and will work in any geometry, for
interior or exterior NAH problems. It was initially used suc-
cessfully in the interior of an aircraft fuselage in a conformal
NAH application using the SVD.13

5. Discrepancy principle in k-space

Returning to the discrepancy principle we seek to under-
stand it ink-space. Use Eq.~34! to rewrite Eq.~35! as

i~ŪFaŪH2I !pdi5sAM ,

which becomes ink-space~a bar over a vector represents the
quantity ink-space,p̄d[ŪHpd!

iF1
ap̄di5sAM , ~39!

where

F1
a[I 2Fa5diagS a

a1ul1u2 ,...,
a

a1ulMu2D . ~40!

We recognizep̄d as thek-space representation of the mea-
sured pressure. Thehigh-pass filter F1

a in Eq. ~40! goes to
unity for vanishing eigenvalue, and tends towards zero for
the largest eigenvalues, opposite to the filterFa. Equation
~39! is remarkably similar to the equation used to construct
the noise, Eq.~38!. In the latter case the passband compo-
nents are given in Eq.~38! by the set of modesUq contained
in the regionV, and the filter is a rectangular one, being zero
in the region excludingV. The utility of Eq. ~39! is that all
the computation is done ink-space and there is no need to
compute the reconstructed velocity.

B. Landweber iteration

This popular technique12 rewritesp5Hẇ as

ẇ5~ I 2bHHH!ẇ1bHHp,

whereb is a positive number to be determined. Note that the
right-hand side is exactlyẇ since the second and third terms
cancel~whenp is replaced byHẇ!. This iteration procedure
was studied recently for NAH problems by Kim and Ih.5 The
iteration procedure is set up by using the right-hand side to
compute the left-hand side starting with the first iteration
solution ofẇ050. Thus we have

ẇm5~ I 2bHHH!ẇm211bHHp, m51,2,... . ~41!

Using Eq.~14! to decomposeH the solution to Eq.~41! is

ẇm5Rmp

5V̄ diagS 12~12bul1u2!m

l1
,...,

12~12bulMu2!m

lM
D ŪHp,

~42!

from which, in analogy to Eq.~31!, we can derive the filter
factor Fm:

Rm5V̄Fm diagS 1

l1
,...,

1

lM
D ŪH,

Fm5diag„12~12bul1u2!m,...,12~12bulMu2!m
….
~43!

FIG. 3. One quadrant ofk-space showing the region in which the noise is
computed using Eq.~38!.

1981J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Earl G. Williams: NAH regularization



In order for convergence to occur we must chooseb
,1/ulmaxu2.

1. Discrepancy principle for Landweber iteration

The discrepancy equation, Eq.~25!, is easily written for
Landweber iteration. The filtered pressure similar to Eq.~26!
after m iterations is

pm,d[Hẇm,d5HRmpd,

and the discrepancy equation is

ipm,d2pdi5d. ~44!

Note that Eq.~33! is still valid:

HRm5ŪFmŪH, ~45!

so that the discrepancy principle can be written ink-space as

iŪ~Fm2I !ŪHpdi5d or iF1
mp̄di5d, ~46!

where

F1
m[I 2Fm5diag„~12bul1u2!m,...,~12bulMu2!m

….
~47!

As beforeF1
m acts as a high-pass filter going to unity for

small singular values, and approaching zero for large eigen-
values.

C. Conjugate gradient approach

The method used here is referred to as CGLS.1 The al-
gorithm consists of five statements, not reproduced here,
which are easily programmed. These statements were trans-
lated into k-space using Eq.~29!. Again the Morozov dis-
crepancy principle was applied to find a stopping point in the
iterations. Since no explicit form of the filter factorF is
available, it is determined from Eq.~34!, wherea represents
the iteration number, by comparison of the measured pres-
sure to the filtered hologram pressure resulting from the re-
constructed velocity.F remains diagonal in the CG approach.

IV. COMPARISON OF RESULTS

In our simulations it is important to generate a test prob-
lem which contains evanescent waves decaying away from
the vibrating surface. It is the evanescent waves which lead
to the ill-posed nature of the inverse NAH problem. To em-
phasize the generality of our approach we consider a cylin-
drical hologram geometry for the first study. In a later section
we will consider a planar example using a simply supported
plate mode below coincidence as the vibrator.

The numerical model consisted of four linear arrays
~equally spaced circumferentially! of 36 point sources lo-
cated slightly within/below~4.34 cm! the reconstruction cyl-
inder of radius 36.6 cm. Each array was 254 cm long and
was phased to be subsonic with phase speeds of2150, 300,
450, 2600 m/s in water withc51481 m/s. Thus adjacent
point sources are in acoustic short circuit and create radiating
fields which tend to decay evanescently. The normal velocity
was computed exactly on the reconstruction cylinder. The
hologram, computed easily from the radiation from the four
line arrays, was placed 1.3 cm from the reconstruction sur-
face. The lattice spacing was 1.6 cm and the hologram con-

sisted of 256 axial points and 60 circumferential points. Ran-
dom Gaussian noise was added to the hologram with
predetermined variance to simulate a measurement with a
15-dB signal-to-noise ratio at frequencies of 2–12 kHz in
2-kHz steps.

To clarify the accuracy of the regularization procedures
we plot the results as error versus the regularization param-
etera. Note thata can be related to the cutoff of thek-space
filter in the following way. Givena, determine the value of
ul jnu25a. This sets the break point (Fqq

a 5 1
2) of the filter

given in Eq. ~31!. The wave number~the abscissa! corre-
sponding to this cutoff is given bykc5Akz j

2 1(n/a)2. For
each value ofkc , scanning through the values of (j ,n), the
error Ea between the reconstructed velocity and the true ve-
locity ẇex is calculated using the formula

Ea5iẇex2ẇa,di /iẇexi . ~48!

The results of the comparison of the three regularization
procedures are shown in Fig. 4. The horizontal axis is the
radius of thek-space circle~the helical wave number! kc

5Akz
21(n/a)2, wherekz andn/a are the wave numbers in

the two orthogonal coordinate directions. The vertical axis is
the percent error between the reconstructed normal velocity
and the known solution.

The baseline for comparison is the NAH filter used in
both cylindrical and planar holography9 which we call the
exponential filter. This solution corresponds to curves
marked with a star. The taper of this filter follows an expo-
nential shape and the filter is defined by

Fg,kc5H 12 1
2 e2~12kp /kc!/g, 0,kp<kc ,

1
2 e~12kp /kc!/g, kp>kc ,

~49!

wherekc is the break point andg determines the slope at the
break point. Note that this filter is not determined through a
regularization procedure, and that the two unknown param-
eters,kc andg, are chosen by hand. With the proper selection
of these parameters we believe that this baseline solution
represents the best which can be achieved. Returning to Fig.
4 three conclusions are evident.~1! Tikhonov regularization
~diamond!, which represents the highest error curve at all six
frequencies, does not do as well as Landweber~LW! and CG,
~2! the LW ~box! and CG~triangle! solutions have similar
errors with the CG doing slightly better as the frequency
increases, and~3! the exponential filter always has the small-
est minimum error.

The results from the discrepancy principle used for the
parameter selection~k-space cutoff! are also displayed in
Fig. 4 by short vertical lines, one for each of the procedures.
These lines indicate the value ofkc ~and hencea or m!
chosen when the discrepancy principle is applied. As can be
seen, MDP fails to find the minimum in almost all of the
cases, and almost always finds a value which oversmooths
~smaller values ofkc! the solution. This oversmoothing is a
well-known fact.1 However, the discrepancy principle ap-
pears to locate closer to the minimum for the Tikhonov so-
lution than for the others, although this solution has the high-
est error.
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Although not shown, we found that when the SNR is
high, the LW, the CG, and the exponential filters all produce
about the same minimum error; however, the standard
Tikhonov still has a larger minimum error. To understand
these results we need to study the actual filters which are
generated in the minimization procedures.

A. Comparison of filter factors

It is very instructive to look at the tapers involved with
the variousk-space filters which arise from the four proce-
dures. Figure 5 compares the four filters plotting the filter
factor F againstkp for a SNR of 15 dB for the 2-kHz case.
The equations for the filter factors are given by Eq.~31! for
standard Tikhonov, Eq.~43! for Landweber, and Eq.~49! for
exponential. No equation exists for the conjugate gradient

filter. Note that the horizontal axis is wave number,kp @see
Eq. ~17!#, although the filters are defined in terms of eigen-
values not wave numbers. However, as was indicated in Fig.
1 and by Eq.~17! there is a one-to-one relationship between
them outside the radiation circle. Note that 1/kp is propor-
tional to the resolution of the reconstruction. The units ofkp

are radians per inch.
What is immediately apparent from Fig. 5 is that the

shape of the filter depends on the regularization procedure
used. Furthermore, there is a clear correlation between the
steepness of the filter and the errors shown in Fig. 4; the
lowest error solution~exponential! has the steepest filter
through the break point whereas the highest error solution
~Tikhonov! has the least steep filter. Thus we conclude that
the failure of the Tikhonov procedure is due to the broad
nature of the filter taper. The shapes of the CG and LW filters
are nearly the same except for the oscillation of the CG filter
to levels aboveF51. The overshoot of the CG filter is sur-
prising and undesirable.

1. Slope at the break point

Given that it is the slope of the filter at the break point
which seems to govern the best solution, it is useful to derive
some expressions for the slope for the various regularization
methods. The break point is defined as the value ofkp5kc

for which Fa5 1
2. For the exponential window defined in Eq.

~49! the slope at the break point is given by

FIG. 4. Comparison of percent errors
versus cutoff wave number (kc

5Akz
21(n/a)2) for three regulariza-

tion techniques given snr515 dB. The
key for the curves isL standard
Tikhonov, h Landweber,n conjugate
gradient,! exponential filter. The short
vertical lines indicate the cutoff deter-
mined by the Morozov discrepancy
principle.

FIG. 5. The filter shapes for the four cases with snr515 dB. The break
points of the filters are determined by the discrepancy principle, correspond-
ing to the vertical lines in Fig. 4 at 2 kHz. The baseline filter is the expo-
nential withg50.15.
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]Fg,kc

]kp
52

1

2kcg
, ~50!

which has a slope tending to infinity wheng→0.
For the other windows we need to have an expression

for the singular values. We assume a planar NAH case and
that kc@k so that

s'e2kpdk/kp .

Thus for Tikhonov we have

Fa~kp!5
1

11akp
2e2kpd/k2 ,

with a break point (kp5kc) given bya5(ke2kcd/kc)
2 and a

slope at the breakpoint

]Fa

]kp
52

11kcd

2kc
. ~51!

Furthermore, for Landweber iteration we find that

]Fm

]kp
52

m~21/m21!~11kcd!

kc
,

and asm→` we have

]Fm

]kp
→2

~11kcd!log~2!

kc
. ~52!

Two important facts emerge:~1! the slope of the Landweber
iteration reaches a finite limiting value and~2! the slope ex-
ceeds the Tikhonov slope by a multiplicative factor of
2 log~2!51.39, and thus is only slightly steeper at the break
point. This explains why the Landweber iteration provides a
better solution, although the slope is still not sharp enough to
give the minimum error solution.

For pressure to pressure reconstructions~s'e2kpd for
large kp! these slopes are even simpler given by2d/2 for
Tikhonov and by2d log(2) for Landweber. The same con-
clusions are drawn in this case as identified in the last para-
graph.

Although these conclusions are strictly true for the pla-
nar NAH case, we assume that similar results will be found
with respect to the sharpness of the various filters for any
reconstruction problem which involves evanescent or
strongly decaying fields.

V. AN IMPROVED TIKHONOV APPROACH AND GCV
PROCEDURE

We return to the Tikhonov problem, with the added in-
formation that its failure is due to the fact that the filter
produced is too broad. We will derive a physically based
modification of the penalty~cost! function in the Tikhonov
equation which will sharpen up this filter.

The penalty function provided by Tikhonov regulariza-
tion is given by the second term in Eq.~22!. In the foregoing
analysis we have chosen the standard form of the Tikhonov
functional, with L5I M . Considering the cost function in
k-space we use Parseval’s theorem and write

aiẇdi25aiV̄Hẇdi25ai w̄̇di2, ~53!

where we have defined thek-space velocity,w̄̇d[V̄Hẇd.
Thus we see that limiting the growth of the norm of the
reconstructed velocity, which forms the basis of the cost
function, is equivalent to limiting the growth of all the
k-space components of the surface velocity. However, it
would be much more logical to restrict only the growth of
the high wave number components~components with small
eigenvalues! and leave the lower wave number components
unaltered in the minimization. As we have seen it is the high
wave number components which blow up in the reconstruc-
tion and thus are filtered out by the low-pass filterFa defined
in Eq. ~31!. As a result we consider the choice ofL
5F1

aV̄H, whereF1
a is thehigh-pass k-space filter defined in

Eq. ~39! which resulted from the solution of Tikhonov’s
equation whenL5I M . Thus the functional@Eq. ~22!# which
we want to minimize is now given by

Ja
1~ẇd!5iHẇd2pdi21aiF1

aV̄Hẇdi2, ~54!

whereF1
a is given from the solution of

Ja~ẇd!5iHẇd2pdi21aiẇdi2.

The solution to Eq.~54! is obtained by substitutingF1
aV̄H for

L into the first equality of Eq.~24! @whereH5ŪGV̄H andG
was defined in Eq.~30!#, resulting in

Ra
15V̄~a~F1

a!21GHG!21GŪH, ~55!

yielding

HRa
15ŪFa,1ŪH

where

Fa,1[diagS¯ ul i u2

ul i u21a„a/~a1ul i u2!…2
¯ D . ~56!

Comparison with Eq.~31! indicates the change in the solu-
tion which results with the new cost function. The high-pass
filter, I 2Fa,1, which results@compare with Eq.~39!# is

F1
a,1[diagS¯ a

a1ul i u2
„~a1ul i u2!/a…2

¯ D . ~57!

Note that we could derive a whole set of new filters by just
continuing this procedure. That is, we could substitute the
new filter equation~57! for F1

a in the Tikhonov equation~54!
and easily derive a second-order filter,F1

a,2 . However, it is
questionable whether or not the solutions improve.

The discrepancy principle is given in Eq.~35!, where
pa,d is the smoothed pressure resulting from the regulariza-
tion procedure which now becomes

p1
a,d5ŪFa,1ŪHpd.

Using the new high-pass filter the discrepancy equation be-
comes ink-space, following the analysis which led to Eq.
~39!,

iF1
a,1p̄di5sAM .

Before we proceed with the results from the simulations,
we want to consider another parameter selection procedure
besides the MDP. This procedure is called the generalized
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cross validation~GCV! and is important because it does not
require an estimate of the noise for its application.

A. The generalized cross validation and an
improvement

The fundamental paper on the subject was published in
1979.14 The GCV relies on Tikhonov regularization. It has
seen application in NAH recently by Yoon and Nelson.2 This
method determines the value ofa in Eq. ~22! for the case
L5I using a technique different from the discrepancy prin-
ciple and is important since it does not require knowledge of
the noise variance. Golub calls the solutions~24! a one-
parameter family of ridge estimates. This method basically
removes a measurement point at a time and compares the
reconstruction at the missing data point with the actual data
there, minimizing this difference. The resulting function to
be minimized for the standard form Tikhonov is

J~a!5
i~Hẇa,d2pdi2

@Tr~ I 2HRa!#2 5
i~ I 2HRa!pdi2

@Tr~ I 2HRa!#2

5
iF1

ap̄di2

@Tr~F1
a!#2 , ~58!

whereF1
a was defined in Eq.~39!. This equation is closely

related to the MDP, in fact, the numerator is just the left-hand
side of the MDP in Eq.~39!. The denominator of Eq.~58!
takes the place of the noise term. Asa→0 the numerator
goes to zero. However, at the same time the denominator
also goes to zero in such a way that a minimum of the ratio
is formed.

We use Eq.~58! as the stopping criteria for selection of
a in the Tikhonov method. We will find in the next section
that the cutoff determined by the GCV seems to grossly un-
dersmooth the solution with errors significantly above the
minimum error. However, this result uses the filter from the
standard Tikhonov minimization withL5I M . Thus we con-
sider a modified GCV approach, consistent with the modified
Tikhonov approach which we just outlined here.

Consistent with the modification of the Tikhonov equa-
tion using the high-pass filter in the penalty term (L
5F1

aV̄H), we can modify the GCV functional given in Eq.
~58! replacingF1

a in numerator and denominator with Eq.
~57!. Thus we now seek to minimize

J1~a!5
iF1

a,1p̄di2

@Tr~F1
a,1!#2 . ~59!

There is no closed form solution to this minimization which
must be done computationally. We will find that the results of
this new GCV are much better than with the original~stan-
dard Tikhonov!.

B. Results with the modified Tikhonov and GCV

We consider the example used previously, four lines of
36 monopoles phased so that the axial phase velocities are
subsonic. However, we restrict ourselves to the Tikhonov
methods—the standard Tikhonov withL5I M in Eq. ~22! and
the modified Tikhonov withL5F1

aV̄H discussed above. We
apply two stopping~parameter selection! criteria, the Moro-

zov discrepancy principle~MDP! and the generalized cross
validation ~GCV!, for each Tikhonov method. We reran the
model used before using the standard and modified Tikhonov
methods as well as the MDP and GCV parameter selection
methods. The results are shown in Fig. 6. These results
should be compared directly to Fig. 4.

Since the value ofa derived from the MDP is usually
too large representing oversmoothing, we also investigate a
different version of MDP which we call the compensated
MDP ~CMDP!, which seems to undersmooth the solution. In
this case we write the discrepancy principle as

iF1
ap̄di5sAM , ~60!

using the high-pass filter for the regular Tikhonov solution
(L5I M). Using F1

a instead ofF1
a,1 sometimes leads to a

better solution, although none of the examples in this article
demonstrated this.

The first conclusion evident from Fig. 6 is that the modi-
fied Tikhonov produces better results than the standard
Tikhonov with the minimum error dropping by about 5%.
Close comparison with Fig. 4 indicates that the modified
Tikhonov does at least as well as the best of the three regu-
larization procedures, the conjugate gradient approach, al-
though never doing as well as the exponential filter.

Second we conclude that the GCV from Eq.~58! ~cutoff
shown by the tall ellipses in the figure! does quite poorly in
finding the minimum in the curve for the standard Tikhonov
and much worse than the MDP~shown with the small
circles! at all six frequencies. However, for the modified
Tikhonov ~lower curves! the corresponding GCV minimiza-
tion from Eq. ~59! is excellent and the best for all six fre-
quencies. It falls close to the actual minimum in the error
curve and slightly undersmooths the reconstruction com-
pared to the optimum. The CMDP Eq.~60! ~shown by the
right-most circle on each curve! and MDP yield fairly good
results with the former undersmoothing and the latter over-
smoothing.

1. Comparisons using a planar hologram

We consider in this section a different test case gener-
ated for planar geometry. In this case the vibrating source is
a simply supported square plate mode~nine half-wavelengths
in thex and seven in they direction!. The medium is air. The
square plate is 16.3 cm on a side and was baffled. The holo-
gram plane was 0.25 cm above and was square with a width
of 32.5 cm. The lattice spacing was 0.25 cm and the holo-
gram was 128 by 128 points. The same mode was used to
generate the pressure fields from 2 to 12 kHz in 2-kHz steps.
These frequencies are below the coincidence frequency so
that the radiation from the plate is strongly evanescent, an
essential condition to test regularization theories. Again
noise was added to the holograms to generate an SNR of 15
dB, and the surface velocity was reconstructed using the two
Tikhonov procedures studied in the last section. The results
are shown in Fig. 7.

We see again that the modified Tikhonov~lower curve!
provides better results than the standard Tikhonov for all the
frequencies, and again the GCV for the standard Tikhonov
does poorly. We also draw the same conclusion as before—
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the GCV for the modified Tikhonov is better than the MDP
and the CMDP. The only exception was the 12-kHz case.

The 12-kHz result illuminates some very important con-
siderations. In planar and cylindrical holography it is critical
to apply a Tukey window at the ends of the hologram aper-
ture in order to taper the data to zero at the rim of the holo-
gram. This window is generally eight points wide at each
edge.9 Thus when the errors are computed using Eq.~48! the
reconstructed data around the rim is not included. This is
done to eliminate the effects of the Tukey window on the
error calculation. These effects are generally small as long as
the hologram pressure around the rim is small compared to
the maximum pressure.~We generally adjust the aperture
size so that the pressure drops by 30 dB at the edges in a
hologram measurement.! However, for the 12-kHz case the
~10,8! mode of the plate is close to coincidence and the pres-
sure field has not decayed sufficiently to meet the 30-dB
criteria. Thus the reconstructed field at the edge is grossly in
error.

To make this clear consider Fig. 8 which shows a gray-
scale rendition of the reconstructed velocity~real part! at 8,
10, and 12 kHz from left to right. The Tukey window does
not completely eliminate the edge field blowup in the 12-kHz
reconstruction due to the large pressure field present at the
edges of the hologram. In the 8-kHz case, however, the edge
discontinuity is nearly eliminated by the window. In this case
the mode is sufficiently below coincidence that the pressure
field at the edges is small. Returning to the 12-kHz GCV

result in Fig. 7, we claim that the modified Tikhonov and the
GCV do less well~minimum errors are around 25% instead
of 10%! in this case precisely due to the large edge discon-
tinuity. In other words, the Tikhonov functional of Eq.~22!
uses the velocity over the whole aperture, including the rims.
Since the penalty term thus includes the fictitious edge field,
the minimization procedure begins to fail. This fact was con-
sistently evident in the research leading to this article. We
found that whenever the Tukey window failed to suppress
the edge discontinuities the regularization procedures began
to give erroneous and inconsistent results. In order to avoid
this problem mathematically one would have to reformulate
the Tikhonov functional Eq.~22! to exclude the rim of the
reconstruction in theiL ẇdi term. How to derive a regular-
ized inverse Eq.~24! in this case is presently not known.

Finally, we provide one last figure, the filter shapes for
the standard and modified Tikhonov procedures which led to
Fig. 6. As we can see from Fig. 9 the modified Tikhonov
filter is always sharper than the standard Tikhonov, which
leads to the improvement in the reconstruction errors. Also
the taper of the modified Tikhonov filter is steeper between
1
2 and 1 then it is between 0 and12.

Although we have found that a sharper filter does better,
it is not true that the truncated SVD approach in which the
filter is rectangular@g→0 in Eq. ~49!# does even better. We
found that as the taper of the filter gets sharper than the
exponential filter used in the results of Fig. 5 the minimum

FIG. 6. Results for standard Tikhonov
~repeated from Fig. 4! L5I M shown
with triangles, and the modified
Tikhonov with L5F1

aV̄H shown with
diamonds. The results for MDP are in-
dicated with small circles~instead of
short vertical lines! and GCV with the
long ellipses. A second circle to the
right of the ellipse on the lower curves
is the compensated MDP given by Eq.
~60!.
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error increases. Some amount of taper is always necessary to
produce an optimum solution.

VI. CONCLUSIONS

We have presented a robust approach for solving the
inverse NAH problem using regularization theory. In particu-
lar, we have shown how separable geometry NAH can make
use of these theories without computational penalties by
making use of an explicit eigenvalue decomposition arising
out of the theory of NAH. Application to experiments in
which thousands of holograms have been processed to yield
velocity reconstructions in planar geometries have suffered
no failures in choosing sensible filters andk-space cutoffs for
the regularization. These experiments cover a wide range of
signal-to-noise ratios, even ratios close to unity. The signifi-
cance of this accomplishment is that velocity reconstructions

are now a completely automated procedure with no need for
user input except the hologram data and the geometry of the
experiment. This removes the tedious and now archaic pro-
cedure of manually selecting thek-space cutoff for the expo-
nential filter.

We recommend the modified Tikhonov approach with
the high-pass filter discussed in Sec. V as the best approach,
although the Landweber and conjugate gradient approaches
often do equally as well in the cases that we looked at. In this
approach, it appears that the GCV gave slightly better results
than the Morozov discrepancy principle in terms of finding
the absolute minimum in the error. It is perhaps surprising,
given this success, that the GCV gives poor results when
used for the standard Tikhonov approach. But this is not a
concern since the modified Tikhonov solution is always bet-
ter. The GCV has the added advantage that it does not re-
quire an estimate of the standard deviation of the noise in the

FIG. 7. Planar holography results for
the vibration of a square plate in a
1038 mode. Results for standard
TikhonovL5I M shown with triangles,
and the modified Tikhonov withL
5F1

aV̄H shown with diamonds. The
results for MDP are indicated with
small circles~instead of short vertical
lines! and GCV with the long ellipses.
A second circle to the right of the el-
lipse on the lower curves is the CMDP
given by Eq.~60!. The SNR was 15
dB.

FIG. 8. Velocity reconstruction from
the modified Tikhonov using the GCV
for 8, 10, and 12 kHz, respectively, for
the ~10,8! simply supported plate
mode.
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measurement hologram. However, we have shown a simple
and robust method to determine the noise, and we believe the
SNR is a very useful measure to have available in the ex-
perimental world. Furthermore, it is somewhat easier to de-
termine the solution of the Morozov equation which requires
finding a zero crossing of a monotonic function compared
with finding the minimum of the GCV equation, the latter
requiring finding points on either side of the minimum to
begin a search procedure.

As the results with the exponential filter show, none of
the regularization theories which we studied found the abso-
lute minimum error for the reconstructed velocity. And there
is no proof that the minimum found with the exponential
window yields is the absolute minimum. It would be inter-
esting to determine what constraint equation is satisfied by
this special window and back out a regularization procedure
which has a filter with the exponential taper.
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Spatially extended sound equalization in rectangular rooms
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The results of a theoretical study onglobal sound equalization in rectangular rooms at low
frequencies are presented. The zone where sound equalization can be obtained is a continuous
three-dimensional region that occupies almost the complete volume of the room. It is proved that the
equalization of broadband signals can be achieved by the simulation of a traveling plane wave using
FIR filters. The optimal solution has been calculated following the traditional least-squares
approximation, where a modeling delay has been applied to minimize reverberation. An advantage
of the method is that the sound field can be estimated with sensors placed in the limits of the
equalization zone. As a consequence, a free space for the listeners can be obtained. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1401740#

PACS numbers: 43.55.Br, 43.60.Gk, 43.60.Pt@JDQ#

I. INTRODUCTION

The motivation of the presented study is the fact that
sound reproduced in a normal listening room undergoes a
spectral coloration. Since this implies a linear distortion of
the reproduced sound, the effect is undesirable. Reducing the
spectral coloration is particularly important at low frequen-
cies in small enclosures, where the acoustic response of the
listening space is dominated by distinct normal modes.

The equalization of the frequency response at one or
several receiving points has been studied by several
authors.1–7 It has been shown that these systems can achieve
a high performance at the exact receiving points; however, if
the distance between the target positions is relatively large,
the resulting zone of equalization becomes small spheres
around each control point. Moreover, the size of this region
scales with the wavelength. As a consequence, the resulting
system is very sensitive to changes in the position of the
listener’s head.

The general objective of the work described in this paper
has been to study the extent to which minimizing the acous-
tic response of a rectangular room is possible at low frequen-
cies in an extended and continuous three-dimensional region.
The underlying idea is that this zone should be as large as
possible in order to include several listeners and allow for
their movements. In addition, the error detection micro-
phones should preferably be located at unintrusive positions.

In previous theoretical and experimental studies by
Santillán8,9 the effect of the acoustic response of the room
has been minimized in an extended and continuous region. In
these studies it was attempted to obtain the same signal~in
amplitude and phase! in the entire target zone. However, one
of the conclusions was that the zone where equalization can
be achieved is limited to regions with dimensions not larger
than half a wavelength of the reproduced sound.

In this paper a theoretical investigation on the equaliza-
tion of sound in a continuous region that occupies almost the

complete volume of a rectangular room is presented. The
method is based on the simulation of a plane wave moving
along the room. Experimental verification of the presented
method has been obtained by Santilla´n and Lydolf.10

II. CONDITIONS FOR THE SIMULATION OF A
TRAVELING PLANE WAVE

Consider a rectangular room, and a Cartesian coordinate
system with its axes parallel to the sides of the room and the
origin in one of the lower corners. The complex sound pres-
sure amplitudep in steady state at any positionr5(x,y,z)
inside the room produced byL single sources can be de-
scribed by11

p~r !5
irv

V (
l 50

`

(
m50

`

(
n50

`
1

L lmn

1

k lmn
2 2k2

3 (
m51

L

qmC lmn~rm!C lmn~r !. ~1!

Here v is the angular driving frequency,r is the ambient
density,V(5LxLyLz) is the volume of the room,C lmn is
the mode shape, andk lmn its complex eigenvalue,k is the
wave number,L lmn is a scaling factor, andqm is the strength
of the mth source placed at the positionrm5(xm ,ym ,zm).
For a lightly damped room, the modes are roughly equal to11

C lmn~r !5cos~ lpx/Lx!cos~mpy/Ly!cos~npz/Lz!. ~2!

Assuming that the specific acoustic admittanceb is uniform
over the boundaries of the room,k lmn

2 can be approximated
to first order as

k lmn
2 .~ lp/Lx!

21~mp/Ly!21~npz/Lz!
2

12ikb~e l /Lx1em /Ly1en /Lz!, ~3!

wheree j52 if j 50, ande j51 if j .0.
For the equalization of sound in the room, a plane wave

propagating in they direction is desired. Thus under the as-
sumption that only the axial modes in they direction are
excited, Eq.~1! can be simplified as

a!Now at: Department of Acoustics, Aalborg University, Fredrik Bajers Vej 7
B4, DK-9220 Aalborg O” , Denmark.
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With the condition that there areN sound sources on the wall
at y50 andL2N sound sources on the wall aty5Ly , and
introducing k25k222ikb(1/Lx11/Lx11/Lx), Eq. ~4! can
be written as
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where use has been made of the following relations:
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These Fourier expansions are valid fromy50 to y52Ly for
the first expression and fromy52Ly to y5Ly for the sec-
ond one.

Since the conditionp(r )5Pae2 iky, wherePa is a con-
stant, should be satisfied to simulate a plane wave propagat-
ing in they direction, the coefficient ofeiky in Eq. ~5! has to
be zero. This implies that

(
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N

qa . ~7!

From the theoretical results above, it can be seen that to
simulate a plane wave traveling in they direction, only the
y-axial modes should be excited and, according to Eq.~7!,
the sound sources on the wally5Ly should move in anti-
phase with the sound pressure on that wall.

On the other hand, it should be noticed that the results
above are independent of the number of sound sources, the
individual values of their strengths, and the position of the
sources in thex andz coordinates on the walls aty50 and
y5Ly . Consequently, these factors can be used to avoid ex-
citing the modes withl or n different from zero.

In a real situation, a good approximation to the condi-
tions needed to simulate a traveling plane wave can be ob-

tained at low frequencies, where relatively few modes con-
tribute significantly to the generated sound pressure.
Therefore, the excitation of the undesired modes can be re-
duced significantly at low frequencies by an appropriate
choice of the number of loudspeakers, their position and
their strength.

In the next sections, the simulation of the sound equal-
ization in a real situation is analyzed by using a modal model
of the sound field in a rectangular room. It should be ob-
served that since only the axialy-modes should be excited,
the sound equalization will be practically independent of the
lengthLy of the room.

III. EQUALIZATION AT SINGLE FREQUENCIES

To analyze the fundamental physical limitations and to
visualize the spatial distribution of the sound pressure level,
the study of the sound equalization has been complemented
in the frequency domain.

A. Optimal solution

For a given distribution of loudspeakers in the room, the
optimal solution is obtained by minimizing the difference
between the actual sound field that is produced in the listen-
ing zone and the desired sound field. For this purpose, the
traditional least-squares approximation has been used to cal-
culate the optimal strength of the loudspeakers. This method
has been presented by Elliotet al.12 and by Asano and
Swason.13 Thus following the so-called multiple-point
method, the actual sound field is estimated by means ofM
receiver positions in the listening zone. The errorem at the
mth receiving positionrm is given by

em5p~rm!2pd~rm!5(
l 51

L

Zl~rm!ql2pd~rm!, ~8!

where the complex amplitude of the actual sound pressure
p(rm) at the receiver positionm has been expressed in terms
of the individual strengthql of each of theL sound sources
and the transfer impedancesZl from thelth source to themth
receiving point;pd(rm) is the desired complex sound pres-
sure at that point.

To obtain the best solution for the sound equalization,
the cost function

J5
1

M (
m51

M

uemu25
1

M (
m51

M

up~rm!2pd~rm!u2 ~9!

is minimized. Thus this cost function can be expressed in a
quadratic form in terms of the individual strengths of theL
sound sources. It has been shown that the cost function has a
unique global minimum, which corresponds to the optimal
solution.

B. Conditions for the simulations

A room with dimensionsLx52.7 m, Ly55.0 m, and
Lz52.5 m has been considered for the example presented in
this paper. All the modes, axial, tangential, and oblique, with
a natural frequency up to 1000 Hz~3846 modes! were used
to simulate the sound pressure. The damping ratio was as-
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sumed equal to 0.03 for all the modes; this value corresponds
to a reverberation time of approximately 0.2 s at frequencies
around 180 Hz. The loudspeakers were modeled as square
pistons with a side length of 0.1 m. The value of the sound
speed was 346.4 m/s, for an ambient temperature of 25 °C.

C. Distribution of loudspeakers

It was found out that in order to excite mainly the axial
modes in they direction and reduce significantly the ampli-
tude of the other modes, the loudspeakers should be placed
equidistantly in thex and thez directions on each of the two
walls perpendicular to they axis. In addition, to minimize the
reflection of sound on the surface aty5Ly , a condition ex-
pressed by Eq.~7!, the same number of loudspeakers should
be used in each of those two walls.

For the simulations shown below, a number of 16 loud-
speakers were placed on each wall perpendicular to they
axis. The 16 loudspeakers in each set were distributed in 4
horizontal lines at the heightsz50.05 m,Lz/3, 2Lz/3, and
Lz20.05 m, respectively; four loudspeakers in each horizon-
tal line with their respective centers at the coordinatesx
50.05 m,Lx/3, 2Lx/3, andLx20.05 m.

D. Spatial distributions of the sound field

The spatial distributions of the sound pressure amplitude
in the enclosure before and after equalization for a pure tone
of 300 Hz are presented as an example. Before equalization,
the sound field in the room was assumed to be produced by
two loudspeakers fed with the same input signal. The posi-
tions of these loudspeakers are, respectively,~0.05,0,2.00! m
and~2.65,0,2.00! m. The amplitude of the sound field in the
planez51.5 m before equalization is shown in Fig. 1. It can
be seen that the sound pressure amplitude depends on the
position inside the room. The graph of Fig. 1 can be com-
pared with the distribution of the sound pressure amplitude
in the same plane after sound equalization, which is depicted
in Fig. 2. It can be observed in this figure that the sound

pressure amplitude is almost constant in nearly the entire
plane with exception of the region close to the walls perpen-
dicular to they direction. The deviations of the obtained
sound pressure amplitude from the desired value were rela-
tively high within a distance of about 0.6 m from the sound
sources though. It was found out that this distance of about
0.6 m where a good sound equalization cannot be achieved is
practically independent of the reproduced frequency; there-
fore, the listening zone was assumed as the region from 0.6
m up to 4.4 m in they direction that occupies all the widthLx

of the room and from the floor to the ceiling. The sensor
positions for the calculation of the optimal equalization were
placed only inside the listening zone equidistantly distrib-
uted. The number of these sensor positions was 731237
~588 in total!; this means that the sensor positions were ar-
ranged in 7 horizontal planes, with 12 lines parallel to thex
direction in each plane, and 7 sensors in each of these lines.
A good estimation of the sound field can be obtained with
fewer sensor positions; however, such a number was used to
reduce the error in the estimation of the sound field as much
as possible. The amplitude of the desired sound pressure was
set to unity at each sensor position; the phase depended on
the position in they direction of the error sensor correspond-
ing with a plane traveling wave.

It should be mentioned that after equalization the sound
pressure level in the listening zone was practically indepen-
dent of thez direction; the spatial distribution of the sound
field in any planexy was basically the same as the one shown
in Fig. 2.

E. Values of the least-squares error

To evaluate the results of the sound equalization, the
square root of the minimum value of the cost function, given
by Eq. ~9!, has been used. In what follows, this parameter is
called the least-squares error (ELS). It was observed that if
the value ofELS was less than 0.3 in the presented example,
the deviations of the sound pressure from the desired value
were within63 dB in almost the entire listening zone. Thus
the conditionELS,0.3 has been used here as a criterion for

FIG. 1. Amplitude of the sound pressure before equalization for a driving
frequency of 300 Hz. The graph corresponds to the sound field in the plane
z51.5 m produced by two loudspeakers placed at~0.05,0,2.00! and
~2.65,0,2.00! m, respectively.

FIG. 2. Optimal equalization in the frequency domain for a driving fre-
quency of 300 Hz. The sound pressure level in the planez51.5 m is shown.
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a good sound equalization. The least-squares error as a func-
tion of the frequency for the considered example is shown in
Fig. 3. It can be seen in this figure that the least-squares error
increases with increasing frequency, and that the maximum
frequency that can be equalized properly is around 343 Hz.

IV. SOUND EQUALIZATION OF RANDOM SIGNALS

Since echoes are undesirable in the reproduction of tran-
sient signals, the duration of the impulse response in the
listening zone should be minimized. For this reason a mod-
eling delay has been used to approximate the impulse re-
sponse in the listening zone to a delayed delta function.14 As
a plane wave traveling in they direction is desired to be
simulated, the length of the delay depends on the ordinate of
the listening position corresponding with the propagation of
the plane wave.

A. Optimal solution

A matrix formulation for the reproduction of sound in a
least-squares sense has been developed by Nelsonet al.;4,14

this formulation has been followed for the equalization of
broadband signals in the work presented in this paper. A
block diagram of the equalization problem is depicted in Fig.
4. Here the input signal is reproduced by usingL loudspeak-
ers. The sound field in the listening zone is represented byM
sample signals measured withM microphones. The aim is to
designL digital FIR filters with impulse responseshl(n),
one for each sound source, such that the obtainable signal
dm8 (n) at the microphonem is the best approximation to the

desired signaldm(n) at that sensor. Heredm(n) is a delayed
version (dm samples! of the original input signalx(n) ~mod-
eling delay!. This procedure has been discussed by Elliott
et al.2 In Fig. 4, y(n) is the vector of input signals to theL
sound sources,d8(n) is the vector of theM actual signals at
each of the microphones,d(n) is the vector of theM desired
signals, andcml(n) is the electroacoustic impulse response
from the input to thelth source to the output of themth
sensor. It is assumed that these impulse responses can be
accurately modeled as FIR digital filters withJ coefficients.
In addition, the equalization filters will have a FIR structure
as well with I coefficients.

The optimal coefficients of these filters are determined
by minimizing a performance index defined by2,12

G5EH (
m51

M

em~n!2J 5E$e~n!Te~n!%, ~10!

where E represents the expectation operator, andem(n)
5dm(n)2dm8 (n). It has been shown that the performance
index can be expressed as a quadratic function in terms of all
the individual coefficients in the equalization filters. It has
also been concluded that it has a unique global minimum
value, which corresponds to the optimal control filter coeffi-
cients.

B. Conditions for the simulations

It should be noticed that by minimizing the performance
error defined in Eq.~10!, the optimal solution in statistical
sense is calculated. Thus considering that the desired signal
is a delayed version of the source input signal, for the de-
scribed method the only required information on the source
input signal is the autocorrelation function. In the simula-
tions that were carried out, an input signal with a delta func-
tion as the autocorrelation function has been assumed. It
should be noticed, however, that the input signal has to be
low-filtered in order to avoid the aliasing effect. For the
simulations, the sampling frequency was equal to 770 Hz.
The loudspeakers were modeled as first-order analog high
pass filters with one pole at 100 Hz.

The classical modal reconstruction model was used to
calculate the discrete electroacoustic impulse responses
cml(n). The conditions for the computer simulations are the
same described in Sec. II B and in Sec. II C. First, the fre-
quency response functions from the input to each loud-
speaker to the output of each sensor were calculated with the
modal model. These frequency response functions were mul-
tiplied by the frequency response of the antialiasing filter and
by the frequency response of the loudspeakers. Eventually,
an inverse FFT was applied to obtain the desired discrete
impulse responsescml(n). An FIR filter with 400 coeffi-
cients was used to represent each of the impulse responses
cml(n). It was observed that the results of the equalization
were highly dependent on the minimization of the aliasing
effect. Therefore, a 14th-order analog low pass Butterworth
filter with a cutoff frequency of 260 Hz was applied.

It has been found out that the best simulation of the
plane wave moving across the room was obtained by placing
the error sensors in two planes perpendicular to the direction

FIG. 3. The least-squares error as a function of the driving frequency for the
sound equalization by simulating a plane wave moving in they direction.

FIG. 4. Block diagram of the equalization problem of broadband signals.
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of propagation of this wave. These two planes should be
separated from each other by the distance that the sound
travels during one sampling period. In addition, the error in
the simulation is reduced if these planes are located close to
the middle of the room.

The reason to place the sensor positions very close to
each other in the direction of propagation of the simulated
wave is the following one: the simulation of a traveling plane
wave cannot be carried out appropriately if the distance be-
tween two error sensor positions in the direction of propaga-
tion of the plane wave is equal to multiples of half a wave-
length of the sound to be simulated. In this case the delays
applied in the original input signal to obtain the desired sig-
nals at those sensors will produce a difference in phase be-
tween those two desired signals equal to multiples of pi ra-
dians. However, this difference in phase is the same as the
one that corresponds to a stationary wave at the two sensor
positions. As a consequence, a standing wave pattern will
result in the obtained sound field at those frequencies.

Since a free listening zone was desired, the sensor posi-
tions should be placed as close as possible to the limits of the
listening zone. An appropriate distribution that corresponds
to the example presented in the paper is as follows: 19 sen-
sors placed in each of two lines parallel to each other on the
walls and the ceiling, one line aty52.73 m and the other at
y53.18 m. In addition, 30 sensors placed in a plane aty
50.93 m and other 30 sensors on a plane aty54.08 m. A
diagram illustrating the distribution of these 98 sensor posi-
tions is shown in Fig. 5. The distances between to adjacent
sensors were equal to 0.45 m in thex direction and 0.41 m in
the z direction. It was found that, in general, the distance in
the x and in thez directions between two adjacent micro-
phones should be less than half a wavelength of the fre-
quency to be equalized. It should be pointed out that an
alternative to reduce the number of the error sensors was not

analyzed. A possibility is to consider the symmetries in the
problem.

A delay of 18 samples was applied to obtain the desired
signal for all the sensors placed in the plane aty50.93 m.
Additional delays of four, five, and seven samples were used
for the sensors in the two lines in the middle of the room and
in the second plane. These additional delays are equal to the
time that the simulated plane wave should take to travel from
the planey50.93 m to reach the corresponding error sensor
positions.

C. Impulse and frequency responses before and after
equalization

The impulse and frequency responses at four positions
in the listening zone before and after equalization are shown
in Fig. 6. In this case the sound equalization was carried out
with the error sensor positions placed in the limits of the
listening zone as described above. The original impulse and
frequency responses include the effect of the antialiasing fil-
ter, and the impulse responses after equalization are shown
with an offset of22 units in they axis for clarity. These four
positions are different from the locations of the error sensors.
Before equalization the sound field was assumed to be pro-
duced by two loudspeakers fed with the same input signal
and placed, respectively, at the positions~0.05,0,2.0! m and
~2.65,0,2.0! m, as in the previous sections. A number of 100
coefficients were used in each of the control filters.

It can be seen in Fig. 6 that the frequency responses
have been significantly improved after equalization. The
peaks and troughs in the curves without equalization were
practically removed after applying the control filters. Thus
the frequency responses became approximately flat from
about 20 Hz to approximately 340 Hz. In this frequency
interval, the deviations from the desired value of 0 dB are
within approximately63 dB. It should be noticed that the
peaks and troughs in the frequency responses that are not
common to all the different error sensor positions can be
successfully suppressed, in contrast to the case of sound
equalization at discrete points, where only the common
peaks and troughs can be removed. It can also be observed in
the graphs of Fig. 6 that the impulse responses approximate
quite well a delayed delta function. The echoes have been
reduced significantly. It can be seen that the delays in the
obtained impulse responses after equalization are not the
same for the shown positions, but the delay depends on the
value of the ordinate of the position according to the simu-
lated plane progressive wave. It should be mentioned that the
results at any other position in the listening zone are very
similar to the ones shown in Fig. 6.

D. Results of the sound equalization in terms of the
least-squares error

To evaluate the results of the sound equalization in terms
of the frequency and the spatial distribution of the sound
pressure in the listening zone, the impulse responses of the
optimal control filters that produced the results of Fig. 6 were
transformed to the frequency domain. Thus the frequency
responses of the optimal filters were used in Eq.~9! to cal-

FIG. 5. Diagram of the distribution of the error sensors. These sensors were
placed in two planes, indicated byp1 andp2 in ~a!, and along two lines on
the walls and the ceiling of the room, denoted byl1 and l2. In each plane
there were 30 sensors arranged as shown in~b!. The distribution of the
sensors along the lines is depicted in~c!. The distance between two adjacent
sensors wereDx50.45 m andDz50.41 m.
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culate the least-squares error as a function of the frequency.
In this calculation only the amplitude of the sound pressure
was taken into account; the error at themth receiver was
defined asem5up(rm)u2upd(rm)u instead of Eq.~8!. A num-
ber of 731237 sensor positions in listening zone were used
to approximate the sound field in the complete three-
dimensional region. The resulting cost function is depicted in
Fig. 7, where the curve of Fig. 3, which corresponds to the
equalization in the frequency domain, is included for com-
parison. The sound equalization was also carried out with the
error sensor positions placed in two parallel planes in the
middle of the room, 49 sensor positions in each plane. The
graph of the least-squares error calculated for this case is
shown as well in Fig. 7.

As it can be seen in Fig. 7, the results of sound equal-
ization obtained with the error sensors placed in two planes
in the middle of the room are very similar to the results of
the equalization carried out in the frequency domain for fre-
quencies higher than approximately 20 Hz. The least-squares
error was higher with the error sensor positions near the lim-
its of the listening zone. Two are the main causes for the
higher error in this case:~1! a part of the effort of the control
filters is used on trying to reduce the error at these sensor
positions at the expense of degrading the sound field in the

rest of the listening zone;~2! the sound field cannot be esti-
mated properly around certain frequencies due to the distri-
bution of the error sensors as mentioned in Sec. IV B. The
second reason contributes more to the relatively high values
of the least-squares error at the frequencies around 110 Hz,
165 Hz, and 220 Hz. Here the distance between the two
planes with the error sensor positions~4.08 m–0.93 m! is
equal to multiples of half a wavelength at those frequencies.

It might be worth placing the error sensors in the limits
of the equalization zone. An adaptive algorithm can be
implemented since the error sensors are unobtrusive for the
listeners. For a particular application, it should be investi-
gated whether it is advantageous to implement the system
adaptively. If only a single adjustment during the installation
of the audio system is sufficient to achieve a good equaliza-
tion and then the control filters are held fixed, the obvious
position of the error sensors will be in two planes in the
middle of the enclosure.

According to Fig. 7, the equalization of the broadband
signal is affected at frequencies lower than approximately 15
Hz in comparison to the results from the frequency domain.
The reason might be the assumed poor response of the loud-
speakers at that frequency range. However, this is not a prob-
lem in practice since these frequencies are not audible.

FIG. 6. Impulse and frequency responses at four different positions before and after sound equalization,~a! ~0.3,0.9,0.3! m, ~b! ~1.0,1.8,0.9! m, ~c! ~1.7,3.2,1.5!
m, ~d! ~2.4,4.1,2.2! m. The impulse response after equalization is shown with an offset of minus two units in they axis for clarity. The solid lines in the
frequency response represent the results after equalization and the dashed lines correspond to the results before equalization, which include the response of the
antialiasing filters.
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The highest value of the least-squares error in the case
where the error sensors were placed near the limits of the
equalization zone occurred approximately at 300 Hz as can
be seen in Fig. 7. Here the least-squares error is equal to
0.29, which is slightly lower than the considered limit of the
criterion for a good equalization. The distribution of the
sound pressure amplitude in the planez51.5 m for a driving
frequency of 300 Hz after the equalization with the sensor
positions in the limits of the listening zone is depicted in Fig.
8. It can be noticed that several dips in the spatial distribu-
tion of the sound pressure level appeared along they direc-
tion for this particular frequency. The distance between two
adjacent dips is equal to half a wavelength, and therefore,
this suggests that the reflection of acoustic energy on the wall
at the end of the room was not sufficiently reduced. A very

similar graph is obtained if another planexy is chosen in-
stead ofz51.5 m.

The graph of Fig. 8 can be compared with the graph of
the spatial distribution of the sound pressure amplitude at the
same frequency before equalization, which is shown in Fig.
1. It can be observed that the spatial distribution of the sound
field has been considerably improved after equalization using
a broadband signal.

V. NUMBER OF LOUDSPEAKERS AND THE
CONTROL OF MODES

To discuss the relation between the number of loud-
speakers and the maximum frequency that can be equalized,
a two-dimensional problem is considered first for simplicity.
An enclosure with dimensionsLx52.7 m, Ly53.0 m, and
Lz50.15 m has been used, and a plane wave moving in they
direction has been simulated.

It was found out that, as a first approximation, the maxi-
mum frequency that can be equalized is given by

f max5c/d2De , ~11!

wherec is the sound speed,d is the distance in thex direction
between two adjacent loudspeakers, andDe is a number that
depends on the damping of the room.

The curves of the least-squares error corresponding to
different numbers of loudspeakers are plotted as a function
of the driving frequency in Fig. 9. The number close to each
curve indicates the total of sound sources placed on the wall
at y50. The curves in this figure were obtained by minimiz-
ing the cost function of Eq.~9! in the frequency domain. A
number of 831533 error sensor positions within the equal-
ization zone were used. With the criterionELS,0.3, the
value of De was determined to be equal to 32 Hz. In this
way, the frequencies given byf max5c/d232 Hz for the dif-
ferent numbers of loudspeakers are plotted by circles in Fig.
9. It can be seen in this figure that each of these circles are

FIG. 7. Least-squares error as a function of the frequency for the sound
equalization carried out in the time domain with the sensors placed near the
limits of the listening zone~--! and the sensors placed in the middle of that
zone ~-•-!. The results obtained in the frequency domain are shown for
comparison~solid line!.

FIG. 8. Distribution of the sound pressure level at the frequency of 300 Hz
after sound equalization in the time domain using random noise as the input
signal. The result is shown in the planez51.5 m.

FIG. 9. Least-squares error as a function of the frequency corresponding to
different numbers of loudspeakers used in the sound equalization in the
frequency domain. The numbers in the figure indicate the total of loudspeak-
ers placed on the wall aty50, and the small circles are predicted values
calculated from the distance in thex direction between adjacent sound
sources.
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very close to the point in the corresponding curve for which
ELS50.3. Thus there is a good agreement between the value
of the maximum frequency that can be equalized obtained by
minimizing the cost function and the value calculated by
using f max5c/d232 Hz.

With the used arrangement of loudspeakers, the filtered
signals fed to each of the sound sources aty50 are practi-
cally in phase to each other. This fact together with Eq.~11!
indicate that the mode with a wavelength equal to the dis-
tance between two adjacent sound sources is the mode with
lÞ0 whose excitation cannot be reduced significantly and
that has the lowest frequency. In this case the loudspeakers
are placed at the positions where the oscillations of the mode
have the maximum amplitude and the same phase. Thus the
loudspeakers are coupled very efficiently to that mode. When
the difference between the driving frequency and the fre-
quency of the mode is less thanDe , the contribution of this
mode becomes significant.

An analog situation occurs for a three-dimensional case.
The results of the sound equalization in the vertical direction
are mainly affected by the modes withnÞ0 that contribute
significantly to the produced sound field. Thus the mode with
nÞ0 that has the lowest frequency and whose excitation
cannot be reduced appropriately corresponds to a wavelength
equal to the distance in thez direction between two adjacent
sound sources.

For the simulations presented in the previous sections,
the value ofDe is 40 Hz. Since the distance between two
adjacent loudspeakers in thex direction ~0.90 m! was larger
than the distance in thez direction ~0.83 m!, the maximum
frequency that can be equalized according to Eq.~11! is
f max5c/0.90 m240 Hz5345 Hz.

VI. DISCUSSION

It has been shown that the simulation of a progressive
plane wave moving along a rectangular room is possible. If
all the walls are covered with loudspeakers, the presented
method can be adapted to simulate plane waves in an arbi-
trary horizontal direction. Moreover, the simulation of cylin-
drical waves might be possible as well. Thus the method can
be considered as an implementation of wave field synthesis.
However, the system will become more complicated since
more loudspeakers are required and more error sensor posi-
tions will probably be needed.

The possibility to simulate plane waves moving in any
desired horizontal direction and cylindrical waves in a rect-
angular room has been shown theoretically based on com-
puter simulations in the frequency domain by Santilla´n
et al.15

It should be mentioned that the purpose in the research
described in the paper has not been as demanding as to give
the listener the perception of direction, but to compensate for
the undesired spectral coloration and reverberation in an ex-
tended region inside rectangular rooms at low frequencies.

VII. CONCLUSIONS

According to the results presented in this paper, it can be
concluded that a good sound equalization at low frequencies

can be achieved by the simulation of a traveling plane wave
in a rectangular room. The sound equalization can be ob-
tained in a continuous three-dimensional region that occupies
almost the complete volume of the room. It has been proved
that the equalization of random signals is possible, and that
the duration of the impulse response in the listening zone can
be reduced significantly. In this way, the impulse response at
any point in this zone can be approximated to a delayed delta
function.

It has also been shown that the equalization of broad-
band signals can be achieved with the error sensors placed
near the limits of the equalization zone. As a consequence, a
free space for the listeners and their movements is obtained.

The number of loudspeakers that are needed for the
studied method of sound equalization is, however, relatively
large. Since the maximum frequency that can be equalized
depends on the distance between two adjacent loudspeakers,
more sound sources are required for the equalization of
higher frequencies or larger rooms.

ACKNOWLEDGMENTS

The author would like to thank Professor Finn Jacobsen
for a number of very useful discussions and suggestions. The
work was supported by the Direccio´n General de Asuntos del
Personal Acade´mico, Universidad Nacional Auto´noma de
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Low-frequency echo-reduction and insertion-loss measurements
from small passive-material samples under ocean
environmental temperatures and hydrostatic pressures
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System L is a horizontal tube designed for acoustical testing of underwater materials and devices,
and is part of the Low Frequency Facility of the Naval Undersea Warfare Center in Newport, Rhode
Island. The tube contains a fill fluid that is composed of a propylene glycol/water mixture. This
system is capable of achieving test temperatures in the range of23 to 40 deg Centigrade, and
hydrostatic test pressures in the range 40 to 68 950 kPa. A unidirectional traveling wave can be
established within the tube over frequencies of 100 to 1750 Hz. Described here is a technique for
measuring the~normal-incidence! echo reduction and insertion loss of small passive-material
samples that approximately fill the tube diameter of 38 cm.~Presented also is a waveguide model
that corrects the measurements when the sample fills the tube diameter incompletely.! The validity
of the system L measurements was established by comparison with measurements acquired in a
large acoustic pressure-test vessel using a relatively large panel of a candidate material, a subsample
of which was subsequently evaluated in system L. The first step in effecting the comparison was to
least-squares fit the data acquired from the large panel to a causal material model. The material
model was used to extrapolate the panel measurements into the frequency range of system L. The
extrapolations show good agreement with the direct measurements acquired in system L.
@DOI: 10.1121/1.1402115#

PACS numbers: 43.58.Vb, 43.20.Fn, 43.20.Ye, 43.58.Bh@SLE#

I. INTRODUCTION

The normal-incidence echo reduction and insertion loss
are quantities that are often needed to characterize the per-
formance of passive acoustical materials such as absorbers,
decouplers, and acoustic windows. These are often deter-
mined in a panel test.1 Unfortunately as test frequency is
lowered, panel size must be increased in order to avoid the
disturbing influence of waves originating at the panel edges.
For example, conventional panel measurements, as con-
ducted in the Acoustic Pressure Tank Facility~APTF! of the
Naval Undersea Warfare Center, Newport, RI~NUWC! are
typically limited to frequencies above 10 kHz for samples of
76376-cm (30330-in.) lateral dimensions. The lower-
frequency limit for panels of this size is reduced to about
3400 Hz if the ONION method is used.2 However, frequen-
cies even lower than this are often of interest. Panel tests
generally must be excluded as test frequency is lowered sig-
nificantly, owing to the high cost of fabricating large samples
and the inability of existing test facilities to accommodate
large samples. For example, APTF is limited to panels less
than 1.8 m on a side in order that the panel can fit through
the facility access port. Even for a panel of this size, tested
using conventional methods, the low-frequency limit for
echo reduction is about 2 kHz and that for insertion loss is
about 3 kHz. The ONION method would only extend the
low-frequency cutoff to about 1.5 kHz for both measure-
ments.

An obvious way to attain lower frequencies without in-
creasing sample size is to conduct tests in a rigid-walled
tube, such as an impedance or pulse tube.3 However, such
methods, which typically utilize pulsed sound, usually obtain

only the echo reduction, not the insertion loss. Such methods
also often involve backing the sample with some other ma-
terial in order to avoid the influence of unwanted reflections
from the tube end. Hence, the echo reduction that is mea-
sured in this manner is characteristic not only of the sample
under test, but also of the backing material. As frequency is
lowered significantly the methods employed in pulse tubes
clearly become inapplicable, especially once the wavelength
in the tube fill fluid exceeds the tube length.

An alternative kind of rigid-walled-tube-based measure-
ment is considered here. System L, one of a group of rigid-
walled tubes available for acoustic testing~under ocean en-
vironmental conditions of temperature and hydrostatic
pressure! at NUWC, has the capability to create a unidirec-
tional traveling wave in steady state.~This is accomplished
through the use of active terminations of the tube, thus simu-
lating a tube of infinite length.! Hence, it is possible to place
a sample of interest near the tube’s center and to test the
sample without needing to back the sample in some special
way. If desired, the sample can be affixed to a backing plate,
or the intrinsic properties of a nonbacked sample can be
tested instead.

A description of system L is given in Sec. II. The mea-
surement concept for using system L to determine low-
frequency echo reduction and insertion loss is described in
Sec. III. Measurements both with and without a sample
present in the tube are required to effect the present tech-
nique. The required ‘‘without-sample’’ measurements, and
their use to adjust nominal hydrophone sensitivities and po-
sitions as well as the speed of sound of the tube fill fluid, are
discussed in Sec. IV. The required ‘‘with-sample’’ measure-
ments are discussed in Sec. V. Also described in Sec. V are
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comparison measurements acquired from a relatively large
test panel, evaluated in APTF. A description of a causal ma-
terial model used to extrapolate the APTF measurements into
the system-L frequency range is also given. A summary and
the conclusions are provided in Sec. VI. Finally, the Appen-
dix provides the details of a simple waveguide model that is
used to correct the system L measurements for samples that
fail to fill completely the cross section of the tube.

II. DESCRIPTION OF SYSTEM L

System L~see Fig. 1! is a horizontal tube designed for
acoustical testing of underwater materials and devices, and is
part of the Low Frequency Facility of the Naval Undersea
Warfare Center in Newport, RI. The tube is of 38 cm inner
diameter, and is 243 cm in length. It contains a fill fluid that
is composed of a propylene glycol~antifreeze!/water mix-
ture.~The antifreeze is added to the water in a ratio of 1 part
antifreeze to 3 parts water. The resulting mixture has a speed
of sound of about 1600 m/s, which is slightly greater than
that of pure water.! Pressurization apparatus allows hydro-
static test pressures as high as 68 950 kPa, thus simulating an
ocean depth of up to about 6.9 km.

Each end of the tube is fitted with a projector array
consisting of seven pressure-compensated transducers. Also,

an array of six hydrophones is mounted along the upper in-
terior length of the tube to aid in the production of a travel-
ing wave. The first such hydrophone is located at an offset
distance of 15 cm from the projector array closest to the tube
cover ~shown at the right side of Fig. 1!. Denoting that hy-
drophone’s position as the zero, or reference, position, the
remaining hydrophones are situated at distances of 32, 64,
104, 136, and 168 cm from the reference hydrophone. The
last such hydrophone is thus also located about 15 cm from
the proximate projector array. By monitoring the amplitudes
and phases of the waves received by each of these six hy-
drophones, more than enough information is acquired to de-
termine the drives that must be applied to each of the two
projector arrays in order to establish a unidirectional travel-
ing wave within system L.~The U.S. Navy’s first use of
active cancellation methods, performed at what was then the
Underwater Sound Reference Laboratory in Orlando,
Florida, is described in Ref. 4. The current version of the
hardware and software in system L is a modern computer-
based descendant of the techniques described in this early
reference.!

III. MEASUREMENT CONCEPT

A sample is mounted approximately midway between
the two projector arrays of the system L tube~note again Fig.
1!. The sample is oriented such that a normal to its surface is
parallel to, and approximately coincident with, the tube cen-
terline. ~If the sample does not entirely fill the cross section
of the tube, it is necessary to correct the measurements. A
suitable waveguide model is described in the Appendix.! The
two projectors in system L are driven in a manner that estab-
lishes acoustic waves within the tube that simulate those that
are present in a standard normal-incidence panel test.1 In
such a test on one side of the panel there appear two waves,
one of which approaches the sample~and which is called the
‘‘incident’’ wave!, and the other of which recedes from the
sample~and which is called the ‘‘reflected’’ wave!. On the
opposite side of the sample there appears only one wave,
which recedes from the sample~and which is called the
‘‘through-the-panel transmitted wave’’!. The two waves ap-
pearing in the reflection region of system L combine to cre-
ate a standing wave; the single wave appearing in the trans-
mission region is a unidirectional traveling wave.

The reflected wave unquestionably loads the projector
array that it impinges upon, thereby modifying its output.
However, there are three hydrophones situated between that
projector and the sample, and both the amplitudes and phases
of the received signals are recorded at each of these three
hydrophones. Hence, there is more than sufficient informa-
tion available to decompose analytically the standing wave
into its individual, oppositely directed, components. Once
the amplitudes of these standing-wave components are
known, they can be used to compute the sample’s pressure
reflection coefficient, and hence the sample’s echo reduction
~taken here to be220 times the logarithm to the base 10 of
the magnitude of the pressure reflection coefficient!.

There are also three hydrophones situated at~approxi-
mately! known positions in the transmission region. Ampli-
tude and phase are also accurately measured at these hydro-

FIG. 1. Schematic representation of the system L tube. The sample under
test~not shown! is positioned near the tube center, and must approximately
fill the 38-cm tube diameter. Also not shown is a series of hydrophones
situated along the upper interior length of the tube. The ‘‘first’’ such hydro-
phone is located at an offset distance of about 15 cm from the projector
array nearest the removable tube cover, shown on the right side of the figure.
This hydrophone offset was selected to avoid the near-field region of the
proximate projector array. This first hydrophone is taken to be the ‘‘refer-
ence’’ hydrophone. The five other hydrophones are nominally located at 32-,
64-, 104-, 136-, and 168-cm distances from the reference hydrophone.
~These values of the nominal hydrophone positions are adjusted, by amounts
of less than 1 cm, using a least-squares procedure described in the text.!
Positioning the sample near the tube center results in three of these six
hydrophones being situated to either side of the sample. The measurements
obtained from one such triad of hydrophones~in the reflection region
shown! are used to decompose analytically the components of the standing
wave that appears in this area of the tube when a sample is present. Mea-
surements obtained from the triad of hydrophones on the other side of the
sample~in the transmission region shown! are used both to help establish a
unidirectional traveling wave in that region, and to determine the amplitude
of the through-the-sample transmitted wave.
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phones. The amplitude of the unidirectional traveling wave
appearing there can thus be combined with the incident-wave
amplitude determined from the reflection-region measure-
ments to compute the sample’s pressure transmission coeffi-
cient, and hence its insertion loss.~This is taken here to be
220 times the logarithm to the base 10 of the magnitude of
the pressure transmission coefficient.!

Pulsed sound would not be an adequate method to
achieve the measurements of interest. With the sample lo-
cated near the tube center as described, the distance between
the sample and the projector array in the transmission region
is less than 99 cm. Even neglecting turn-on transients of the
source~s!, and response transients of the sample, this avail-
able distance would be only one cycle in the fill fluid at
about 1500 Hz. It is clear that sufficient data could not be
accurately acquired to characterize the sample to frequencies
as low as 100 Hz if it were not possible to create a traveling
wave.

IV. ‘‘NO-SAMPLE’’ EXPERIMENTS AND ASSOCIATED
LEAST-SQUARES ADJUSTMENTS

A. Background

Even relatively modest errors in sensitivity~of a few
tenths of a dB!, or in the ‘‘known’’ hydrophone locations~of
a few tenths of a cm!, can produce several dB of error in the
determinations of the amplitudes of the three wave fields
~incident, reflected, transmitted! of interest. In order to cir-
cumvent this problem, least-squares adjustments of the hy-
drophone sensitivities and positions, and also of the speed of
sound of the tube fill fluid, are required.

The notion behind the least-squares adjustments is the
determination of those hydrophone sensitivities and posi-
tions, and that speed of sound of the fill fluid, that best sat-
isfy the requirements for echo reduction and insertion loss
when no sample is present. Naturally, with no sample present
one ideally should find a null reflected wave~infinite echo
reduction! and should find a through-the-sample transmitted
wave of amplitude equal to the incident wave~zero insertion
loss!.

Although six hydrophones are present in system L, and
although all six are typically used in the creation of a trav-
eling wave within the tube when it is used in its standard
mode of transducer calibration, in the present measurement
only three hydrophones are available for this purpose. Once
a sample has been placed inside the tube near its center, a
standing wave will be created in the reflection region. Three
of the six hydrophones are located in this region, and thus
are unavailable for use in building a traveling wave. The
‘‘no-sample’’ measurements in the system L tube help to es-
tablish the fact that a good traveling wave can indeed be built
using only these three hydrophones.

B. Determination of the ‘‘no-sample’’ system transfer
matrix

Two no-sample data sets are required. The two no-
sample data sets involve measurements of the complex volt-
age responses at each of the six hydrophones for each of two
drive conditions. In each of these tests, one of the projectors

is driven to steady state while the voltage driving the other
projector is held at zero. Of course, driving the system in this
manner creates a standing wave within the tube.

Consider the following equation that defines the
system-L transfer matrix:

S a11 a12

a21 a22

a31 a32

a41 a42

a51 a52

a61 a62

D 3S d1

d2
D5S m1

m2

m3

m4

m5

m6

D . ~1!

Here, thea matrix is the~initially unknown! transfer matrix;
the d matrix is the ‘‘drive’’ matrix, i.e., the complex drive
voltages applied to each of the two projectors; and them
matrix is the matrix of measured complex responses at each
of the six hydrophones in system L.~It should be understood
that the elements of thea matrix must be determined not
only for the case in which no sample is present, but must also
be determined afresh for each sample and each condition of
temperature, hydrostatic pressure, and frequency of interest.!

When measurements are acquired as described above,
each of the 12 elements of the transfer matrix can be deter-
mined, six at a time. For example, when one projector is
driven ~e.g., the projector that corresponds to elementd1 of
the d matrix!, while the other projector is shorted out~i.e.,
d250!, notice that Eq.~1! reduces to the six equations

a11d15m1 ; a21d15m2 ; a31d15m3 .
~2!

a41d15m4 ; a51d15m5 ; and a61d15m6 .

Sincem1 throughm6 are the measured hydrophone re-
sponses, and since the applied drived1 is obviously also
known, it is clear that Eq.~2! can be used to determine the
unknown~complex! elementsa11 througha61 of the transfer
matrix. In a similar manner, the remaining six unknown ele-
ments of the transfer matrix are determined when the system
is driven under the conditionsd150 andd2Þ0. Once all the
elements of thea matrix have been determined by this pro-
cess, projector drives that could be used to create a unidirec-
tional traveling wave in the system L tube can be computed.

In principle, a traveling wave can be built within the
tube based on the responses of any two~or more! of the six
hydrophones. To do this, a submatrix equation, consisting of
only those rows of Eq.~1! that are associated with the hy-
drophones that are to be used to build the traveling wave, is
created. Unlike the situation in which the elements of the
transfer matrix were initially determined, in the present case
the d elements of the submatrix equation are unknown, but
the a elements are known. Also, them elements of this sub-
matrix equation are ‘‘seeded’’ with thedesiredhydrophone
responses, which correspond to the expected hydrophone re-
sponses to a unidirectional traveling wave. These desired
values are determined by evaluating the unidirectional
traveling-wave function exp@ikx# at the~nominal! ‘‘known’’
hydrophone positionsx. ~The implied time dependence
exp@2ivt# is suppressed.! The resulting submatrix equation
can then be solved for the unknown elements of thed matrix.
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Since the submatrix equation has only two unknown quanti-
ties,viz., d1 andd2 , but three equations result from the val-
ues at each of the three available hydrophones in the trans-
mission region, the problem is solved using linear least-
squares methods. The problem must be solved at each
measurement frequency and hydrostatic pressure of interest.
The best-fit values ofd1 andd2 obtained at each frequency
can then be used to evaluate the ‘‘forward’’ problem that
would be observed if these two computed drives were in fact
applied to the projectors in the system L tube. By substituting
these computed drives into Eq.~1!, together with the now-
known a-matrix elements for the no-sample case, the re-
sponses at all six hydrophones can then be computed.

C. Least-squares adjustments of hydrophone
sensitivities and positions, and of the sound speed
of the fill fluid

To effect the required least-squares adjustments, a
‘‘cost’’ function must be defined. There is considerable lati-
tude available in the definition of this function. It is impor-
tant that the cost function be defined in a way that ensures
that the adjustments remain relatively small. The principle of
‘‘fitting-to-goal’’ was also adopted in designing this function.
One such condition is that the amplitude of the reflected
wave appearing in the reflection region of the tube when no
sample is present should be as small as possible. The second
condition is that the amplitude of the wave appearing in the
transmission region of the tube when no sample is present
should be as close as possible to the amplitude of the inci-
dent wave. An auxiliary condition imposes the requirement
that the adjustments be small relative to the initial values of
the quantities being adjusted, since it is not expected that the
initial hydrophone sensitivities and positions, as well as the
speed of sound of the tube fill fluid, would ever be grossly in
error.

The specific form of the adopted cost function is

f 5(
i 51

n F uRi u21~12uTi u!21W1(
j 51

5

~12xcj !
2

1W2F (
j 51

5

~12xcj !G2

1W3(
j 51

5

~12ecj !
2

1W4~12cc!2G . ~3!

The outermost sum of Eq.~3! is taken over the test frequen-
cies of interest.~This sum excludes certain frequencies at
which there are obvious resonances in the system.! The
quantitiesuRi u are the amplitudes of theeffectivepressure
reflection coefficients. The quantitiesuTi u are the amplitudes
of theeffectivepressure transmission coefficients. The quan-
tities xcj are hydrophone-position ‘‘correction factors,’’
taken initially to be unity. When multiplied times the initial
‘‘known’’ hydrophone positions, these factors produce ‘‘cor-
rected’’ hydrophone positions. The quantitieseci are hydro-
phone calibration correction factors. These are also taken
initially to be unity. The quantitycc is the tube fill-fluid
sound-speed correction factor. The sums that run fromj 51

to j 55 are sums over hydrophones.~One of the six hydro-
phones in the system is taken to be a reference hydrophone,
whose position and calibration are taken to be known ex-
actly.! Finally, the quantitiesW1 throughW4 are dimension-
less weighting factors, which determine the extent to which
the associated sums affect the cost function, and whose val-
ues are at our disposal. The following numerical values were
found to give good results:

W150.2; W250.1; W350.1 W450.1. ~4!

This scheme for determining corrections was found to pro-
duce reasonable changes to the initial positions, calibrations,
and fill-fluid sound speed. For example, the results of one
typical calculation produced the following set of values:

xc150.998 35; xc251.000 40; xc351.003 61;

xc450.994 764; xc551.001 14;
~5!

ec150.988 471; ec250.997 562; ec351.006 29;

ec451.023 04; ec551.010 18; cc50.999 278.

It can be seen that the correction factors do not differ much
from unity, and are distributed mostly randomly, as would be
expected of true measurement errors in the adjusted quanti-
ties. In this way, it is found that the largest absolute change
in hydrophone position is slightly more than 0.7 cm. The
largest change in hydrophone calibration is found to be
slightly less than 0.2 dB. The change in the speed of sound of
the hydrophone fill fluid is less than 1.17 m/s.

The results obtained by applying this procedure to the
data acquired with no sample in the system-L tube, for one
typical case, are shown in Figs. 2~a! and ~b! and Fig. 3. In
Fig. 2~a! the effective echo reduction seen at the three hy-
drophones used to build the traveling wave in the through-
the-sample transmitted-wave region is shown. It is seen that
typical echo reductions in this region are of the order of 70
dB, except at obvious tube resonances. These extremely high
echo reductions are to be expected, since the traveling-wave
drives have been computed using the transfer function as
determined at these particular hydrophones.

In Fig. 2~b! the effective echo reductions computed at
the other triad of hydrophones, that is, the three hydrophones
that werenot used to establish the traveling wave, are shown.
The associated pressure reflection coefficients are those used
in the computation of theRi quantities of Eq.~3!. The typical
value seen in Fig. 2~b! of the associated echo reduction is
about 40 dB.~When no corrections are applied to the hydro-
phone calibrations and positions, and to the sound speed of
the tube fill fluid, the typical echo reductions seen at these
hydrophones are about 25 dB. Thus, the small corrections to
these quantities have a significant impact upon the reduction
of measurement error.! The typical value of 40 dB for the
echo reduction suggests that a reflected ‘‘error wave’’ of am-
plitude about 1% of that of the incident wave is present in
the reflection region of the tube. If an error wave of this same
amplitude is also present when a sample of 20-dB intrinsic
echo reduction is being measured in system L using the
present method, an error of slightly less than 1 dB in the
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measurement can be expected. For a sample of 30-dB intrin-
sic echo reduction, the measurement error could be some-
what greater than 3 dB.

In Fig. 3 is shown the effective insertion loss when no

sample is present. This is the insertion loss associated with
theTi quantities of Eq.~3!. The typical insertion loss seen in
this figure is of the order of magnitude of about 0.1 dB. This
again suggests that a through-the-sample transmitted error
wave of amplitude about 1% of that of the incident wave is
present in the transmission region. The respective insertion-
loss errors, in samples that are characterized by 20- to 30-dB
intrinsic insertion loss, are again in the 1- to 3-dB range,
respectively.

V. ‘‘WITH-SAMPLE’’ EXPERIMENTS

A. Acoustic Pressure Tank Facility „APTF…
measurements

Before acquiring any data with samples in system L, a
relatively large sample was first tested in APTF. This sample
~a decoupler! was measured in order to obtain baseline re-
sults that could be used to judge the quality of the system L
measurements. The dimensions of the test panel were ap-

proximately 82392 cm (321
4 in.3361

4 in.), and the sample
was of approximately 5-cm~2-in.! thickness. This relatively
large panel size enabled the use of standard measurement
techniques to approximately determine sample response in
the frequency interval of interest. Although highly accurate
measurements at the frequencies of interest in system L
could not be conducted in APTF, the measurements could be
extrapolated into the desired frequency regime. This was
possible because the sample of interest consisted of a single-
layer material; edge diffraction was found not to be too
strong; and new causal theoretical expressions for the sound
speed and loss of the material could be employed in the
extrapolations. We developed these theoretical expressions
using the appropriate Hilbert transform implementation of
the causality principle.5 The transforms were carried out ana-
lytically. The results of the analytical calculations were also
verified numerically.

The model we used to derive a causal relationship be-
tween the sound speed and loss of the sample, based on the
use of Kramers–Kronig relations,5 is of the form

v

cphase~v!
5

v

c`
1@a~v!#, ~6!

wherev denotes the angular frequency;cphase(v) anda~v!
are the phase speed and loss of the sample material expressed
as functions ofv, respectively;c` is the phase speed at
infinite frequency; and the@ # notation denotes the Hilbert
transform. The numerical value ofc` is to be determined by
least-squares fitting.

In order that Eq.~6! yield reasonable results without
requiring the introduction of specialized methods of
analysis,6 it is helpful to use only functions fora~v! that
remain finite asv→`. We chose to introduce a loss function
that is approximately linear with frequency, at least over a
major segment of the frequency interval of our experiments,
and to use a filtering function to eliminate the divergence for
large frequencies. The loss function we chose to introduce is

a~v!5
a1uv/v0u

11b~v/v0!4 , ~7!

FIG. 2. ~a! Effective echo reduction, obtained at the three hydrophones
located in the transmission region shown in Fig. 1, when no sample is
present in the tube. The very large numerical values are obtained simply
because the LS determination of the projector drives is only a slightly over-
determined problem, with the two required drives being determined from the
three hydrophones available in the transmission region using a least-squares
process.~TW5traveling wave; ER5echo reduction!. ~b! Effective echo re-
duction, obtained at the three hydrophones located in the reflection region
shown in Fig. 1, when no sample is present in the tube. It can be seen that
the typical value obtained for the echo reduction is about 40 dB, ignoring
obvious tube resonances. If no adjustments of the hydrophone sensitivities
and positions, as well as the speed of sound of the tube fill fluid were
performed~as described in the text!, the typical echo reduction obtained at
these hydrophones for this case is about 25 dB.~TW5traveling wave;
ER5echo reduction!.

FIG. 3. Effective insertion loss, obtained in the transmission region shown
in Fig. 1, when no sample is present. This insertion loss is computed by
combining the results obtained from the triad of hydrophones located in this
region with those obtained from the triad in the reflection region, required to
determine the incident-wave amplitude. It is seen that the typical insertion
loss obtained is about 0.1 dB, except at obvious tube resonances. If no
adjustments of the hydrophone sensitivities and positions, and the fill-fluid
sound speed, were performed, the typical insertion loss obtained is about 1
dB. ~TW5traveling wave; IL5insertion loss!.
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wherea1 is a constant that measures the ‘‘strength’’ of the
loss, and which is to be determined by least-squares fitting.
@Note that the function defined in Eq.~7! is approximately
linear for frequencies belowv0 .# The constantsb andv0 are
parameters that describe the filter characteristics, and their
values are at our disposal. The choice of a filter with a
fourth-order pole is somewhat arbitrary, but this ensures rela-
tively rapid convergence of the Hilbert-transform integral.
Fortunately, the Hilbert transform ofa(v) as given by Eq.
~7! can be carried out analytically in a straightforward fash-
ion. The result is

@a~v!#52

a1v0vS pAbv21v0
2lnS bv4

v0
4 D D

2p~bv41v0
4!

. ~8!

Here ln denotes the natural logarithm.
Panel measurements, as acquired in APTF, directly mea-

sure the amplitudes and phases of the incident, reflected, and
through-the-panel transmitted waves. Unfortunately, it is not
possible to avoid the contaminating influence of the wave
originating at the sample edge for the current sample

(321
4 in.3361

4 in.) at the frequencies of interest. Thus, even if
the causal model described above were an exact description
of sample performance, exact agreement between theory and
measurement would not be expected. However, since the
model involves only two adjustable parameters~c` anda1!,
it was hoped that least-squares fitting would help to discrimi-
nate against edge effects, essentially treating these effects as
a form of ~coherent! noise. Since many frequencies are in-
volved in the fitting process but only two constants are being
adjusted, it was felt that the combined effects of the many
test frequencies involved, covering the wide frequency inter-
val of 250 to 15 000 Hz, might reduce the influence of the
coherent noise.

The causal dispersion model of Eqs.~6!–~8! was incor-
porated into a single-layer reflection/transmission model of
the sample, and the resulting model was fitted to the APTF
data acquired from the panel to determinec` anda1 at each
hydrostatic pressure. In Figs. 4~a! and~b! and Figs. 5~a! and
~b! are shown the results of the measurements and of the
fitting process for two of the hydrostatic pressures that were
tested. Data are shown as dots, while the theoretical results,
based on least-squares fitting of the causal model, are shown
as solid lines. The solid lines are extended down to 100 Hz in
order to cover the low-frequency limit to be tested in system
L. ~The low-frequency cutoff for the insertion-loss measure-
ments in APTF was 250 Hz, while the low-frequency limit of
the echo-reduction measurements was 2000 Hz. These low-
frequency limits are well below those usually applied in that
facility.! As can be seen, the theory agrees reasonably well
with the measurements over much of the data, although the
effects of edge diffraction are clearly present, especially in
Fig. 5~b!.

In fitting the APTF measurements, the filter parameters
of the causal model were set such thatv0

52p40 000 radians/s andb50.5 ~dimensionless! in all
cases. At the 100 psi hydrostatic test pressure used in the
measurements presented in Figs. 4~a! and ~b!, the two fitted

model parameters were found to bec`53.53104 cm/s and
a152.1 cm21. At the 500 psi hydrostatic test pressure,
shown in Figs. 5~a! and~b!, the two fitted model parameters
were found to bec`53.93104 cm/s and a151.1 cm21.
These values, and their changes with hydrostatic pressure,
are reasonable for the sample under test. At 100 psi, the
sound speed in the material, which can be computed from the
causal model of Eqs.~6!–~8! using the fitted constants, is
about 2.73104 cm/s, while the associated loss factor is about
0.53 cm21. At 500 psi, the computed sound speed in the
material is about 3.33104 cm/s, while the loss factor is about
0.28 cm21.

B. Sample measurements in system L

An approximately circular subsample of 38-cm~15-in.!

diameter was next cut from one corner of the 321
4-in.

3361
4-in. decoupler panel for testing in system L. A corner

cut was used to permit retesting of the panel in APTF, should
that have proved necessary. The subsample was then
mounted in system L, and suitable measurements acquired.

Recall that the basic concept behind the present mea-
surement method involves driving the two transducers to cre-
ate a traveling wave on one side of the sample and a standing
wave on the other. However, there is no need in practice to
actually produce such waves within the system when a
sample is present. The same kinds of standing-wave mea-
surements used to determine the system transfer function
when no sample is present in the tube can also be used when

FIG. 4. Insertion loss and echo reduction of the 82392-cm (32
1
4-in.

336
1
4-in.) panel at a hydrostatic test pressure of 689 kPa~100 psi!. Dots are

data; solid lines are from a least-squares fit of a causal panel model to the
measurements. Two parameters were adjusted in the fits.~a! Insertion loss.
~b! Echo reduction.
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a sample is present as well. That is, when a sample is present
a transfer-matrix equation of the form of Eq.~1! still applies
to the measurements. Of course, the elements of the transfer
matrix will obviously be different depending upon whether
or not a sample is present, and will obviously be different for
each sample and each particular test circumstance. Moreover,
the same technique used to determine the projector drives
that would produce a unidirectional traveling wave in the
transmission region when no sample is present can again be
used to determine the drives needed to establish such a wave
even when a sampleis present. Once the measurements that
determine the transfer matrix elements for the with-sample
case have been acquired, there is no need to actually estab-
lish these waves in the tube. The amplitudes of the waves
that would appear in each half of the tube can be determined
instead from the with-sample transfer matrix, and the ampli-
tudes of these waves can be combined in the usual way to
determine sample echo reduction and insertion loss.

The results obtained when the decoupler subsample was
evaluated in this way are shown in Figs. 6~a! and ~b! and
Figs. 7~a! and ~b!. The dots once again are the measured
values, obtained by the present method, and the solid lines
are theoretical values based on extrapolating the APTF mea-
surements. The two adjusted parameters determined at each
hydrostatic pressure tested in APTF were used in the theo-
retical expressions of the causal model to compute the solid-
line curves shown in the figures. As can be seen, agreement
between the measurements and the extrapolations is quite
good.

VI. SUMMARY AND CONCLUSIONS

A technique for measuring the echo reduction and the
insertion loss of small passive-material samples in NUWC’s
system L was described. The method allows for the measure-
ments to be acquired over the full range of ocean environ-
mental conditions in the frequency range of 100 to 1750 Hz.
‘‘No-sample’’ measurements are acquired in system L and
are used to adjust the hydrophone sensitivities and positions.
The speed of sound of the tube fill fluid~a propylene glycol/
water mixture! is also adjusted. With-sample measurements
are obtained and are used to determine the elements of the
transfer matrix of the tube/sample system.~The corrected
quantities deduced from the no-sample tests are held fixed in
determining the elements of the with-sample transfer ma-
trix.! This transfer matrix is then used to determine the echo
reduction and the insertion loss of the sample under test.

A causal material model was developed and applied to
measurements acquired from a relatively large sample panel
evaluated in NUWC’s APTF. The model was used to ex-
trapolate the APTF measurements into the frequency range
of system L. The extrapolations showed good agreement
with the direct measurements acquired using the new
method.

FIG. 5. Insertion loss and echo reduction of the large panel (32
1
4-in.

336
1
4-in.) at a hydrostatic test pressure of 3450 kPa~500 psi!. Dots are

data; solid lines from a least-squares fit of a causal panel model to the
measurements. Two parameters were adjusted in the fits.~a! Insertion loss.
~b! Echo reduction.

FIG. 6. Insertion loss and echo reduction, at a hydrostatic test pressure of
689 kPa~100 psi!, of an approximately circular, 38-cm diameter, subsample

cut from the 32
1
4-in.336

1
4-in. panel, as tested using the new procedure in

system L. Dots are data; solid lines are extrapolations of the causal model
fitted to the large-panel measurements shown in Fig. 4.~a! Insertion loss.~b!
Echo reduction.
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The new technique is currently available for evaluation
of customer samples in system L.
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APPENDIX: AREA CORRECTION FOR SAMPLES
THAT DO NOT FILL THE TUBE COMPLETELY

In our experimental apparatus it is impossible to com-
pletely fill the system L tube with a material sample. This
results in an experimental error since the effect of the smaller
sample is based on a mix of the sample volume and the fluid
volume that is replacing the rest of the ideal sample’s outer
perimeter. For low frequencies, following the analysis in
Kinsler and Frey7 of the effective impedance of a branching
pipe, we can define the relevant acoustic quantities following
Fig. 8:

~1! A is the relative surface area of the sample~A51 com-
pletely fills the pipe!.

~2! L, R are the complex pressures of the left- and right-
moving waves. Here, we assume without loss of gener-
ality that an outgoing traveling wave field is established
at the right tube end and that the pressure of the incom-
ing wave at the left is unity.

~3! l 1 , l 2 , r 1 , r 2 are the complex pressures of the left- and
right-moving waves on either side of the sample in the
upper~sample-only! branch of the pipe.

~4! l 3 , l 4 , r 3 , r 4 are the complex pressures of the left- and
right-moving waves on either side of the fluid sample in
the lower~fluid-only! branch of the pipe.

~5! Rs , Ts , Rs8 , Ts8 are the reflection and transmission co-
efficients of the sample in the forward and reversed di-
rection. For multilayered samples,Rs andRs8 are in gen-
eral different, butTs andTs8 are equal~see Rudgers8!.

~6! Tf is the transmission coefficient of the fluid~lower
branch!. This number has magnitude 1.0 but has a phase
associated with the travel time through a layer of fluid
equal to the thickness of the panel~required to keep the
definition of transmission coefficient consistent as a
phase shift relative to the incident wave for both fluid
and sample!. The reflection coefficient of the fluid
sample is 0.

The relevant continuity conditions are

~1! l 15Rsr 11Ts8l 2 ~transmission and reflection through the
sample!,

~2! r 25Tsr 11Rs8l 2 ~transmission and reflection through the
sample!,

~3! l 45Tf l 3 ~transmission through the sample thickness of
fluid!,

~4! r 45Tfr 3 ~transmission through the sample thickness of
fluid!,

~5! 11L5 l 11r 1 ~continuity of pressure at the top left
fork!,

~6! 11L5 l 31r 3 ~continuity of pressure through the bottom
left fork!,

~7! R5 l 21r 2 ~continuity of pressure at the top right fork!,
~8! R5 l 41r 4 ~continuity of pressure at the bottom right

fork!,
~9! 12L5A(r 12 l 1)1(12A)(r 32 l 3) ~continuity of vol-

ume velocity at left fork!,

FIG. 7. Insertion loss and echo reduction, at a hydrostatic test pressure of
3450 kPa~500 psi!, of an approximately circular, 38-cm diameter, sub-

sample cut from the 32
1
4-in.336

1
4-in. panel, as tested using the new proce-

dure in system L. Dots are data; solid lines are extrapolations of a causal
model fitted to the large-panel measurements shown in Fig. 5.~a! Insertion
loss.~b! Echo reduction.

FIG. 8. Boundary conditions and pertinent acoustic variables for a branch-
ing pipe.
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~10! R5A(r 22 l 2)1(12A)(r 42 l 4) ~continuity of volume
velocity at right fork!.

~A1!

The above system can be solved forRs andTs , eliminating
all but the variablesL, R, Rs8 , Ts8 , andA. At this point, it can
be assumed that two sets of measurements were done: first
with the sample in its ‘‘normal’’ position, with measured re-
flected and transmitted amplitudesL1 andR1 and then with
the sample in the ‘‘flipped’’ position~turned 180 deg along
the pipe axis to face the other way! with corresponding am-
plitudesL2 and R2 for the reflected and transmitted waves.
~In fact, the flipped response can be derived by using the two
with-sample measurements to calculate incident, transmitted,
and reflected waves with the outgoing wave in the opposite
direction, so no more measurements are needed.!

The above-described reflection and transmission coeffi-
cients can then be written as

~1! Rs5Rs(L1 ,R1 ,A,Ts8),
~2! Rs85Rs8(L2 ,R2 ,A,Ts),
~3! Ts5Ts(L1 ,R1 ,A,Rs8),
~4! Ts85Ts8(L2 ,R2 ,A,Rs),

~A2!

where theRs( ), etc., are the functional forms derived from
Eq. ~A1! above with theL1 , L2 , etc. substituted for theL
andR in the original solution.

Solving the above system gives

~1! Rs52~L1L2!1~R12Tf !~R22Tf !1A~~R12Tf !

3~2R21Tf !1L1~11L22Tf
2!!/D,

~2! Rs852~L1L2!1~R12Tf !~R22Tf !1A~~R12Tf !

3~2R21Tf !1L2~11L12Tf
2!!/D,

~A3!

~3! Ts5A~~A21!~11L1!~11L2!Tf2R1~~A21!R2Tf

1Tf
2!21!/D,

~4! Ts85A~~A21!~11L1!~11L2!Tf

2R2~~A21!R1Tf1Tf
2!21!/D,

where

D5L1L21A2~11L11L21L1L22R1R2!

1~R12T f !~T f2R2!2A~L11L212L1L2

22R1R21R1T f1R2T f !.

Here,Tf is eikd, the phase correction for traveling through
the thickness of fluid,d, at the sample edge;A is the area
correction ratio.

The above expressions for transmission and reflection
coefficients were tested using a model of the system L tube
and a sample with realistic material properties based on our
version of CHIEF~combined Helmholtz integral equation
formulation.!9,10 The system L tube and sample were simu-
lated, the ends of the tube were driven by imposing unit
surface velocity on the left and right ends of the tube, suc-
cessively, and the pressure field was measured at points in
the tube corresponding to actual hydrophone locations. The
sample was defined as being 2-in. thick~two 1-in. layers!
with the following material properties~shear was assumed
negligible!:

r151800 kg/m3, cl1526001520i m/s

~ imaginary part represents loss!, cs150,

r25800 kg/m3, cl2510001200i m/s, cs250.

The radius of the sample was taken to be 0.7071 times the
radius of the tube, giving an area ratio of 0.5. The results are
given in Table I. As can be seen by inspection, the agreement
is good at all frequencies, with deviations increasing with
frequency as the assumptions about the plane wave unifor-
mity of the field begin to break down.

1R. J. Bobber,Underwater Electroacoustic Measurements~U. S. Govern-
ment Printing Office, Washington, 1970!, pp. 287–299.

2J. C. Piquette, ‘‘Transmission coefficient measurement and improved su-
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Soc. Am.92, 468–477~1992!.

3See Ref. 1, pp. 305–310.
4L. G. Beatty, ‘‘Acoustic impedance in a rigid-walled cylindrical sound
channel terminated at both ends with active transducers,’’ J. Acoust. Soc.
Am. 36, 1081–1089~1964!.

5See, for example, C. W. Horton, ‘‘Dispersion relationships in sediments
and sea water,’’ J. Acoust. Soc. Am.55, 547–549~1974!.

6K. R. Waters, M. S. Hughes, J. Mobley, and J. G. Miller, ‘‘On the appli-
cability of Kramers–Kronig relations for untrasonic attenuation obeying a
frequency power law,’’ J. Acoust. Soc. Am.108, 556–563~2000!.

7L. E. Kinsler, A. R. Frey, A. B. Coppens, and J. V. Sanders,Fundamentals
of Acoustics, 3rd ed.~Wiley, New York, 1982!, pp. 235–237.

8A. J. Rudgers and C. A. Solvoid, ‘‘Apparatus-independent acoustical-
material characteristics obtained from panel-test measurements,’’ J.
Acoust. Soc. Am.76, 926–934~1984!.

9G. W. Benthien, D. Barach, and D. Gillette,CHIEF User’s Manual~Naval
Oceans System Center, 1988!.

10H. Schenck, ‘‘Improved integral formulation for acoustic radiation prob-
lems,’’ J. Acoust. Soc. Am.44, 41–58~1968!.

TABLE I. Comparison of analytical and CHIEF results.

Frequency AnalyticalRs CHIEF Rs Analytical Ts CHIEF Ts

500 20.034 15420.005 671 7i 20.034 10620.006 822 5i 0.961 7110.135 58i 0.961 9310.135 56i
1000 20.073 97520.027 533i 20.075 31320.028 784i 0.906 1810.261 51i 0.905 0710.261 33i
1500 20.113 5520.066 766i 20.117 9820.068 186i 0.834 0410.375 63i 0.832 0810.0374 69i
2000 20.146 7720.122 63i 20.152 9820.123 03i 0.746 6110.475 01i 0.743 9610.471 84i
2500 20.168 0520.192 29i 20.175 4120.199 75i 0.646 4110.556 52i 0.641 0310.550 5i
3000 20.173 1420.271 08i 20.181 6420.284 7i 0.537 8110.617 52i 0.527 6510.603 65i
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New extrapolation methods in real and wave number spaces are proposed to extend near-field
acoustical holography~NAH! toward a more quantitative technique applicable to the vibration
measurement of actual large-scale structures. The finiteness of the measurement aperture is a serious
impediment to such large-scale implementation of NAH because the measurement aperture
sufficiently larger than the vibrating structure of interest is usually needed. We should thus
investigate how to reduce the reconstruction error when the measurement aperture is restricted to a
fraction of the vibrating structure. The following practical suggestions are derived from simulations
and underwater experiments:~1! A wave number-space extrapolation method can reduce the
reconstruction error to about 25% for the measurement aperture corresponding to 1/16th of the
vibrating structure when 10 000 iterations of the extrapolation process are applied.~2! A real-space
extrapolation method can reduce the reconstruction error to negligible degree (10210%) for the
measurement aperture corresponding to four times as large as the vibration structure when ten
iterations of the extrapolation process are applied.~3! The former method may be widely and safely
applied, but many iterations are necessary; the latter method can reduce the reconstruction error very
quickly, but a wider measurement aperture than that in the former is needed. Therefore, when the
measurement aperture cannot be larger than the vibrating structure, the former method is
recommended, while when the measurement aperture is larger than the structure, the latter method
is recommended. Summing up, the accuracy of our proposed methods, which is attributed to the
property of data extrapolation method that the data inside the measurement aperture is conserved
after adequately extrapolating the data outside the aperture, will be relevant to a more quantitative
measurement and analysis of real large-scale structures. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1405417#

PACS numbers: 43.60.Sx, 43.40.Dx, 43.20.Ye@CBB#

I. INTRODUCTION

Near-field acoustical holography~NAH! has been intro-
duced by Williams and Maynard1 to reconstruct the velocity
distribution of a vibrating plate from the acoustic pressure
hologram obtained at the near-field points. A conventional
acoustic holography suffers from the defect that the spatial
resolution of a reconstructed image depends on the wave-
length of radiation. NAH enables us to reconstruct the struc-
tural vibration without such a limitation on spatial resolution.
NAH was extended to the cylindrical geometry,2 axisymmet-
ric bodies,3 and an arbitrary geometry.4 As the result, NAH
has been applied to the study of structural vibration and
scattering.5–9

Although NAH is a very powerful tool for structural
acoustics, large-scale implementations of NAH for its appli-

cation to a large vibrating body such as a ship have not been
reported. The finiteness of the measurement aperture isan
impediment to the large-scale implementation of NAH. In
the NAH signal processing, it is assumed that the hologram
data are measured over the hologram plane with an infinite
size. In practice, the sound pressures are measured on a finite
measurement aperture near the vibrating structure. This limi-
tation leads to the errors due to the wraparound and aperture
size restrictions. The wraparound error is easily reduced by
applying the zero padding, which forms a large virtual aper-
ture by surrounding the measurement aperture with a ‘‘guard
band’’ of zeros.10

However, the discontinuity at aperture edges due to the
restriction of the aperture size is amplified in the NAH back-
propagation process. Therefore, the discontinuity of the ho-
logram data seriously contaminates the reconstructed result.
In order to avoid this discontinuity, an appropriate real-space
window may be applied to the zero-padded hologram data.11

However, the multiplication of a real-space window changes
the measured hologram data. The discrepancy of the
smoothed hologram from the measured hologram causes new
errors, which are inevitable for the application of the real-

a!A part of this paper was presented at the 3rd Joint Meeting of the Acous-
tical Society of America and the Acoustical Society of Japan, 2–6 Decem-
ber 1996, Honolulu, Hawaii@J. Acoust. Soc. Am.100, 2653–2654~A!
~1996!, invited#.

b!Electronic mail: saijyou@jda-trdi.go.jp
c!Electronic mail: shig@kyushu-id.ac.jp
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space window. The data outside the measurement aperture
are necessary to estimate errors induced by the multiplication
of the real-space window. Consequently, this error cannot be
estimated in the usual ways. Conventionally, the measure-
ment aperture fully larger than the structure of interest
should be prepared to reduce the error. That limits the size of
the measured structure.

In this paper, a new data smoothing method based on the
data extrapolation is proposed to realize the large-scale
implementation of NAH. Our data smoothing method has
remarkable advantages, compared with the conventional
real-space window method. In the conventional data smooth-
ing, the data outside the measurement aperture are set equal
to zero after the rearrangement of the data inside the mea-
surement aperture. This implies that the measured hologram
is distorted by the real-space window, and the distortion of
the measured data causes reconstruction error. On the other
hand, our data smoothing method can be operated in such a
way that the measured hologram data are not changed. The
data outside the aperture are then adequately extrapolated.
Therefore, the hologram would be effectively enlarged with-
out any distortion of the measurement hologram, and the
finite aperture effect would be reduced significantly.

To develop the data extrapolation method, we intro-
duced the concept of the ‘‘error norm reduction method’’
which is at first presented by Gerchberg.12 The proposed
method is briefly explained as follows.

The coordinate systemr5(j1 ,j2 ,j3) is shown in Fig. 1.
The radiated pressurep̃(j1 ,j2 ,j3m) is measured on a mea-
surement apertureSp that is included in theSm plane (j3

5j3m), and the vibrating object (Sv) is located atj35j3o

~the So plane!. Vectors r 05(j1 ,j2 ,j3o) and rm
5(j1 ,j2 ,j3m) represent points on theSo and Sm planes,
respectively. The quantityh̃(r 0) indicates the normal com-
ponent of the displacement of the object surface, andṽ(r 0)
5]h̃(r 0)/]t defines the normal component of the surface
velocity. The tilde over physical quantities indicates that they
are complex quantities. The measured pressurep̃meas(rm) on
the measurement apertureSp , which is zero padded, is
viewed as the sum of the true pressurep̃true(rm) and an error
pressurep̃error(rm):

p̃meas~rm!5 p̃true~rm!1 p̃error~rm!, ~1.1!

p̃error~rm!52W~rm! p̃true~rm!, ~1.2!

W~rm!5H 0, rmPSp ,

1, rm¹Sp .
~1.3!

The measurement error may be estimated by defining the
‘‘error norm’’ i p̃error(rm)i as a square root of the spatial in-
tegration of the squared absolute amplitude of the error pres-
sure:

i p̃error~rm!i5AE
Sm

u p̃error~rm!u2 drm. ~1.4!

The measured pressurep̃meas(rm) is only obtained at first,
and the data extrapolation is realized by reducing the error
norm while conserving the true pressure. The assumption
about the extent of the vibrating object or the highest wave
number of the measured pressure is necessary to reduce the
error norm. The data extrapolation method is classified by
these assumptions.

When the highest wave number is assumed, the error
norm is reduced in K~spatial wave number! space by apply-
ing a band limitation. This method is called the ‘‘K-space
data extrapolation method,’’ which is widely applied, be-
cause the extent of the object is not generally limited. How-
ever, many iterations of the data extrapolation process are
necessary, especially to attain higher resolution. Since too
many iterations cause an accumulation of computational er-
ror, the optimization of the resolution of the reconstructed
result should be considered.

On the other hand, when the extent of the vibrating ob-
ject is assumed, the error norm can be reduced in real space.
This method is called the ‘‘real-space data extrapolation
method,’’ in which it is assumed that the vibrating structure
is surrounded by a rigid baffle. The error of the reconstructed
surface velocity is made negligibly small by using this
method if the assumption above is appropriate. However, the
velocity outside the structure always causes the reconstruc-
tion error. We note that the extrapolation method, which is
based on the assumption that the vibrating object is sur-
rounded by a rigid baffle, has been used by Held13 and Kwon
and Kim.14 However, they do not present the proof of the
convergence of the extrapolation process. In their methods
the area of the rigid baffle is just obtained by shifting the
complementary window of the measurement aperture toward

FIG. 1. The general coordinate system applied to the
data extrapolation method.
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the vibrating object in the direction perpendicular to the mea-
surement plane. The propriety of this assumption is not dis-
cussed satisfactorily.

In this paper, we prove the convergence of the extrapo-
lation process and discuss the propriety of the assumption for
the extrapolation by introducing the concept of error norm
reduction method in Sec. II. And the adaption method of the
area of the rigid baffle for reducing the reconstruction error
by the data extrapolation is exhibited.

The reconstruction result contains errors due to the re-
striction of measurement aperture size and the measurement
error that is introduced by the sensor or the position mis-
match. The problems associated with the measurement error
are well addressed in Ref. 15. In the present paper we deal
with the reduction method of the reconstruction error caused
by the restriction of measurement aperture size, and we as-
sume that the measurement error is zero.

The availability of our proposed methods is justified by
simulation and experiment. Since our objective is the appli-
cation of NAH to real large-scale structures, the size of the
measurement aperture is assumed to be considerably smaller
than that of the structure in many cases. The error of the
surface velocity reconstructed from such a smaller measure-
ment aperture is considered to evaluate the effectiveness of
the proposed methods. Algorithms of our data extrapolation
methods are first presented in Sec. II. Results of simulations
are shown in Sec. III. The model experiment is shown in Sec.
IV. The suggestion for the large-scale implementation of
NAH is presented in Sec. V. The conclusions drawn from the
discussion of them are summarized in Sec. VI.

II. DATA SMOOTHING BASED ON DATA
EXTRAPOLATION

A. Algorithm of K-space data extrapolation method

In this section, the algorithm of the K-space data ex-
trapolation method is briefly described. It is assumed that the
highest wave number of the true pressurep̃true(rm) is kmax.

The coordinate system is shown in Fig. 1. The schematic
diagram of the proposed method is shown in Fig. 2, and the
procedure is briefly explained below.

~i! step.0The measurement aperture size is virtually en-
larged by zero padding.

~ii ! step.1The K-space representation of the pressure on
the virtual measurement aperture is obtained by two-
dimensional spatial Fourier Transform~abbreviated as
2D-FT hereafter!.

~iii ! step.2If the integration of the squared pressure with
high-wave number components (Akx

21ky
2.kmax) is smaller

than the threshold, then go to step.5. Elsewhere, the high-
wave number component is set to be zero. Here,kx and ky

are the wave numbers ofx andy, respectively.
~iv! step.3The pressure on the virtual measurement ap-

erture is obtained by two-dimensional spatial inverse Fourier
Transform~abbreviated as 2D-IFT hereafter!.

~v! step.4The pressure of the enlarged aperture is cor-
rected according to the measured pressure. Then, return to
step.1.

~vi! step.5The surface velocity is reconstructed by the
NAH back-propagation of the pressure that is corrected by
step.2.

In this study, the threshold is set to 0.01% of the inte-
gration of the squared low-wave number components
(Akx

21ky
2,kmax) of the measured pressure.

The reduction of the error norm is explained as follows.
The radiated pressure is measured on a measurement

aperture @Fig. 2~a!#. The zero-padded pressurep̃meas(rm)
@Fig. 2~b!# is expressed by Eq.~1.1! ~step.0!. It is clear that
p̃true(rm) cannot be modified by the data extrapolation pro-
cess. On the contrary,p̃error(rm) is modified by this process.
The error pressure, which is zero inside the measurement
aperture, has the discontinuity and contains high wave num-
ber components. Next, the K-space representation of the
zero-padded pressure is obtained by 2D-FT@Fig. 2~c!#. The
K-space representation of the error pressurep̃error(rm) is

FIG. 2. Schematic diagram of the
K-space data extrapolation method.~a!
The amplitude of the measured pres-
sure. ~b! The amplitude of the cor-
rected pressure on an enlarged aper-
ture.~c! The K-space representation of
the corrected pressure.~d! The band-
limited K-space representation of the
corrected pressure.~e! The amplitude
of the reconstructed surface velocity
of the structure.
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P̃error~kx ,ky!5F@ p̃error~rm!#, ~2.1!

whereF denotes the 2D-FT~step.1!. In the K space, high
wave number components of the error pressure are set to be
zero ~step.2!. This bandlimited error pressure is given as

P̃e,1~kx ,ky!5 P̃error~kx ,ky!circSAkx
21ky

2

kmax
D , ~2.2!

circSAkx
21ky

2

kmax
D 5H 1, kx

21ky
2<kmax

2 ,

0, kx
21ky

2.kmax
2 .

~2.3!

The error norm is thus reduced by this band limitation in K
space~step.2!. The bandlimited error pressurep̃e,1(rm) is
then given as

p̃e,1~rm!5F21@ P̃e,1~kx ,ky!#, ~2.4!

whereF21 denotes 2D-IFT~step.3!. This bandlimited error
pressure will leak into the measurement aperture. Therefore,

the pressure on the full measurement aperture is corrected by
the measured pressurep̃meas(rm). Correcting the error pres-
sure in the measurement aperture to zero reduces the error
norm again~step.4!,

p̃error,1~rm!5 p̃e,1~rm!W~rm!, ~2.5!

whereW(rm) is given as Eq.~1.3!. This new error pressure
p̃error,1(rm) has the discontinuity, and the band limitation is
applied by the K-space filter@Eq. ~2.3!# again. Thus the error
norm is reduced in real and K spaces.

In practice, the error pressure norm cannot be obtained
directly, however, the cutoff region (Akx

21ky
2.kmax) in-

cludes the error pressure component only. Therefore, the cri-
terion of the K-space data extrapolation process is introduced
as the norm of the pressure component included in the cutoff
region, which is defined as

I F@ p̃error,n~x,y!#F12circS Akx
21ky

2

kmax
D G I5AE

2`

` E
2`

` UF@ p̃error,n~x,y!#F12circS Akx
21ky

2

kmax
D GU2

dkx dky, ~2.6!

becausep̃true(x,y) exists only in the pass region of the
K-space filter. This norm, iF@ p̃error,n(kx ,ky)#@1
2circ(Akx

21ky
2/kmax)#i is removed in step.2. In other words,

the K-space data extrapolation process is terminated if the
error norm reduction ratio in step.2 is smaller than the
threshold.

Now, we discuss the effect that the finiteness of the mea-

surement aperture has on the contamination of the recon-
structed results. Let us assume that the distance between the
structure and the measurement plane isz, the size of the
measurement aperture isL3L, the normal velocity of the
structure is ṽ(x,y), and the cutoff wave number of the
K-space filter expressed in Eq.~2.3! is kcut. The pressure on
the measurement planep̃true(x,y) is expressed as10

FIG. 3. Schematic diagram of the real-
space data extrapolation method.~a!
The amplitude of the measured pres-
sure. ~b! The amplitude of the cor-
rected pressure on an enlarged aper-
ture. ~c! The amplitude of
reconstructed surface velocity of the
structure.~d! The amplitude of the cor-
rected surface velocity. Note that the
velocity outside the structure is set to
be zero.
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p̃true~x,y!5F21S F@ ṽ~x,y!#exp~2 izAk0
22kr

2!
ik0rc

Ak0
22kr

2D ,

~2.7!

kr
25kx

21ky
2, ~2.8!

where k052p f /c, c denotes the sound speed,f the fre-
quency, andr the density of the medium~water!. The restric-
tion of the measurement aperture is equivalent to the convo-
lution of the K-space representation of the real-space
window F@Wr(x,y)# and that of the true pressure
F@ p̃true(x,y)#:

F@ p̃true~x,y!Wr~x,y!#

5F@ p̃true~x,y!#* F@Wr~x,y!#

5F@ p̃true~x,y!#* F S 2L

p D 2

sinc~Lkx!sinc~Lky!G , ~2.9!

Wr~x,y!5@u2 L/2~x!2uL/2~x!#@u2 L/2~y!2uL/2~y!#, ~2.10!

ua~x!5H 1, x>a,

0, otherwise.
~2.11!

The convolution causes a leakage of low wave number com-
ponents of the pressure into the high wave number region,
and these leaked components are amplified in the NAH back-
propagation and velocity reconstruction process. The ap-
proximation of reconstructed surface velocityṽ reconst(x,y),
that is obtained from the pressure measured on the finite
aperturep̃true(x,y)Wr(x,y), is expressed as

ṽ reconst~x,y!

5F21FF@ p̃true~x,y!Wr~x,y!#exp~ izAk0
22kr

2!

3
Ak0

22kr
2

ik0rc
G

'F21H FF$ p̃true~x,y!%exp~ izAk0
22kr

2!
Ak0

22kr
2

ik0rc
G

* S 2L

p
sinc~Lkr !exp~ izAk0

22kr
2!

Ak0
22kr

2

ik0rc
D J

5F21FF@ ṽ~x,y!#* S 2L

p
sinc~Lkr !exp~ izAk0

22kr
2!

3
Ak0

22kr
2

ik0rc
D G . ~2.12!

This equation means that the low wave number component
of the ṽ(x,y) ~wave numberkr05Akx0

2 1ky0
2 is low! is mul-

tiplied by the contamination factorC̃(kr0 ;kr1) and added to
the high wave number region~wave number kr1

5Akx1
2 1ky1

2 is high!, where

C̃~kr0 ;kr1!5
2L

p
sinc$L~kr12kr0!%

3exp@ iz~Ak0
22kr1

2 2Ak0
22kr0

2 !#
Ak0

22kr1
2

Ak0
22kr0

2
.

~2.13!

This added component~which is called the ‘‘contamination
velocity component’’! contaminates the reconstructed result.
If kr1,kcut, this contamination velocity component is not
removed by the K-space data extrapolation method. There-
fore, we have to makekcut small. On the contrary, ifkcut is
too small, the reconstruction error becomes large because the
resolution of the reconstructed result is deteriorated. The dis-
cussion above suggests thatkcut should be optimized for the
reduction of the contamination velocity component and the
resolution improvement of the reconstructed result. The op-
timization procedure ofkcut is discussed in Sec. III in more
detail.

Moreover, the mechanism that the distortion of the re-
construction result is caused by the conventional real-space
window method may be similarly explained by substituting
the window function~Hanning, Tukey, etc.! into Eq. ~2.9!.
However, this explanation departs from the subject of this
paper. Therefore, we will postpone the discussion on the
problem caused by the conventional real-space window
method to another paper.

B. Algorithm of real-space data extrapolation method

In this section, the algorithm of the real-space data ex-
trapolation method is briefly described. First, we assume that
the vibrating structure is surrounded by a rigid baffle. The
coordinate system is shown in Fig. 1. A schematic diagram
of the procedure is shown in Fig. 3, and the procedure is as
follows.

~i! step.0The measurement aperture size is virtually en-
larged by zero padding.

~ii ! step.1The surface velocity is reconstructed by the
NAH back-propagation of the pressure on the virtual mea-
surement aperture.

~iii ! step.2 The reconstructed surface velocity outside
the vibrating structure is set to zero.

~iv! step.3The pressure on the virtual measurement ap-
erture is calculated by the NAH forward propagation of the
surface velocity, which is corrected by step.2.

~v! step.4The pressure of the enlarged aperture is cor-
rected according to the measured pressure. Then, return to
step.1.

The procedure is iterated until the correction criterion
satisfies the requirement that the integration of the squared
velocity outside the known extent of the finite plate is
smaller than the threshold. In this study, the threshold is set
to be 0.01% of the integration of the squared velocity on the
finite plate.

The convergence of the zero-padded pressure to the
‘‘true’’ pressure by this procedure is explained as follows.

Let us assume thatṽ(r 0) outside theSv is zero. That is,
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ṽ~r 0!5 ṽ~r 0!W0~r 0!H Þ0 ~r 0PSv!,

50 ~r 0¹Sv!,
~2.14!

W0~r 0!5H 1 ~r 0PSv!,

0 ~r 0¹Sv!.
~2.15!

According to Maynardet al.,10 the relationships between the
radiated pressurep̃0(rm) and surface velocityṽ(r 0) are ex-
pressed as

p̃0~rm!5F21$F@G̃vp~r 0;rm!#F@ ṽ~r 0!#%, ~2.16!

ṽ~r 0!5F21$F@G̃pv~rm ;r 0!#F@ p̃0~rm!#%, ~2.17!

where G̃vp(r 0;rm) is the Green’s function that satisfies the
Dirichlet boundary condition on theS0 plane, and
G̃pv(rm ;r 0) is the Green’s function that satisfies the Neu-
mann boundary condition on theS0 plane. The 2D-FTs of
G̃vp andG̃pv are termed propagators.10

Let us assume that the area ofSp is wide compared with
the area ofSv . The radiated pressure is measured on the
measurement aperture@Fig. 3~a!#. The zero-padded pressure
p̃1(rm) @Fig. 3~b!# is expressed as follows~step.0!:

p̃1~rm!5 p̃0~rm!@12W~rm!#

5 p̃0~rm!2 p̃0~rm!W~rm!

5 p̃0~rm!2 p̃e,1~rm!, ~2.18!

where

p̃e,1~rm!5 p̃0~rm!W~rm!, ~2.19!

wherep̃e,1(rm) is the error pressure of the zero-padded pres-
sure, andW(rm) is given as Eq.~1.3!. It is clear thatp̃0(rm)
cannot be modified by the data extrapolation process. On the
contrary,p̃e,1(rm) is modified by this process. According to
Eq. ~2.17!, the surface velocity reconstructed from the error
pressurep̃e,1(rm) is

ṽe,1~r 0!5F21$F@G̃pv~rm ;r 0!#F@ p̃e,1~rm!#%, ~2.20!

where ṽe,1(r 0) is infinite in extent ~step.1!, therefore, the
reconstructed surface velocity@Fig. 3~c!# is contaminated.
Since the surface velocity outside theSv is zero@Fig. 3~d!#,
the new error surface velocityṽe,18 (r 0) is given as

ṽe,18 ~r 0!5 ṽe,1~r 0!W0~r 0!, ~2.21!

and the error norm is reduced in the surface velocity domain
~step.2!. The error pressurep̃e,18 (rm) is then reconstructed
from ṽe,18 (r 0) ~step.3! as

p̃e,18 ~rm!5F21$F@G̃vp~r 0;rm!#F@ ṽe,18 ~r 0!#%, ~2.22!

where the pressure on the measurement aperture is corrected
by the radiated pressurep̃0(rm). Correcting the error pres-
sure p̃e,1(rm) in the measurement aperture to zero reduces
the error norm again~step.4!. The new error pressure
p̃e,2(rm) is obtained by the correction

p̃e,2~rm!5 p̃e,18 ~rm!W~rm!. ~2.23!

Here, let us assume that

i ṽ~r 0!i.i ṽe,18 ~r 0!i , ~2.24!

where

i ṽ~r 0!i5AE
S0

uṽ~r 0!u2 dr 0, ~2.25!

i ṽe,18 ~r 0!i5AE
S0

uṽe,18 ~r 0!u2 dr 0, ~2.26!

andi ṽe,18 (r 0)i is defined as the error velocity norm. Since the
evanescent wave component is reduced by the ‘‘natural filter
effect’’ in the forward propagation process, then the compo-
nent of the pressure onSm plane becomes negligibly small
compared with the radiation wave component. Therefore, ac-
cording to Ref. 10,

i ṽ~r 0!i3rck0'i p̃0~rm!i , ~2.27!

i ṽe,18 ~r 0!i3rck0'i p̃e,18 ~rm!i , ~2.28!

and

i p̃0~rm!i.i p̃e,18 ~rm!i , ~2.29!

i p̃e,1~rm!i5i p̃0~rm!W~rm!i.i p̃e,18 ~rm!W~rm!i

5i p̃e,2~rm!i , ~2.30!

where

i p̃0~rm!i5AE
Sm

u p̃0~rm!u2 drm, ~2.31!

i p̃e,1~rm!i5AE
Sm

u p̃e,1~rm!u2 drm. ~2.32!

Next, let us assume that

i ṽe,n218 ~r 0!i.i ṽe,n8 ~r 0!i , ~2.33!

then

i p̃e,n218 ~rm!i.i p̃e,n8 ~rm!i , ~2.34!

i p̃e,n~rm!i5i p̃e,n218 ~rm!W~rm!i.i p̃e,n8 ~rm!W~rm!i

5i p̃e,n11~rm!i , ~2.35!

i ṽe,n~r 0!i5iF21$F@G̃pv~rm ;r 0!#F@ p̃e,n~rm!#%i

.iF21$F@G̃pv~rm ;r 0!#F@ p̃e,n11~rm!#%i

5i ṽe,n11~r 0!i , ~2.36!

i ṽe,n8 ~r 0!i5i ṽe,n~r 0!W0~r 0!i.i ṽe,n11~r 0!W0~r 0!i

5i ṽe,n118 ~r 0!i , ~2.37!

where p̃e,n(rm) and ṽe,n(rm) are the error pressure and the
error surface velocity yielded byn iterations. As the result, if
Eq. ~2.24! is satisfied, then

lim
n→`

i ṽe,n~r 0!i5 lim
n→`

i p̃e,n~rm!i50. ~2.38!

Following the above-mentioned discussion, the appro-
priate measurement apertureSp and window function
W0(r 0), which satisfy Eq.~2.24!, are estimated by computer
simulation in Sec. IV.
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Here, let us examine the influences of the vibration out-
side the structure to the reconstruction error of the proposed
method. The pressurep̃true(rm) on theSm plane~cf. Fig. 1!,
the pressurep̃inside(rm) induced by the velocity of the struc-
tureSv @ ṽ inside(ro)#, and the pressurep̃outside(rm) induced by
the velocity of the outside ofSv ( ṽoutside(ro)) are related as

p̃true~rm!5 p̃inside~rm!1 p̃outside~rm!, ~2.39!

and

ṽ~r 0!5 ṽ inside~r 0!1 ṽoutside~r 0!. ~2.40!

It is clear that the pressurep̃inside(rm) is not able to be modi-
fied by the data extrapolation process because

F21@F@Gpv~rm ;r 0!#F@ p̃inside~rm!##

5H ṽ inside~r 0!5 ṽ~r 0! ~r 0PSv!,

0 ~r 0¹Sv!.
~2.41!

On the contrary,p̃outside(rm) is modified by the data extrapo-
lation process. The pressurep̃outside(rm) measured on the
measurement aperture is expressed as

p̃outside~rm!@12W~rm!#5 p̃outside~rm!2 p̃e,outside,1~rm!,
~2.42!

where

p̃e,outside,1~rm!5 p̃outside~rm!W~rm!. ~2.43!

The surface velocity reconstructed from the pressure
p̃outside(rm)2 p̃e,outside,1(rm) is

ṽoutside,1~r 0!5F21@F@G̃pv~rm ;r 0!#

3F@ p̃outside~rm!2 p̃e,outside,1~rm!##,

5 ṽoutside~r 0!2 ṽe,outside,1~r 0!, ~2.44!

where ṽe,outside,1(r 0) is infinite in extent~step.1 in Fig. 3!.
Since the surface velocity outside theSv is set to be zero, the
new surface velocityṽoutside,18 (r 0) is given as

ṽoutside,18 ~r 0!5 ṽoutside,1~r 0!W0~r 0!

52 ṽe,outside,1~r 0!W0~r 0!. ~2.45!

The velocity norm that is induced byp̃outside(rm) is reduced
in the surface velocity domain. Therefore, the new error
pressurep̃e,outside,18 (rm) is reconstructed from the velocity
ṽoutside,18 (r 0) as

p̃e,outside,18 ~r 0!5F21$F@G̃vp~r 0;rm!#F@ ṽoutside,18 ~r 0!#%, ~2.46!

where the new error pressurep̃e,outside,18 (rm) has the norm in
the measurement aperture. Here, the pressure on the mea-
surement aperture is corrected by the true pressurep̃true(rm).
The correction when the pressure in the measurement aper-
ture is set to be zero reduces the error norm and also creates
new pressurep̃outside,2(rm), where

p̃outside,2~rm!5 p̃e,outside,18 ~rm!@12W~rm!#

1 p̃outside~rm!2 p̃e,outside,1~rm!. ~2.47!

The componentp̃e,outside,18 (rm) is reduced by the iteration of
the data extrapolation process, and finally we obtain

lim
n→`

p̃e,outside,n8 ~rm!50. ~2.48!

However, the pressure2 p̃e,outside,1(rm) is added in the pro-
cess expressed by Eq.~2.47! to the pressure that is used to
reconstruct the velocity of the structure. Therefore, after sev-
eral times of the iteration, the reconstruction error is induced
only by thep̃e,outside,1(rm)5 p̃outside(rm)W(rm).

In this case, Eq.~2.24! is modified as

i ṽ~r 0!i.i ṽe,18 ~r 0!i1i ṽoutside,18 ~r 0!i . ~2.49!

And if Eq. ~2.49! is satisfied, the reconstructed result after
several times of the iteration of the extrapolation process is

lim
n→`

$ṽ~r 0!1 ṽe,n8 ~r 0!%5 ṽ inside~r 0!1 ṽoutside~r 0!

2 ṽe,outside,1~r 0!

5 ṽ~r 0!2 ṽe,outside,1~r 0!. ~2.50!

III. SIMULATIONS

A. Optimization method of the cutoff wave number
for data extrapolation method

In this section, we introduce the optimization method of
the cutoff wave number for the K-space data extrapolation
method. First, we investigate the K-space representation of
the velocity in detail based on the average wave number
spectrum of the velocity given as follows:

V̄~0!5
2p*0

3p/2LuF@ ṽ~x,y!#ukr dkr

pS 3p

2L D 2 , ~3.1!

V̄S 2mp

L D5
2p* (2m11)/2L

~2m13)p/2L uF@ ṽ~x,y!#ukr dkr

p3
2~m11!

L2

,

m51,2,3 . . . . ~3.2!

Figure 4 shows the average wave number spectrum
V̄(2mp/L), which is normalized byV̄(0). The vibrating
object is a rectangular piston of 0.64 m30.64 m with a rigid
baffle, and the vibrating frequency is 3 kHz. The distance
between the structure and the measurement plane is 3 cm.
The sound velocity in water is 1500 m/s, and the data of the
measurement aperture are taken in 2 cm steps along the hori-
zontal and vertical axes. The full aperture is 2.56 m32.56 m,
the measurement aperture is 1.28 m31.28 m. In order to
obtain the measured pressure data, FFT is used to calculate
the of the Rayleigh integral of the structural surface
velocity16 in this simulation.

The solid line indicates the average wave number spec-
trum of the original velocity. This spectrum is monotonically
decaying outside the radiation circle. The dotted line means
the average wave number spectrum of the velocity recon-
structed from the pressure measured on the finite aperture. In
the low wave number region, the spectrum of the recon-
structed velocity is slightly different from that of the original
velocity. However, the spectrum in the high wave number
region is very large and different from the spectrum of the
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original velocity. The ratio between the norm of original ve-
locity i ṽ(x,y)i and that of the reconstructed velocity
i ṽ reconst(x,y)i is 2.02%. Therefore, the normi ṽ reconst(x,y)i
is mostly constituted of the contamination velocity compo-
nent. The reconstructed error can then be reduced by dimin-
ishing the norm of the filtered reconstructed velocity normal-
ized by nonfiltered reconstructed velocity~simply denoted as
the ‘‘norm of filtered reconstruction velocity,’’ hereafter!,
which is defined as

i ṽfilter~x,y;kcut!i

5

IF@ ṽ reconst~x,y!#circS kr

kcut
D I

iF@ ṽ reconst~x,y!#i

5

AEEuF@ ṽ reconst~x,y!#u2 circS kr

kcut
Ddkx dky

A** uF@ ṽ reconst~x,y!#u2 dkx dky

. ~3.3!

Next, an estimation method of the original velocity spec-
trum is proposed to assure the resolution of the reconstructed
result. The cutoff wave number is optimized by calculating
the ‘‘norm of filtered corrected velocity.’’ In the low wave
number region, the spectrum of the reconstructed velocity is
slightly different from that of the original velocity. On the
other hand, in the high wave number region, the spectrum of
the reconstructed velocity is relatively affected by the con-
tamination velocity component, which is approximately ob-
tained as the multiplication of low wave number component
in the reconstructed velocity and the contamination factor. To
compensate for the influence of the contamination velocity
component, the spectrum of the reconstructed velocity is di-
vided by the contamination factor. As a result, we obtain the
corrected velocity spectrum, which is expressed as

V̄correct~0!5
V̄reconst~0!p

2L
, ~3.4!

V̄correctS 2mp

L
D 5

V̄reconstS 2mp

L
D

C̃S ka ;
2mp

L
D , m51,2,3,. . . , ~3.5!

ka5
2p*0

3p/2Lkr
2 dkr

pS 3p

2L D 2 5
2p

pS 3p

2L D 2 F1

3
kr

3G
0

3p/2L

5
p

L
. ~3.6!

The broken line in Fig. 4 shows the corrected velocity spec-
trum. A good agreement between the spectrum of the original
velocity and that of the corrected velocity suggests the valid-
ity of the proposed compensation method for the estimation
of the velocity spectrum.

Now, let us introduce the norm of filtered corrected ve-
locity normalized by nonfiltered corrected velocity~simply
denoted as the ‘‘norm of filtered correction velocity,’’ here-
after!, which is defined as

i ṽfilter,correct~x,y;kcut!i

5
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~3.7!

where n is the largest integer that satisfiesn,Lkcut/2p
andN the largest integer that satisfiesN,p/d (d: the spatial
sampling rate!. To reduce the reconstruction error caused
by the deterioration of the resolution, we have to make the
norm of filtered correction velocity large. In other words,
we can reduce the reconstruction error by reducing the re-
sidual norm of filtered correction velocity, which is defined
as 12i ṽfilter,correct(x,y;kcut)i .

FIG. 4. Average wave number spectrum of the velocity. The solid line
shows the original velocity spectrum. The broken line indicates the spectrum
of the velocity reconstructed from the pressure measured on the finite aper-
ture. The dotted line means the compensated velocity spectrum. These spec-

trums are normalized byV̄(0), respectively.

FIG. 5. The relationship between the norm and reconstruction error. The
solid line with a circle shows the reconstruction error. The broken and dotted
lines indicate the norm of filtered reconstruction velocity and the residual
norm of filtered correction velocity, respectively. The solid line corresponds
to the sum of the norm of filtered reconstruction velocity and the residual
norm of filtered correction velocity.
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According to the discussion above, we can optimize the
cutoff wave numberkcut by minimizing the sum of the norm
of filtered reconstruction velocity and the residual norm of
filtered correction velocity. Figure 5 presents that the norm of
filtered reconstruction velocity, the residual norm of filtered
correction velocity, the sum of these norms, and the recon-
struction error. This reconstruction error is defined as
i ṽ(x,y)2 ṽ reconst(x,y)i /i ṽ(x,y)i . The estimated optimal
cutoff wave number is 26.6p~rad/m!, and optimal cutoff
wave number that minimizes the reconstruction error is
28p~rad/m!. This agreement shows the validity of the pro-
posed optimization method of the cutoff wave numberkcut.
Therefore, the cutoff wave number for the K-space data ex-
trapolation method is determined by our optimization
method proposed in this paper.

In the real-space data extrapolation method, the cutoff
wave numberkcut is p/d when the measured pressure holo-
gram includes no noise, in other words, s/n5`, because the
real-space data extrapolation method only constrains the ex-
tent of the vibrating object. Therefore, the wave number of
the measured pressure hologram is only restricted by the spa-
tial sampling rate of the hologram. However, usually the
measured pressure hologram includes noise, which distrib-
utes uniformly in K-space. This behavior of noise is similar
to that of the contamination velocity component. Therefore,
it is necessary for the reduction of the noise influence to
optimize the cutoff wave numberkcut. The optimization al-
gorithm of thekcut is the same as that for the K-space data
extrapolation method.

B. The error of K-space data extrapolation method

In this section, the error of the K-space data extrapola-
tion method is examined. The error of the reconstructed sur-
face velocity is defined as follows:

error5
A**Suṽ full~x,y!2 ṽsmoothed~x,y!u2 dx dy

A**Suṽ full~x,y!u2 dx dy
, ~3.8!

whereS is the structure surface,ṽ full(x,y) the surface veloc-
ity reconstructed from the full aperture pressure, and
ṽsmoothed(x,y) the reconstructed result from the smoothed
pressure by the real-space window method and/or data-
extrapolation method.

Figure 6 illustrates the simulation result of the K-space
data extrapolation method, where the data are normalized by
the maximum value. The simulation conditions are the same
as those of Fig. 4, and the cutoff wave numberkcut is
26.6p(rad/m). This reconstructed result is used as the refer-
ence for the comparison between the conventional and pro-
posed data smoothing methods. In this simulation, the struc-
ture surfaceS is set by shifting the measurement aperture to
the So plane~cf. Fig. 1! in the direction perpendicular to the
measurement aperture.

In Fig. 6~b! ~conventional method!, the measured pres-
sure is smoothed by the Tukey window before being
reconstructed.11,14 The K-space filter for the conventional
method is that introduced by Veronesi and Maynard.17 The
measurement aperture is now reduced to a quarter of the
reference. The edge discontinuity is depressed, however, the
error with respect to the reference~a! is about 73%, which
implies a serious influence of the real-space window. Particu-
larly we can easily recognize that the data within the aperture
is considerably affected and distorted.

On the other hand, Fig. 6~c! ~proposed method! is the
result from the K-space data extrapolation method that is
applied to the same data as Fig. 4~b!. The iteration number is
10 000, because the criterion of the K-space data extrapola-
tion is satisfied. The criterion is expressed in Sec. II A. The
reconstruction error with respect to the reference~a! is about
27.8%, where the influence of the discontinuity is suffi-
ciently small. Figure 6~d! displays the outer area of the mea-
surement aperture when our data extrapolation was com-
plete. We may understand that the data extrapolation process

FIG. 6. The simulation result of the
surface velocity reconstructed by the
K-space data extrapolation method.
The structure is uniformly driven at
3 kHz. Full aperture is 2.56 m32.56
m, and the measurement aperture
1.28 m31.28 m. The highest wave
numberkmax526.6p(rad/m). ~a! The
amplitude of the surface velocity
reconstructed from the full aperture
pressure.~b! The amplitude of the
surface velocity reconstructed from
the measurement-aperture pressure
smoothed by the Tukey window.~c!
The amplitude of the surface velocity
reconstructed from the pressure ob-
tained after 10 000 iterations of data
extrapolation of the pressure on the
measurement aperture.~d! The same
as ~c!, except that the data over the
area outside the measurement aperture
is shown.
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pushes the edge discontinuity toward the external area while
keeping the measured data less affected.

Figure 7 illustrates a relationship between the iteration
number and the error of reconstructed surface velocity. The
solid line indicates the error of the surface velocity recon-
structed by the K-space data extrapolation method, and the
circle shows the error by the conventional window of the
Tukey type. The results in Fig. 7 show that the error caused
by the K-space data extrapolation method is considerably
reduced as the iteration number is increased.

Figure 8 shows the dependence of the reconstruction
error on the signal to noise ratio~s/n! of the measured pres-
sure. The simulation conditions are the same as those of Fig.
6. The solid line shows the error of the surface velocity from
the measured pressure hologram without noise. The broken
line is the error of the reconstructed result when s/n550 dB.
The error for 10 000 iterations is 29.6%, while the error from
the pressure with a full aperture is 4.8%~shown by a black
circle in Fig. 8! when s/n550 dB. The dotted line indicates
the error when s/n540 dB. The error for 10 000 iterations is
43%, while the error from the pressure with a full aperture is
15.2% ~shown by a black triangle in Fig. 8! when s/n540
dB. These results imply that~1! the error caused by the re-
striction of the aperture size is dominant when the signal
level of the measured pressure is large~s/n.50 dB!, and~2!
the error caused by the noise is probably dominant when
the signal to noise ratio of the measured pressure is small
~s/n,50 dB!. And in the case of s/n.50 dB, the recon-
structed error by the proposed method is smaller than one-
half of that by the conventional method. Therefore, the pro-
posed method can be recommended for quantitative analysis.

Figure 9 illustrates the simulation result of K-space data
extrapolation method. In this case, the size of the structure
~2.56 m32.56 m! is larger than that of the measurement
aperture~0.64 m30.64 m!. The surface velocity of the struc-
ture is shown in Fig. 9~a!. The white square indicates the
measurement aperture. The distribution function of surface
velocity for the vibrating structure is given as

v~x,y!5sinS 2p
x

0.64D sinS 2p
y

0.64D , ~3.9!

and kcut56.3p ~rad/m!. Figure 9~b! shows the surface ve-
locity on the measurement aperture indicated by the white
square in Fig. 9~a!, which is reconstructed from the full-
aperture pressure data. The surface velocity reconstructed
from the smoothed pressure of the measurement aperture us-
ing the Tukey window is shown in Fig. 9~c!. The reconstruc-
tion error is 75%. The comparison between Fig. 9~b! and Fig.
9~c! indicates that the surface velocity distribution is seri-
ously deformed by the Tukey window. Figure 9~d! is the
result reconstructed from the pressure that is obtained after
10 000 iterations of our data extrapolation process applied to
the pressure on the measurement aperture. The reconstruc-
tion error on the measurement aperture is 24.8%, and Fig.
9~d! seems to show a fairly good agreement with Fig. 9~b!.

Next, to confirm the availability of the proposed method
to quantitative analysis, the spatial derivatives of the recon-
structed surface velocity is illustrated in Fig. 10. The left
column shows the derivatives of the surface velocity defined
by Eq.~3.9!, which are used as the reference. The middle and
right columns show the derivatives reconstructed from the
Tukey window method and the proposed method, respec-
tively. The top, middle, and bottom rows concern the first-,
second-, and third-order derivatives with respect to y, respec-
tively. In Fig. 10~b!, the edges of the measurement aperture
are seriously distorted, and the error relative to the reference
~a! is about 61.5%. On the other hand, Fig. 10~c! shows a
fairly good agreement with Fig. 10~a!, and the error with
respect to the reference~a! is about 19.6%. On the second-
order derivative, the error by the Tukey window method
@Fig. 10~e!# relative to the reference~d! is about 105.7%,
while the error by the proposed method@Fig. 10~f!# is re-
duced to about 19.8%. On the third-order derivative, the er-
ror by the Tukey window method@Fig. 10~h!# with respect to
the reference~g! is about 140.9%, while the error by the
proposed method@Fig. 10~i!# is about 27.4%. As the result,
the reconstruction error is significantly reduced by our pro-

FIG. 7. The error of the reconstructed result of surface velocity. The solid
line shows the error by the K-space data extrapolation method. The circle is
the error by the conventional window of the Tukey type.

FIG. 8. The effect of the signal-to-noise ratio on the reconstruction error.
The solid line shows the error of the surface velocity reconstructed from the
measured pressure without noise. The broken and the dotted lines indicate
the error of the result reconstructed from the pressure of s/n550 dB and
s/n540 dB, respectively. A black circle and a triangle indicate that from the
pressure of full aperture of s/n550 dB and s/n540 dB, respectively.
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posed method. Particularly, even if the order of the derivative
becomes higher, the error by the proposed method is almost
constant.

In Fig. 9, the edges of the measurement aperture coin-
cide with the nodal lines of the vibrating plate. Here, let us
examine that the same simulation except for the distribution
function of the surface velocity, which is given as

v~x,y!5cosS 2p
x

0.64D cosS 2p
y

0.64D . ~3.10!

In this case, the edges of the measurement aperture do not
coincide with the nodal lines of the vibrating plate. The re-
construction error by Tukey window is 47.7%, and the error
of the first-, second-, and third-order derivatives of the re-
constructed result by Tukey window are 71.9%, 86.8%, and
158.5%, respectively. On the contrary, the reconstruction er-
ror by K-space data extrapolation method is 21.3%, and the
error of the first-, second-, and third-order derivatives of the
reconstructed result by the proposed method are 23.4%,
27.6%, and 37.2%, respectively.

As a result, if the size of the structure is larger than that
of the measurement aperture, the influence of the surface
velocity of the structure to the reconstruction error is rela-

tively small. These results suggest the effectiveness of the
K-space data extrapolation method for quantitative analysis.

C. The error of the real-space data extrapolation
method

In this section, the error of the real-space data extrapo-
lation method is examined. Figure 11 illustrates the simula-
tion result of this method.

The simulation conditions are the same as those of Fig.
4, and the highest wave numberkcut is 100 p ~rad/m!, be-
cause the spatial sampling rate is 2 cm.

Figure 11~a! shows the pressure of the full measurement
aperture. Figure 11~b! shows the pressure smoothed by the
Hanning window, because the reconstruction error by the
Hanning window is smaller than that by the Tukey window.
The discontinuity of the measurement aperture edge is re-
duced. However, the pressure outside the measurement aper-
ture is set equal to zero. Figure 11~c! is the extrapolated
pressure given after one time iteration of the algorithm,
where the discontinuity of the measurement aperture edge is
evidently eliminated, and a comparison between the full ap-
erture pressure and the extrapolated result shows good agree-
ment. The surface velocity reconstructed from Fig. 11~a! is
shown in Fig. 11~d!. This reconstructed result is used as the

FIG. 9. The simulation result of the surface velocity reconstructed by the
K-space data extrapolation method. The structure~2.56 m32.56 m! is
driven at 3 kHz. The full aperture is 2.56 m32.56 m, and the measurement
aperture is 0.64 m30.64 m. The highest wave numberkmax56.3p~rad/m!
~the resolution is 32 cm!. ~a! The amplitude of the surface velocity defined
by Eq.~3.9!. The white square expresses the measurement aperture.~b! The
amplitude of the surface velocity of the measurement aperture.~c! The am-
plitude of the surface velocity reconstructed from the measured pressure
smoothed by the Tukey window.~d! The amplitude of the surface velocity
reconstructed from the pressure to which 10 000 iterations of the extrapola-
tion process is applied.

FIG. 10. Spatial derivatives of the reconstructed surface velocity of the
measurement aperture. The top row indicates the first-order derivative with
respect to y, the middle row the second-order derivative, and the bottom row
the third-order derivative. The left column shows the derivatives of the
surface velocity defined by Eq.~3.9!, the middle column the derivatives of
the result reconstructed from the pressure smoothed by the Tukey window,
and the right column the derivatives of the result reconstructed from the
pressure obtained after 10 000 iterations of the extrapolation process.
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reference for the comparison between the conventional and
the proposed data smoothing methods. Figure 11~e! ~conven-
tional method! is the reconstructed result from the pressure
smoothed by the Hanning window before being recon-
structed@Fig. 11~b!#. The edge discontinuity is depressed,
however, the error with respect to the reference~d! is about
38.4%, where the influence of the Hanning window is not
negligible. Particularly we can easily recognize that the data
within the aperture is considerably affected and distorted. On
the other hand, Fig. 11~f! ~the proposed method! is the result
from the pressure smoothed by the real-space data extrapo-
lation method@Fig. 11~c!#. The reconstruction error with re-
spect to the reference~d! is about 3%, where the influence of
the discontinuity is sufficiently small. Although only one it-
eration of the algorithm is used, the reconstruction error is
reduced dramatically.

Figure 12 illustrates a relationship between the iteration
number and the error of the reconstructed surface velocity.
The solid line exhibits the error of the real-space data ex-
trapolation method and the circle indicates the error of the
conventional Hanning window method. It is clear that the
error norm of the proposed method is decreased with the
same reduction rate~about 7.5% per iteration! for each itera-
tion of the algorithm. And the error by the proposed method
approaches 10210% after ten iterations.

Figure 13 shows the relationship between the iteration
number and the error of the surface velocity, which is recon-
structed with the pressure of s/n560 dB. The distribution

function of surface velocity over the vibrating structure is
supposed to be

v~x,y!5H sinS 2p
x

0.64D sinS 2p
y

0.64D ,

uxu,0.32 and uyu,0.32,

0, otherwise.

~3.11!

The simulation conditions are the same as those of Fig. 4,
andkcut536p(rad/m). The solid line shows the error of the
surface velocity reconstructed from the full aperture holo-
gram. The dotted line indicates the error of the result recon-
structed from the pressure smoothed by the Hanning win-
dow. The error is 17.6%. The broken line is the error of the
result reconstructed from the pressure smoothed by the real-
space data extrapolation method. This result shows that the
error of the real-space data extrapolation method is substan-
tially equal to the error from the full-aperture pressure. As
the result, the accuracy of the real-space data extrapolation
method to the noisy data is close to that of the conventional
NAH in which the aperture size is sufficiently larger than
that of the source.

To examine the influence of the vibration outside the
structure to reconstruction error, another simulation result is
shown in Fig. 14. The distribution function of surface veloc-
ity over the vibrating structure is expressed as Eq.~3.11!.
Here, let us define the vibration norm of the structure as

FIG. 11. The simulation result of the surface velocity reconstructed by the real-space data extrapolation method. The structure~0.64 m30.64 m! is evenly
driven at 3 kHz. The full aperture is 2.56 m32.56 m, and the measurement aperture is 1.28 m31.28 m. The highest wave numberkmax is 100p ~rad/m! ~the
resolution is 2 cm!. ~a! The amplitude of the pressure of the full measurement aperture.~b! The amplitude of the pressure smoothed by the Hanning window.
~c! The amplitude of the extrapolated pressure after one time iteration.~d! The amplitude of the surface velocity reconstructed from the full aperture pressure.
~e! The amplitude of the surface velocity reconstructed from the pressure smoothed by the Hanning window.~f! The amplitude of the surface velocity
reconstructed from the pressure obtained after one time iteration of the extrapolation process.
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i ṽ inside~r 0!i5AE
Sv

uṽ~r 0!u2dr 0, ~3.12!

and the vibration norm outside the structure as

i ṽoutside~r 0!i5AE
S0

uṽ~r 0!u2dr 02E
Sv

uṽ~r 0!u2dr 0.

~3.13!

The ratio of the vibration normi ṽ inside(r 0)i /i ṽoutside(r 0)i is
23 dB. The structure is driven at 3 kHz. The measurement
hologram is parallel to the structure with the distance of 3
cm. The highest wave numberkcut is 100p~rad/m!.

Figure 14~a! shows the surface velocity reconstructed
from the pressure on the full aperture~2.56 m32.56 m!.
When the measurement aperture is reduced to 1.28 m31.28
m, the surface velocity reconstructed after ten iterations of
the proposed method is shown in Fig. 14~b!. The discontinu-
ity around the measurement aperture edges is amplified.
However, the influence of this discontinuity on the surface

velocity of the structure is negligibly small. The reconstruc-
tion error is only 1.1%. Figure 14~c! shows the reconstructed
result from the pressure that inside the measurement aperture
is derived from the velocity onS0 plane~see Fig. 3!, and that
outside the aperture is derived from the surface velocity of
the structure (Sv) only. The error of the reconstructed result
is induced byp̃e,outside,1(rm) that is expressed by Eq.~2.43!
only. The reconstructed result of Fig. 14~c! is slightly differ-
ent from that of Fig. 14~b! at the aperture edge. However, the
degree of influence of the discontinuity at the aperture edge
on the velocity of the structure in Fig. 14~c! is the same as
that of the structure in Fig. 14~b!. The reconstruction error is
1.1%. Figure 14~d! shows the relationship between the itera-
tion number and the reconstruction error of the proposed
method. In this case, the velocity outside the structure is not
negligibly small. The solid line shows the error of the surface
velocity of Fig. 14~c!. The dotted line indicates the error
from the Hanning window smoothing. The error is 17.6%.
The broken line indicates the error from the proposed
method, which converges to 1.1% after 3 iterations of the
process. As a result, the error caused by the real-space data
extrapolation method is quickly reduced to the degree of the
error in Fig. 14~c!. In other words, the simulation result con-
firms Eq.~2.50!.

IV. MODEL EXPERIMENT

In this section, the estimation method of the reconstruc-
tion errors by the K- and real-space data extrapolation meth-
ods are examined. Since the dependence of the reconstruc-
tion error on the measurement aperture size is of primary
importance, such dependence is examined by an underwater
experiment.

A. Data acquisition system and experimental model

The experiment was carried out in the 5th Research Cen-
ter’s water pool, 15 m long, 9 m wide, and 8 m deep. An
automated scanning system was developed for the experi-
ment at this facility~Fig. 15!. A sample plate is immersed at
about 2 m depth. An accelerator~Wilcoxon F9/Z9/F3! that
vibrates the sample plate is attached at the center of the plate.
The vibration frequency is 1434 Hz. The full measurement
aperture~that is, the location of a hydrophone’s@Brüel and
Kjaer Type 8103 acoustic center# is set parallel to the sample
plate. The distance between the full measurement aperture
and the sample plate is 3 cm. The full measurement aperture
is scanned by stepwise horizontal and vertical movements
with a robotic X-, Y-, and Z-axis scanner. The measured data
of the full hologram surface are taken in 2 cm steps along the
horizontal and vertical axes. The mesh size is small com-
pared with the acoustic wavelength of interest.

The received and amplified signal from the hydrophone
is digitized by a Tektronix RTD-710A digitizer. The digitized
signal is transferred to the HP-9000 model 320 computer
through a general-purpose interface bas~GP-IB:IEEE-488!
line, and input into a floppy diskette. Data sampling incep-
tion time is precisely controlled by the computer, which acts
as the reference source for holographic interference. All post-
experimental data processing is executed on the HP-9000
model 755 computer.

FIG. 12. The relationship between the error degree and iteration number.
The solid line: the error of the real-space data extrapolation method; the
circle the error of the reconstructed result from the pressure smoothed by the
Hanning window. The full aperture is 2.56 m32.56 m, the measurement
aperture is 1.28 m31.28 m, and the structure size is 0.64 m30.64 m.

FIG. 13. The error of the reconstructed result of surface velocity~s/n560
dB!. The solid line: the error of the full aperture reconstruction; the dotted
line: the error from the pressure smoothed by the Hanning window; the
broken line: the error from the pressure smoothed by the real-space data
extrapolation method. The full aperture is 2.56 m32.56 m, the measurement
aperture is 1.28 m31.28 m, and the structure size is 0.64 m30.64 m.
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The model used in the experiment is SUS 304 stainless
steel plates~0.54 m30.44 m!.18 The ends of the plate are
sealed with rubber packing to approximate the simply sup-
ported boundary condition.

B. Experimental result

Experimental result is shown in Fig. 17. The experimen-
tal condition is as follows.

~i! The vibrating plate is 0.54 m30.44 m~cf. Fig. 16!.
~ii ! The full measurement aperture is 2.56 m32.56 m.
~iii ! The measurement aperture is varied from 0.76 m

30.76 m to 2 m32 m.
~iv! The dynamic range of the measurement apparatus is

50 dB.
~v! The highest wave number is 30p~rad/m!.
Figure 17~a! exhibits the surface velocity reconstructed

from the full aperture pressure. The vibrational mode appears
to be ~5,5!. Also, a careful inspection of Fig. 17~a! reveals
that the plate vibration extends to a small outer area sur-
rounding the plate itself.

Figure 17~b! is the simulated surface velocity. The simu-
lation condition is as follows.

~i! The vibrating plate is assumed to be 0.64 m30.64 m.
~ii ! The highest wave number is 30p~rad/m!.
~iii ! The vibrational mode is~5,5!, which is the same as

that of the experiment.
In this simulation, the pressure used to reconstruct the

surface velocity is calculated on the measurement plane by
the Rayleigh integral of the structural surface velocity.16

Figure 17~c! shows the relationship between the error
caused by the K-space data extrapolation method and the
aperture size. The solid line gives the error of the experimen-
tal result; the broken line denotes the error of the simulation
result. Both show good agreement. Figure 17~d! shows such
a relationship for the real-space data extrapolation method.
The simulation result exhibits a good agreement with the
experimental result. From the above-mentioned discussion,
the reconstruction error may be estimated by simulations be-
fore carrying out experiments.

V. SUGGESTIONS FOR LARGE-SCALE
IMPLEMENTATION OF NAH

To realize the large-scale implementation of NAH, it is
necessary that the reconstruction error be estimated and re-

FIG. 14. The influence of the vibration outside the structure upon the reconstruction error of the real-space data extrapolation method. The structure ~0.64
m30.64 m! is driven at 3 kHz. Full aperture is 2.56 m32.56 m. The highest wave numberkmax is 100p ~rad/m! ~the resolution is 2 cm!. ~a! The amplitude
of the surface velocity reconstructed from the full aperture pressure.~b! The amplitude of the surface velocity reconstructed from the pressure obtained after
ten iterations of the extrapolation process. The measurement aperture is 1.28 m31.28 m.~c! The amplitude of the surface velocity reconstructed from the
pressure. The pressure inside the measurement aperture is derived from the velocity on theS0 plane, and that outside the aperture is derived from the velocity
of the structure only.~d! The error of the reconstructed result of surface velocity. The solid line: the error of the surface velocity shown in~c!; the dotted line:
the error of the result reconstructed from the pressure smoothed by the Hanning window; the broken line: the error of the surface velocity reconstructed from
the pressure smoothed by the real-space data extrapolation method.
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duced. The error estimation is important to secure the reli-
ability of the NAH experiment. Therefore, let us discuss the
estimation and reduction method of NAH reconstruction er-
ror on the basis of the results shown in Sec. III and Sec. IV.

First, the conventional real-space window method and
our K-space data extrapolation method are compared with
each other. Figure 7 shows that the reconstruction error by
the real-space window~Tukey! is about twice as large as that
by the K-space data extrapolation method. Also, Fig. 8
shows that the influence of the noise to the result recon-
structed by K-space data extrapolation is relatively small.
Moreover, Figs. 9 and 10 exhibit that the reconstruction error
of the velocity and its spatial derivatives by the real-space
window method is very large when the size of the measure-
ment aperture is smaller than that of the structure, and that
the error of the higher-order derivatives is larger than that of
the lower-order derivatives. On the contrary, the error of the
velocity and its spatial derivatives by the real-space data ex-
trapolation method is about 20%, and the error is not varied
even if the derivative order is varied. Therefore, the struc-
tural intensity of the measured structure may be quantita-
tively estimated by the K-space data extrapolation method.

Second, the conventional real-space window method and
our real-space data extrapolation method are compared with
each other. Figure 12 shows that the reconstruction error by
the former~Hanning window! is 38.4%, while that by the
latter is negligibly small. Also, Fig. 13 shows that the influ-
ence of noise on the reconstructed result is negligibly small
in the latter. Moreover, the influence of the vibration outside
the structure on the reconstruction error by the latter method
is small ~cf. Fig. 14!. Therefore, we may say that our real-

space extrapolation method is superior to the conventional
real-space window method.

Now, let us discuss the estimation of the reconstruction
error. The reason why the reconstruction error by the con-
ventional method cannot be estimated is explained as fol-
lows: The reconstruction error by the real-space window
method is defined as

Dv~r 0!

5i ṽ~r 0!2 ṽwind~r 0!i ,

5AE
S0

uṽ~r 0!2 ṽwind~r 0!u2 dr 0,

.AE
S0

uṽ~r 0!u2dr 02E
S0

uṽwind~r 0!u2 dr 0,

5AE uF$ p̃~rm!@12Wreal~rm!#%G̃pv~rm ;r 0!u2 dkxdky,

~5.1!

using the pressure smoothed by the real-space window,

Wreal~rm!5H Wreal~rm! ~rmPSp!,

0 ~rm¹Sp!.
~5.2!

Because the pressure outside the measurement aperture is not
known, Eq.~5.1! cannot be calculated. So, the reconstruction
error cannot be estimated by the conventional method. This
inevitably requires that the measurement aperture be larger
than the structure of interest. On the contrary, Fig. 17 shows
that the reconstruction error by the proposed method can be
estimated. Therefore, the proposed method can secure the
reliability of the experiment and reduce the reconstruction
error without such a wide measurement aperture. This im-
plies that the proposed method is applicable to the large-
scale implementation of NAH.

FIG. 15. Block diagram of the NAH experiment.

FIG. 16. Experimental model.
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Also, Fig. 17 illustrates that the reconstruction error re-
duced by the real-space data extrapolation method is negli-
gibly small. But, if the measurement aperture is smaller than
the structure, the reconstruction error cannot converge, as
shown in Fig. 17~d!. However, many iterations are necessary
before the K-space data extrapolation method may be safely
applied, particularly to a measurement aperture much smaller
than the extent of the vibrating structure, as shown in Fig.
17~c!.

As mentioned above, these two methods have comple-
mentary properties:~1! For a measurement aperture smaller
than the vibrating structure, the K-space data extrapolation
method may be applicable. In other words, the K-space data
extrapolation method is applicable to a large-scale structure.
~2! On the contrary, if the measurement aperture is four times
~or more! the size of as the structure, real-space data extrapo-
lation method is preferred because fewer iterations are re-
quired.

VI. CONCLUSIONS

The reconstruction error induced by the finiteness of
measurement aperture is inevitable for the conventional real-

space window method. Also, the degree of error cannot be
estimated by the conventional method. We may understand
that such a deficiency requires the measurement aperture suf-
ficiently larger than the structure for conventional NAH. This
prevents conventional NAH from being applied to an actual
large-scale structure.

A data extrapolation method is proposed to estimate and
reduce this error. This method is effective even if the mea-
surement aperture is not sufficiently larger than the structure.
However, we needa priori knowledge about the extent of the
vibrating object or the highest wave number of the measured
pressure in order to extrapolate the measured pressure. This
data extrapolation method may take one of two approaches
according toa priori knowledge. The first, the K-space data
extrapolation method, is widely applied without a severe re-
striction on the measurement aperture if many iterations are
possible. The second, the real-space data extrapolation
method can reduce the reconstruction error to a negligibly
small degree, but a wider measurement aperture compared
with that for the K-space data extrapolation method is nec-
essary. Although there are a few shortcomings like these,
NAH supplemented by K-space and real-space data extrapo-

FIG. 17. The relationship between the reconstruction error and the size of measurement aperture. The structure is driven at 1434 Hz. Full aperture is
2.56 m32.56 m. The highest wave numberkmax is 30 p~rad/m! ~the resolution is 6.6 cm!. ~a! The real part of the surface velocity reconstructed from the
experimental data of the full aperture pressure. The vibrating plate is 0.54 m30.44 m.~b! The real part of the simulated surface velocity. The vibrating plate
is 0.64 m30.64 m. ~c! The error of the surface velocity reconstructed by the K-space data extrapolation method. The solid line shows the error of the
experimental result; the broken line the error of the simulated result.~d! The error of the surface velocity reconstructed by the real-space data extrapolation
method. The solid line shows the error of the experimental result; the broken line the error of the simulated result.
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lation methods may be implemented for the measurement of
real large-scale structures. Particularly, the measurement ap-
erture may be reduced to about 1/16th of the vibrating struc-
ture area if we can optimize our proposed data extrapolation
methods.

The availability of these proposed methods is justified
by simulations and underwater experiment, where the recon-
struction error is adequately estimated and sufficiently re-
duced. For example, in the K-space data extrapolation
method, the reconstruction error of the proposed method is
one-quarter of the error for the Tukey window method. On
the other hand, in the real-space data extrapolation method,
the reconstruction error approaches 10210%, even when the
measurement aperture size is four times as large as the vi-
brating structure. Moreover, both of the K- and real-space
data extrapolation methods are hardly influenced by the
noise included in the measured pressure. Our proposed
method may thus be recommended to promote a more quan-
titative analysis based on NAH-oriented structural acoustics
as well as a large-scale implementation of NAH.
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Representation of harmonic complex stimuli in the ventral
cochlear nucleus of the chinchilla
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The representation of Schroeder-phase harmonic complex sounds in the ventral cochlear nucleus
~VCN! of the anesthetized chinchilla was studied. Stimuli consisted of a series of harmonically
related sinusoids, multiples of a fundamental frequency (f 0), summed in either negative
(2SCHR) or positive (1SCHR) Schroeder phase. Psychoacoustic experiments performed in
humans by other investigators have revealed that masking effects of2SCHR stimuli are larger than
those found using1SCHR stimuli as maskers. In our laboratory, basilar membrane measurements
at the base of the chinchilla cochlea show that responses to2SCHR stimuli are less ‘‘peaked,’’ or
modulated, than responses to1SCHR stimuli. We also found that suppression of a
characteristic-frequency~CF! tone by 2SCHR stimuli is larger than that evoked by1SCHR
stimuli. Rate-intensity functions display higher firing rates in responses to2SCHR stimuli than in
those produced by1SCHR stimuli. Firing rates evoked by either2SCHR or 1SCHR stimuli
saturate at lower values than those obtained in responses to CF tones. Rate and synchrony
suppressions by2SCHR stimuli were larger than those evoked by1SCHR stimuli. Auditory nerve
fiber responses to Schroeder complex stimuli share most of the properties of VCN responses,
indicating little additional processing by the VCN. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1397356#

PACS numbers: 43.64.Qh, 43.64.Pg@LHC#

I. INTRODUCTION

Following the work by Smithet al. ~1986!, there has
been a considerable amount of interest in studying the effects
of Schroeder-phase complex stimuli as maskers of sounds in
the auditory system of mammals~e.g., Kohlrausch and
Sander, 1995; Summers and Leek, 1998; Recio and Rhode,
2000a! and birds~Leek et al., 2000!. Schroeder-phase com-
plex stimuli ~Fig. 1! consist of a sum of sinusoids whose
frequency is a multiple of a fundamental frequency (f 0):

m~ t !5 (
k5k1

k2

A0 sin~2pk f0t1uk!.

Phase,uk , is defined based on an algorithm proposed by
Schroeder~1970!:

uk56pk~k21!/N,

whereN5k22k111 represents the number of sinusoids in
the waveform. The envelope of the waveformm(t) is flat
over almost all of the fundamental period, regardless of the
polarity of the starting phase. The instantaneous frequency of
m(t), however, depends on the sign of the starting phase.
2SCHR stimuli@i.e., stimuli with uk52pk(k21)/N# dis-
play an instantaneous frequency that increases as a function
of time within one cycle off 0 . Alternatively, the instanta-
neous frequency of1SCHR stimuli decreases across the
stimulus period.

In psychoacoustic experiments performed in humans, it
was found that2SCHR stimuli provide a greater amount of
masking of sinusoidal probes than1SCHR stimuli ~Smith

et al., 1986; Kohlrausch and Sander, 1995!. Using a linear
transmission model of basilar membrane~BM! motion
~Strube, 1985!, it was originally concluded~Smith et al.,
1986! that these differences in masking were due to phase
characteristics of BM filtering. In fact, BM responses ob-
tained at the base of the chinchilla cochlea~Recio and
Rhode, 2000a! showed that the response waveform to
2SCHR stimuli is less ‘‘peaked,’’ or modulated, than that
observed in responses to1SCHR stimuli. Responses to
2SCHR stimuli contain a larger amount of energy than re-
sponses to1SCHR stimuli. This might explain why suppres-
sion of a characteristic-frequency~CF! tone was the largest
when the2SCHR stimulus was used as a suppressor~Recio
and Rhode, 2000a!. Results at the level of the basilar mem-
brane are therefore consistent with the results of psychoa-
coustic experiments performed in humans. Nevertheless, any
decision variable~e.g., rate- or synchrony-based code! used
by humans during psychoacoustic experiments requires a
certain representation of these stimuli in the form of neural
discharges; hence, it is of great interest to know the repre-
sentation of the Schroeder-phase complex stimuli at auditory
centers, such as the VIII nerve and cochlear nucleus~CN!.

Based on what is known about the representation of cer-
tain types of sounds, such as single tones and speech, in the
cochlear nucleus it is possible to formulate hypotheses about
the representation of Schroeder-phase complex stimuli in the
CN. For example, a representation off 0 is expected to pre-
vail, particularly in the case of high-CF neurons.2SCHR
stimuli evoke BM responses with larger amounts of energy
~Recio and Rhode, 2000a! than 1SCHR stimuli do, there-
fore differences in firing rates evoked by the two stimuli are
expected. We could also expect some differences in the pro-a!Electronic mail: recio@physiology.wisc.edu

2024 J. Acoust. Soc. Am. 110 (4), October 2001 0001-4966/2001/110(4)/2024/10/$18.00 © 2001 Acoustical Society of America



cessing of6SCHR stimuli based on the neuron’s CF. Re-
sults obtained in the base of the cochlea cannot necessarily
be used to predict results in other cochlear locations since
BM responses in more apical regions of the chinchilla appear
to be different from those obtained in the base~Rhode and
Cooper, 1996!. Because of inherent high CFs that are char-
acteristic of the first turn of the chinchilla cochlea, we could
not measure BM responses at lower CF regions~below 6–8
kHz!. We therefore measured the responses of individual
neurons of the ventral cochlear nucleus~VCN! as a way of
studying responses both of the cochlea and of the brainstem
auditory nuclei over a wide range of characteristic frequen-
cies to Schroeder-phase complex stimuli.

II. METHODS

A. Animal preparation

Eighteen chinchillas (weight'500 gm) were anesthe-
tized with intraperitoneal injections of pentobarbital~75 mg/
kg! and additional doses were administered as required. A
large amount of data has been collected in our laboratory in
both cat and chinchilla using this anesthetic, facilitating com-
parisons with earlier work in this lab. Minimal differences in
responses of VCN neurons have been observed in the results
of pentobarbital-anesthetized and decerebrate or awake
preparations~Evans and Nelson, 1973; Rhode and Kettner,
1987!. A thermostatically controlled heating blanket main-
tained body temperature at 37 °C. After insertion of a tra-
cheal cannula, the left ear was removed and the bulla was
vented with 20 cm of a 1-mm plastic tube. Following re-
moval of the overlying cerebellum, the cochlear nucleus was
covered with agar. To further reduce brain pulsations, a

chamber was mounted over the skull opening and filled with
mineral oil. KCl-filled micropipettes, with impedances of
10–20 MV, were used to record single-unit activity. Bipolar
spike waveforms were generally associated with recordings
from cochlear nucleus units~Rhode, 1998!. In one experi-
ment, however, we recorded exclusively from auditory nerve
fibers ~ANFs! in order to compare the responses of auditory
nerve fibers to those obtained in the cochlear nucleus. The
impedance of the electrodes in auditory nerve fiber record-
ings was in the 30–70-MV range.

We did not confirm the location of most of the record-
ings. Hence, VCN neurons were classified on the basis of
their responses to tones. In some experiments, however, an
electrode was left in the location of the last recording. Fol-
lowing a lethal dose of sodium pentobarbital, these animals
were perfused transcardially with saline followed by 10%
formalin. Coronal sections~60-mm thickness! of the brain-
stem were then mounted on glass slides and stained with
cresyl violet. The electrode track of the last recording was
then visualized to confirm that we recorded from the VCN.

B. Unit classification

Post-stimulus time histograms~PSTHs! were obtained
from responses to 60 dB SPL short tones at CF. The shape of
the PSTH was used to classify units based on the criteria
provided by several groups~Blackburn and Sachs, 1989;
Rhode and Smith, 1986!. We recorded primarily from VCN
neurons that were classified as follows: primary-like~PL!,
primary-like-with-notch ~PLN!, choppers, onsets with an
L-shaped histogram~OL! and onset choppers~OC!. Using
the coefficient of variation~CV! of the interspike interval
histogram~Blackburn and Sachs, 1990!, we further classified
chopper neurons as transient chopper~CT!, if CV>0.3, oth-
erwise as sustained choppers~CS!. Since PST histograms of
OL neurons often resemble those of PLN neurons, our clas-
sification followed the distinguishing procedure given in Re-
cio and Rhode~2000b!.

C. Acoustic stimuli and experimental protocol

A RadioShack SuperTweeter speaker was used to
present the stimuli. After calibration of the acoustic system
~50–20 000 Hz in 50-Hz steps! using a Bruel and Kjær 0.5-
in. condenser microphone, stimuli were digitally compen-
sated for the transfer function of the acoustic system before
being presented. Both1SCHR and2SCHR stimuli con-
sisted of all harmonics off 0 between 1000 and 20 000 Hz.
This was done to be compatible with the stimuli used in the
mechanical studies~Recio and Rhode, 2000a!. Two values of
f 0 were used: 100 and 200 Hz. Stimuli were presented at
several levels 50 times, with a duration of 60 ms and a pre-
sentation interval of 150 ms. Rate-intensity functions were
obtained in response to a CF tone. When a tone and the
Schroeder-phase complex stimuli were played simulta-
neously, each was presented via a separate speaker.

FIG. 1. Waveforms of harmonic complexes for two choices of starting
phases. Top waveform:2Schroeder-phase complex (2SCHR), uk

52pk(k21)/N. Lower waveform: 1Schroeder-phase complex
(1SCHR), uk51pk(k21)/N. Total number of components (N) is equal
to 96, with harmonics of 5 to 100 of fundamental frequency of 200 Hz.
Amplitudes are expressed in arbitrary units.
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III. RESULTS

A. Response characteristics

Results come from the responses of 123 neurons in the
VCN. Figure 2 shows PST histograms obtained from re-
sponses of a CT neuron (CF54.8 kHz) to2SCHR~top row!
and 1SCHR ~bottom row! stimuli at three levels. Histo-
grams consist primarily of a series of peaks separated by a
time interval equal to the period off 0 ~5 ms!. The number of
spikes evoked by2SCHR stimuli is larger than the number
measured in response to1SCHR stimuli. Results obtained
in a PLN neuron~CF56 kHz; Fig. 3! strongly resemble
those of the CT unit shown in Fig. 2:2SCHR stimuli
evoked larger firing rates than1SCHR ones~except at 70
dB SPL!, and neuronal responses occurred more often at
time intervals equal to the period off 0 .

Period histograms based on a 5-ms period from re-

sponses to the two Schroeder stimuli are shown in Fig. 4.
Phase locking to the fundamental frequency~200 Hz!, esti-
mated using the vector strength~Goldberg and Brown,
1969!, was largest in responses to2SCHR stimuli for both
CT and PLN neurons. Hence, period histograms from re-
sponses to2SCHR stimuli appear generally ‘‘peakier,’’ or
more concentrated, at a particular response phase than those
obtained from responses to1SCHR stimuli, as is the case of
response of the CT neuron in Fig. 4. In fact, synchronization
indices,r , to the fundamental frequency were larger for both
neurons in their responses to2SCHR stimulus. Within a
stimulus period, responses occurred during different seg-
ments since the instantaneous frequency versus time curves
differ from each other. Figure 5 shows rate-intensity func-
tions obtained in response to2SCHR ~open squares!,
1SCHR~filled squares! and CF tone~crosses! stimuli for the
same two neurons, measured over the duration of the stimuli
~60 ms!. Similar results were obtained if only the onset~i.e.,
the first 15 ms! or the steady state (.15 ms) responses were
analyzed. Firing rates are usually larger and rate-based
thresholds smaller in responses to2SCHR stimuli than to
1SCHR stimuli. Responses to Schroeder-phase complex
stimuli, however, saturate at a lower maximum firing rate
than a CF tone.

Responses of neurons that show significant synchroniza-
tion to a CF tone were also obtained. Figure 6 shows two
period histograms computed from responses of a PL neuron
(CF51.3 kHz) to 2SCHR ~top row, left column! and
1SCHR ~top row, right column! stimuli. Peaks in both his-
tograms appear at approximately the same location, which is
a consequence of the proximity of the neuron’s CF~1.3 kHz!
to the lowest frequency value present in the stimulus~1

FIG. 2. Post-stimulus time~PST! histograms obtained from responses of a
CT neuron (CF54.8 kHz) to2SCHR~top row! and1SCHR~bottom row!
stimuli. Stimulus levels are indicated in each panel. Line located on 50-dB
panel ~top row! represents 5 ms. Stimulus duration560 ms. Number of
stimulus repetitions550. Neuron5cn12-6.

FIG. 3. PST histograms from responses of a PLN neuron (CF56 kHz) to
2SCHR ~top row! and 1SCHR ~bottom row! stimuli. Stimulus duration
560 ms. Number of stimulus repetitions550. Neuron5cn12-17.

FIG. 4. Period histograms~5-ms period! obtained from responses of neurons
shown in Figs. 2 and 3 to2SCHR ~left column! and 1SCHR ~right col-
umn! stimulus. Stimulus level550 dB SPL. Synchronization indices,r , ap-
pear in each panel.
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kHz!. Unlike the period histograms shown in Fig. 4, period
histograms of low-CF neurons contain multiple peaks, with
not only a representation off 0 but also a representation of
harmonics of the fundamental frequency. Fourier transforms
of the autocorrelation histogram of those responses~Fig. 6,
lower row! confirm this statement. Spectral peaks occur at
f 0(5200 Hz), 2f 0 and around the neuron’s CF~1200, 1400
and 1600 Hz!.

B. Population studies

Figure 7~left column! shows scatter plots of the firing
rate evoked by1SCHR stimuli versus that evoked by
2SCHR stimuli at three levels (f 05200 Hz). At the inter-
mediate and highest levels of stimulation~50 and 70 dB
SPL!, firing rates evoked by2SCHR are generally larger
than those obtained in response to1SCHR stimuli. Average
differences in firing rate (mean$Rate2SCHR2Rate1SCHR%) at
50 and 70 dB SPL are approximately 10 spikes/s. At 30 dB
SPL, the average difference decreased, perhaps because for
some neurons the stimulus level was below threshold. Using
a two-tailed t test ~a50.05, n5123!, differences in rates
evoked by2SCHR and1SCHR stimuli were statistically
significant. The above statistics were obtained for all the neu-
rons combined, regardless of the neuron’s type. This was
done since significant differences in responses of different
unit types were not seen~Kolmogorov–Smirnov test!. For
example, at 50 dB SPL, chopper neurons showed the largest
average difference~12618 spikes/s, mean6standard devia-
tion, N568! in favor of 2SCHR stimuli, and PLN and OL
neurons the smallest difference~9627 spikes/s,N525!. The
average difference for primary-like and auditory nerve fibers

FIG. 5. Rate-intensity functions obtained from responses to2SCHR~open
squares!, 1SCHR~filled squares! and CF tone stimuli. CT and PLN neurons
are the ones shown in Figs. 2 and 3, respectively.

FIG. 6. Period histograms obtained from responses of a
PL neuron (CF51.3 kHz) at 50 dB SPL to a2SCHR
~top left panel! and 1SCHR ~top right panel! stimuli.
Fourier transform amplitude of the autocorrelation
functions of same responses are shown in the bottom
row. Arrows point to responses atf 0 (5200 Hz) and
1400 Hz. Neuron5cn12-3.
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was 10613 spikes/s (N520). Distributions of those differ-
ences greatly overlapped each other, implying that they are
statistically insignificant. Forf 05100 Hz ~Fig. 7, right col-
umn!, differences in discharge rates were smaller, regardless
of the level of stimulation. At 50 dB SPL, the average dif-
ference was 7 spikes/s for all neurons. At all levels, however,
differences in firing rate evoked by2SCHR and1SCHR
stimuli were statistically significant~two-tailed t test, a
50.05 at 30 and 50 dB SPL, anda50.06 at 70 dB SPL!.

Figure 8 ~left column! shows synchronization indices
measured from responses to2SCHR stimuli plotted against
those obtained in responses to1SCHR stimuli (f 0

5200 Hz). Synchronization indices were plotted only if the
significance level of the Rayleigh test wasp,0.005~Mardia,
1972!. At the three levels analyzed, synchronization tof 0

was larger, on average, in responses to2SCHR stimuli. At
50 dB SPL andf 05200 Hz, differences in synchronization
were largest for chopper neurons~0.073760.14,N568!, fol-
lowed by OL/PLN neurons~0.043060.15, N525! and PL/
ANF neurons~0.016360.07, N520!. Figure 8 ~right col-
umn! shows synchronization indices obtained atf 0

5100 Hz. At 50 dB, the asymmetry in synchronization indi-
ces exists but is not as obvious as in the case off 0

5200 Hz. At 70 dB SPL, however, synchronization indices
obtained from responses to2SCHR stimuli are clearly
larger on average than those obtained in responses to
1SCHR stimuli.

Figure 9 shows firing rate differences~i.e., Rate2SCHR

2Rate1SCHR! plotted as a function of the neuron’s CF. The
effect of CF on firing rate differences is significant based on
an ANOVA ~analysis of variance! for straight-line regression
@F1,11658.71,a50.0038#. Results shown in Fig. 9 therefore
indicate that asymmetries in firing rates evoked by2SCHR
and1SCHR increase in proportion to the neuron’s CF.

C. Responses to tones and ÁSCHR stimuli

The effects in VCN responses of simultaneously playing
a CF tone~‘‘the probe’’! and a2SCHR or a1SCHR stimu-
lus ~‘‘the suppressor’’! were also studied. Such effects were
then compared to the response of the same neuron to a CF
tone alone. Figure 10 shows the responses~i.e., the firing rate
of the neuron measured during the 60 ms of stimulation! of
three CS neurons to a CF tone alone~thin line with symbols!,
as well as the firing rates to the same tone but in the presence
of a 2SCHR~continuous lines! or a 1SCHR~dashed lines!
stimulus. The thickness of the lines is proportional to the
level of the Schroeder stimulus~40 or 70 dB SPL!. Below a
certain probe level, the firing rate of the neurons remained
constant, although at a rate larger than the neuron’s sponta-
neous rate, and in proportion to the level of the suppressor.
There was also a rightward shift in the rate-intensity func-
tions. At higher probe levels, the firing rate was always lower
than that evoked by the probe alone. The amount of suppres-
sion, i.e., reduction in firing rate, increases with the level of

FIG. 7. Firing rates evoked by1SCHR stimuli plotted
against firing rates obtained in responses to2SCHR
sounds for all the neurons collected. Data in left and
right columns were obtained in responses to stimuli
synthesized usingf 05200 and 100 Hz, respectively.
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the masker. Whereas the amount of suppression evoked by
both2SCHR and1SCHR stimuli at 40 dB is similar, at 70
dB SPL, the2SCHR stimulus produces the largest reduction
in the firing rate.

Phase locking tof 0 measured in the responses to either
of the two harmonic complexes can be reduced, or sup-
pressed, by the probe stimulus, as shown in Fig. 11. Synchro-
nization to f 0 is always the largest for the responses to the
2SCHR stimulus, as expected. At low levels of the probe
stimulus, synchronization tof 0 remained constant. Beyond a
threshold level there was a reduction in phase locking to the
6SCHR stimuli in proportion to the probe level. For two of
the neurons shown in Fig. 11, such thresholds were highest
when the2SCHR stimulus was presented.

D. Auditory nerve fibers responses to ÁSCHR stimuli

Responses to2SCHR and1SCHR stimuli were also
obtained in a number of auditory nerve fibers. Figure 12~top
panel! shows rate-intensity functions obtained from re-
sponses to a CF tone alone, and from responses to either of
the two harmonic complexes. As in the case of most cochlear
nucleus responses, the2SCHR stimulus evoked a larger fir-
ing rate than the1SCHR one. The maximum firing rate,
moreover, evoked by either of these two stimuli, is less than
that elicited by a CF tone, just as in the case of CN neurons.
Period histograms~Fig. 12, center and bottom panels! also
resemble those obtained in cochlear nucleus neurons, i.e., a
representation off 0 in the discharge pattern of auditory
nerve fiber responses. Similar results were found in other

FIG. 8. Synchronization indices measured in responses
to 1SCHR stimuli versus those measured in responses
produced by2SCHR stimuli. Data in left and right
columns were obtained in responses to stimuli synthe-
sized usingf 05200 and 100 Hz, respectively.

FIG. 9. Effects of CF on the difference between rates evoked by2SCHR
and rates evoked by1SCHR. Stimulus level570 dBSPL. Continuous line
shows the least-square fit to the data.
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auditory nerve fiber responses, indicating that VCN neurons
perform little processing of ANF responses for this type of
stimulus.

IV. DISCUSSION

Responses of cochlear nucleus neurons to2SCHR
stimuli differ from responses to1SCHR stimuli in both fir-
ing rate and synchronization tof 0 . 2SCHR stimuli evoked,
on average, larger firing rates and synchronization coeffi-
cients than1SCHR stimuli. Differences between firing rates
evoked by1SCHR and2SCHR complexes appear to be
correlated with CF, as these differences increase with the
neuron’s CF.

Differences in firing rates evoked by2SCHR and
1SCHR stimuli are smaller forf 05100 Hz than those mea-
sured usingf 05200 Hz. Studies of 200% amplitude modu-
lated signals in cat’s VCN~Rhode, 1994! have shown dis-
charge rate versus modulation frequency functions that are
basically all-pass relations. Temporal modulation transfer
functions in the VCN vary between low and bandpass, the
latter being more common at high stimulus levels. So, it is
not easy to explain the results of this article based on previ-
ous results. Note also that stimuli usingf 05100 Hz pre-
sented in this work have slower instantaneous frequency
changes, or sweep rates, than stimuli presented withf 0

5200. Differences in simultaneous masked thresholds ob-
tained in humans~Kohlrausch and Sander, 1995! are larger

FIG. 10. Discharge rates plotted as a function of stimulus level. The stimu-
lus was either a CF tone alone~thin line with symbols!, or a CF tone
presented simultaneously with a2SCHR sound~continuous lines! or a
1SCHR stimulus~dashed lines!. Thickness of lines is proportional to level
of harmonic complex. Fifty stimulus repetitions of duration equal to 60 ms.
CFs of neurons in top, center and bottom panels are, respectively: 6.1, 1.5
and 6.2 kHz.

FIG. 11. Synchronization indices tof 0 (5200 Hz) as a function of the level
of a CF tone~probe signal!. Stimulus consisted of a CF tone played simul-
taneously with a2SCHR ~continuous lines! or a 1SCHR ~dashed lines!
sound of fixed level~70 dB SPL!. Same neurons as in Fig. 9.
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for f 05200 and 100 Hz than forf 0550 Hz, which agrees
qualitatively with results shown in this article.

Firing rates evoked by Schroeder stimuli saturate at val-
ues that are usually smaller than maximum rates produced by
a CF tone alone. This could be due to components in the
stimulus suppressing other components that are near CF. The
phase versus frequency characteristic of the basilar mem-
brane might also play a role in transmitting pure tones more
efficiently than Schroeder stimuli.

Fourier analysis of responses of low-CF neurons to har-
monic complex stimuli shows the presence of spectral peaks
~harmonics off 0! around CF. These spectral peaks are more
prominent in PL, PLN and OL neurons than in chopper neu-
rons. Because of their poor phase locking, chopper neurons

cannot signal the presence of stimuli whose frequency is
above 1–1.5 kHz in the temporal structure of their responses.

A. Effects of CF

Differences between firing rates evoked by2SHCR and
1SCHR stimuli appear to be correlated with CF~Fig. 9!, in
spite of the large variability observed. Another effect of CF is
shown in Fig. 11, where differences in suppression thresh-
olds are larger for high-CF neurons~top and bottom panels!
than for the low-CF neuron~center panel!.

Curvatures~i.e., second-order derivatives! of phase ver-
sus frequency curves of BM responses to clicks in the base
region of the chinchilla cochlea~Recio and Rhode, 2000a!
are basically constant around CF and of similar sign and
value as curvatures of2SCHR stimuli. Filtering of1SCHR
stimuli performed by the BM in the base of the cochlea de-
creases the amount of curvature~since the curvature of
1SCHR stimuli is of the opposite sign and similar absolute
value to that of the BM!, hence producing peaked, or modu-
lated, waveforms~Kohlrausch and Sanders, 1995!. On the
other hand, analysis performed on BM click data in the apex
of the chinchilla cochlea~Cooper and Rhode, 1996! shows
curvatures that are antisymmetric and not constant around
CF. Simulations performed using Cooper and Rhode data
~results not shown! indicate that, in responses to2SCHR
stimuli, the BM in the apex yields waveforms that are very
similar, in terms of the amount of modulation, to waveforms
obtained in responses to1SCHR stimuli.

In conclusion, differences between responses to
2SCHR and 1SCHR stimuli appear more obvious for
high-CF (.3 – 4 kHz) than for low-CF neurons (,2 kHz),
and this might be attributed to differences in curvatures in
the base and apex. It is of interest to note that psychoacoustic
experiments performed in humans~Summers and Leek,
1998! have shown that the masking effects of2SCHR
stimuli relative to those evoked by1SCHR stimuli are
larger for probes in the 2–4-kHz region than for low-
frequency ones (;1 kHz).

B. Relation to BM responses

Ventral cochlear nucleus responses to2SCHR and
1SCHR stimuli have similarities with basilar membrane re-
sponses~Recio and Rhode, 2000a!, where the former stimu-
lus elicits larger response root-mean squared~rms! values
and smaller modulation, or ‘‘peakiness,’’ than the latter
stimulus. Because2SCHR stimuli evoke BM responses
with larger rms values than those generated by1SCHR
stimuli, it is expected that the former stimuli will evoke
larger firing rates than the latter. Although the envelope of
the stimuli used in this work is basically flat but with an
instantaneous frequency that fluctuates over time, the basilar
membrane, by virtue of its bandpass characteristic, converts
the input stimuli into another waveform with an envelope
that is not flat. Synchronization tof 0 in BM responses to
2SCHR is, however,smaller than the one measured in re-
sponses to1SCHR stimuli, which is the opposite of the
average response of cochlear nucleus neurons. For example,

FIG. 12. Rate intensity functions obtained from responses to a CF
(55.8 kHz) tone alone,2SCHR ~open squares! and 1SCHR ~filled
squares! symbols~top panel!. Period histograms obtained from responses to
2SCHR ~center panel! and 1SCHR ~bottom! stimuli along with their re-
spective synchronization indices.
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at 38 dB SPL, response envelopes shown in Fig. 11 in Recio
and Rhode ~2000a! yield a synchronization coefficient
of 0.04 ~0.52 at 88 dB! in responses to2SCHR stimuli and
0.61 ~0.72 at 88 dB! when 1SCHR was the stimulus.
Studies of representation of amplitude modulation in the
auditory nerve and cochlear nucleus of cat~Joris and Yin,
1992; Rhode, 1994! have shown that synchronization versus
stimulus level curves of ANFs are nonmonotonic functions,
going from near zero to a maximum level of synchrony and
then decreasing as stimulus level increases. The level at
which maximum synchronization occurs is 10–15 dB below
the level at which the firing rate of ANFs saturates. Because
the maximum firing rate elicited by Schroeder stimuli is be-
low the maximum firing rate evoked by tones, it is conceiv-
able that for stimulation using Schroeder complexes, below
saturation synchrony tof 0 is proportional to firing rate. Be-
cause overall rate is higher for2SCHR stimuli than for
1SCHR, 2SCHR stimuli should evoke a larger synchroni-
zation index than1SCHR stimuli, if synchrony is propor-
tional to rate. It appears, therefore, that the envelope of basi-
lar membrane responses to2SCHR stimuli is a more
effective stimulus since it evokes larger firing rates and syn-
chronization indices in the auditory nerve and in cochlear
nucleus neurons than the envelope obtained in responses to
1SCHR stimuli. The effectiveness of the stimulus is thus
correlated with the rms values of its response. Another pos-
sible explanation for this effectiveness comes from the in-
stantaneous frequency versus time curves shown in Fig. 16
in Recio and Rhode~2000a!, which depict a slower slope
around CF for responses to2SCHR stimuli than for slopes
obtained in responses to1SCHR stimuli. That is, the ‘‘dwell
time’’ around CF is longer in responses to2SCHR than to
1SCHR.

C. Suppression effects

Responses to a CF tone in the presence of either
2SCHR or 1SCHR stimuli show that VCN neurons re-
spond to the harmonic complexes until a certain level of the
CF tone is reached. Above this level, the firing rate increased
but was always below the firing rate evoked by the tone
alone, indicating that suppression in the firing rate occurred.
Suppression became larger with increases in suppressor level
~i.e., the 2SCHR or 1SCHR stimulus!. Suppression by
Schroeder stimuli in cochlear nucleus neurons was larger
than suppression by white noise in auditory nerve fibers
~Rhode et al., 1978!. Synchrony to f 0 in responses to
2SCHR or1SCHR stimuli was suppressed when the level
of the CF tone increased beyond a threshold value. That is,
synchronization indices remained constant below a certain
‘‘threshold,’’ which is generally highest when2SCHR
stimuli are used. The larger rate suppression and the higher
threshold for synchrony suppression evoked by2SCHR
stimuli, when compared to suppression produced by
1SCHR stimuli, imply that the2SCHR stimuli should be
the more effective behavioral masker. This conclusion agrees
with the results of relevant psychoacoustic experiments~e.g.,
Smith et al., 1986; Kohlrausch and Sanders, 1995!.

D. Comparison to ANF responses

Responses of auditory nerve and primary-like fibers to
6SCHR stimuli did not show any statistically significant
difference from responses of other VCN neuron types, at
least in terms of firing rate and synchronization tof 0 . For
example, although low-CF~i.e., CF,4 kHz) chopper neu-
rons can encode in their spike times the value off 0 , they fail
to encode the presence of near-CF components. Suppression
effects due to Schroeder-phase complex stimuli in the re-
sponses to CF tones in the auditory nerve fibers were not
studied. Based on previous work~Rhode and Greenberg,
1994!, larger suppression effects in the VCN are expected.

The widespread representation off 0 observed in the ma-
jority of VCN responses is a consequence of the existence of
the same representation in the auditory nerve. Such represen-
tation, which is also related to envelope extraction, in the
auditory nerve is possible because of the nature of the re-
sponse of the basilar membrane, which converts a frequency
modulated signal with a flat envelope into another waveform
that is both amplitude and frequency modulated.

E. Comparison to previous studies

Because of the changes with time of the instantaneous
frequency of Schroeder-phase complex stimuli, obvious
similarities exist between this work and studies of auditory
nerve fibers and cochlear nucleus responses to frequency-
modulated signals. Sinex and Geisler~1981! studied re-
sponses of ANFs to sweep tones and found that the number
of spikes evoked by upward and downward sweeps was ap-
proximately the same, for sweep rates less than about 100
kHz/s. For faster sweep rates~in the order of several hundred
kHz/s!, Møller ~1974! concluded that stimuli with ascending
sweep rates, which are similar to2SCHR stimuli, evoked
more spikes than stimuli with descending sweeps. The sweep
rate of the stimuli used here is around 3.85 MHz/s~Recio
and Rhode, 2000a!; therefore our results agree with those in
Møller ~1974!. Temporal asymmetries were also found in
previous studies~Møller, 1974; Sinex and Geisler, 1981!.
That is, peak responses~measured as spikes/s! were largest
with stimuli with high–low frequency sweeps, yet the overall
spike count was the same, which might be a consequence of
neural adaptation~Møller, 1974; Sinex and Geisler, 1981!.

It is also conceivable that neural adaptation plays a role
in the difference in synchronization indices measured in re-
sponses to2SCHR and1SCHR stimuli. Nonetheless, it
might also be significant that instantaneous frequency curves
of BM responses to2SCHR stimuli are different in absolute
values of slopes than those measured in responses to
1SCHR stimuli.
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Inner hair cell response patterns: Implications
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Inner hair cell~IHC! responses to tone-burst stimuli were measured from three locations in the
apical half of the guinea pig cochlea. In addition to the measurement of ac receptor potentials,
average intracellular voltages, reflecting both ac and dc components of the receptor potential, were
computed and compared to determine how bandwidth changes with level. Companion phase
measures were also obtained and evaluated. Data collected from turn 2, where best frequency~BF!
is approximately 4000 Hz, indicate that frequency response functions are asymmetrical with steeper
slopes above the best frequency of the cell. However, in turn 4, where BF is around 250 Hz, the
opposite behavior is observed and the steepest slopes are measured below BF. The data imply that
cochlear filters are generally asymmetrical with steeper slopes above BF. High-pass filtering by the
middle ear serves to reduce this asymmetry in turn 3 and to reverse it in turn 4. Apical response
patterns are used to assess the degree to which the middle ear transfer function, the IHC’s velocity
dependence and the shunting effect of the helicotrema influence low-frequency hearing in guinea
pigs. Implications for low-frequency hearing in man are also discussed. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1397357#

PACS numbers: 43.64.Ld, 43.64.Nf, 43.64.Tk@LHC#

I. INTRODUCTION

Since the time of Fletcher~1940!, it has been assumed
that the peripheral auditory system can be represented as a
large number of independent channels with each channel pre-
ceded by an auditory filter. If differences among channels
relate primarily to this initial stage of filtering, then charac-
terizing the auditory filter bank should provide insights into
the operation of the system as a whole~Rosen and Howell,
1991!. Consequently, recordings from different regions along
the cochlear partition offer a basis for characterizing indi-
vidual filters with different center frequencies. Admittedly,
most of this information comes from single-unit activity
where large numbers of auditory nerve fibers with widely
varying best frequencies~BF! can be recorded in a single
preparation~Kiang, 1984; Ruggero, 1992!. By comparison,
recordings from mammalian inner hair cells~IHC! are much
less numerous. Nevertheless, they also yield information
about different cochlear locations, i.e., information that re-
flects the best frequency~BF! of any particular recording
site. In this report, IHC recordings are used to study how
bandwidth changes with level and how the frequency-
specific information associated with preceding mechanical
events is transformed and modified prior to spike initiation.

Inner hair cell receptor potentials were measured from
three locations in the apical half of the guinea pig cochlea. In
addition to ac receptor potentials, which are presented in
another publication~Cheatham and Dallos, 1998a!, average
voltages produced by individual cells were computed and
compared. These average potentials reflect both ac and dc

components of the receptor potential that are integrated at the
synapse and that presumably initiate transmitter release. Use
of the average potential is appropriate because the ac com-
ponent of the response cannot by itself initiate transmitter
release at high frequencies due to filtering by the cell’s ba-
solateral membrane~Russell and Sellick, 1978!. Conversely,
the dc receptor potential produced by IHCs located at the
apex of the cochlea is insufficient to drive transmitter release
at levels corresponding to behavioral threshold at low stimu-
lus frequencies~Cheatham and Dallos, 1993, 1999!. In pre-
vious publications~Cheatham and Dallos, 1993, 1998a!, lon-
gitudinal comparisons were made for ac responses by using a
generic compensation to adjust for decreases in the ac recep-
tor potential due to filtering associated with resistances and
capacitances in the cells basolateral membrane. Although not
quantitative, this procedure facilitated comparisons at the
level of the IHC transducer. Because the average potential
includes contributions from voltage- and time-dependent ion
channels in the cells basolateral membrane, it may provide a
better indication of the signal initiating transmitter release.
Hence, our decision was to compute the average potential
when comparing hair cell responses recorded at different co-
chlear locations and when relating these results to behavioral
sensitivity.

By collecting iso-input functions and documenting the
magnitude and phase changes obtained at a series of levels, it
is possible to define the filter properties of each recording
location and to determine the factors that influence how these
properties vary along the cochlear partition. Although the
middle ear shapes cochlear inputs, the primary mechanical
frequency analysis is associated with the basilar membrane-
outer hair cell-tectorial membrane~BM-OHC-TM! complex

a!Author to whom correspondence should be addressed; electronic mail:
m-cheatham@nwu.edu
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that determines the input to the IHC. Because the IHC trans-
duces this information prior to its transfer to the auditory
nerve, hair cell measurements are important to our under-
standing of how frequency and intensity are coded by the
peripheral auditory system.

Because mechanical and neural responses obtained at
the base of the cochlea are well characterized, the primary
focus of this article is to show how apical IHC responses
differ from those recorded at more basal locations. The re-
sponse patterns recorded from IHCs with low BFs are also
used to determine how the coding of low-frequency signals
impacts behavioral sensitivity in guinea pig. Implications for
human hearing are also evaluated.

II. METHODS

The method used in these experiments to record from
IHCs is based on that introduced by Dalloset al. ~1982!. In
this lateral approach, recordings are made from anesthetized
guinea pigs in turns 2–4 where BFs are approximately 4000,
1000 and 250 Hz, respectively. Hence, this procedure allows
outputs to be sampled from IHCs having BFs at two-octave
intervals. In any given preparation, however, recordings are
made from only one cochlear turn. Because second-turn
measurements are taken at a location along the cochlear par-
tition that is about half-way between base and apex
~Cheatham, 1993!, the present results provide information
about the apical half of the guinea pig cochlea.

It is acknowledged that the data reported here are ob-
tained from the same cells whose responses are presented
elsewhere in a different form~Cheatham and Dallos, 1998a!.
Although we show representative examples, one for each
recording location, these preparations are the best in our col-
lection. The latter contains 12 IHCs from turn 2, 19 from
turn 3, and 2 from turn 4. The examples shown in this report
are those where the recording time was long enough to ac-
quire frequency response functions at several levels. Further
details appear in previous publications~Dallos, 1985, 1986;
Cheatham and Dallos, 1992!. All of the data reported here
were collected in experiments approved by the National In-
stitutes of Health and by Northwestern University’s Animal
Care and Use Committee.

In the lateral approach for recording IHC responses, a
window is made in the cochlear bone overlying the scala
media fluid space. This allows the recording electrode to
enter the sense organ from the side, along a track that is
roughly parallel to, but slightly below, the reticular lamina.
Inner hair cell responses to tone-burst stimuli were amplified
and capacitance compensated~Cell Explorer Model 8700,
Dagan Corp.!, low-pass filtered to remove aliasing and gain-
controlled to prevent saturation of the analog-to-digital con-
verter. Sound pressure levels, reported in dBre: 20 mPa,
were determined by placing a probe-tube microphone~BT-
1751, Knowles Electronics, Elk Grove Village, IL! close to
the tympanic membrane. Averaged response waveforms, ob-
tained for a series of frequencies and levels, were stored for
off-line analysis using Igor Pro® ~WaveMetrics, Lake Os-
wego, OR!. Although the data were collected using a PDP
11/73 ~Digital Equipment Corp.!, the results were analyzed

on a Macintosh IIfx or a Power Macintosh G3~Apple Com-
puter, Inc.!.

Magnitude and phase data for the fundamental compo-
nent of the ac receptor potential were taken from fast Fourier
transforms of averaged response waveforms. In addition,
half-wave rectified, average voltages were computed over an
integer multiple of response cycles. The average voltage was
then computed by adding together all sampled values above
the baseline and dividing by the total number of data points.
This procedure is virtually identical to computing the area
under each half-cycle and dividing by the stimulus period.

Because data were acquired over many years, the stimu-
lus parameters were not the same for all measurements. Al-
though gated sinusoids were used, the duration was 40 ms
for results in turns 3 and 4, but only 10–15 ms in turn 2,
where inputs were not presented for frequencies less that
2000 Hz. In addition, the rise/fall time was 0.625 ms in turns
3 and 4, but 2.5 ms in turn 2. The number of samples used in
the averaging procedure was also variable. At low levels, at
least 30 repetitions were collected while at high levels, and,
in some cases, as few as 10 repetitions were averaged. Be-
cause hair cell receptor potentials do not adapt, a relatively
short interstimulus interval was selected to facilitate data col-
lection, but in no case was it less than 55 ms.

III. RESULTS

A. Frequency response functions

The left panel in Fig. 1 shows the average receptor po-
tential recorded from a third-turn IHC with a BF near 1000
Hz. At the lowest sound pressure level, in this case 20 dB,
the cell is narrowly tuned and response magnitude decreases
at higher and lower stimulus frequencies. As level increases,
however, both low- and high-frequency slopes become flatter
and bandwidth increases. The customary measure,Q10, de-
creases from 1.8 at 20 dB to less than 0.4 at 80 dB. This
degradation in frequency selectivity is thought to result from
an increase in damping at higher stimulus levels~Anderson
et al., 1971; Hubbard and Geisler, 1972; Kimet al., 1973;
Hall, 1977!.

Relative magnitude functions, obtained by comparing
responses at a given sound level with high-level responses at
80 dB, are plotted in the center panel. In other words, plots
are given that show how much greater the 80-dB response is
than the comparison datum. At each frequency, this magni-
tude change in dB is plotted relative to the value at 80 dB. If
this were a linear system, the three functions would be flat
and separated from one another by 20, 40 and 60 dB. The
data indicate that the largest magnitude changes, i.e., the
most linear responses, are achieved away from BF. In the
region around 1000 Hz, the changes are relatively small, in-
dicating that the cell is most nonlinear near BF. This com-
pression reflects that associated with preceding mechanical
events ~Rhode, 1971; Sellicket al., 1982; Robleset al.,
1986; Nuttall and Dolan, 1996; Ruggeroet al., 1992, 1997!,
as well as that produced by the asymmetry inherent in the
IHC transducer~Hudspeth and Corey, 1977; Russell and Sel-
lick, 1978!. The latter is important because the IHC cannot
receive dc inputs due to the free-standing nature of its ste-
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reocilia ~Dallos et al., 1972; Lim, 1972!. In other words, the
sensory transducer is the source of the IHC’s dc receptor
potential ~Cheatham and Dallos, 1998b!, which is included
in the average voltage.

Companion phase data are provided in the right panel of
Fig. 1. These values were obtained from fast Fourier trans-
forms of averaged IHC responses. The functions show
changes in phase for the fundamental component of the ac
receptor potential measured relative to the high-level re-
sponse at 80 dB. The latter was chosen because a high-level
reference was used for neural responses in the original de-
scription of phase nonlinearity~Andersonet al., 1971!. The
data indicate phase leads below BF; phase lags above, as
reported previously~Dallos, 1986!. The phase changes in the
BF region are small and the function passes through 0 de-
grees at this position. In fact, a pivot point at BF can be
defined similar to that observed in the single-unit data ob-
tained from neurons with similar BFs~Andersonet al., 1971;
Allen, 1983!. The existence of a pivot point indicates that
response phase is independent of level in the region around
BF and that BF is relatively independent of level, except at
very high intensities. Data from the third turn are, therefore,
consistent with the idea that BF refers to that frequency

where the cell is most sensitive and where response phase
goes through its lead/lag transition.

Before generalizing from these results, it is prudent to
evaluate recordings from other regions along the cochlear
spiral, as in Fig. 2 where results are shown for a second-turn
IHC with BF around 3800 Hz. The magnitude functions on
the left demonstrate that response areas change as level in-
creases from 40 to 80 dB and that high-frequency slopes are
steeper than low-frequency slopes. There is also a greater
tendency for the peak of the function to shift to lower fre-
quencies, as shown in second turn of the gerbil cochlea
~Zwislocki and Chatterjee, 1995! and in the basal turn of the
guinea pig cochlea~Russell and Sellick, 1978!. This behavior
is thought to reflect similar response patterns observed in
cochlear mechanics~Rhode, 1971; Sellicket al., 1982; Nut-
tall and Dolan, 1996; Ruggeroet al., 1997!. As in Fig. 1,
relative magnitude measures are shown in the center and
companion phase changes are plotted on the right. Although
the latter indicate a lead/lag behavior, the transitions occur
above the best frequency of the cell. There is also a tendency
for the pivot point to disperse as the zero crossing moves to
higher frequencies with increasing level. A similar trend was
observed in basilar membrane mechanical responses~Rug-

FIG. 1. Iso-input functions are presented for an IHC in the third turn of the guinea pig cochlea. The average receptor potential is plotted for inputs at20
~circles and solid lines!, 40 ~open squares and dashed lines!, 60 ~triangles and solid lines! and 80~open triangles and dashed lines! dB. The center panel shows
magnitude measured relative to the 80-dB condition that is given a value of 0 dB. The vertical line indicates the BF of the cell. Phase data appear on the right
where phase changes are also plotted relative to the 80-dB reference condition. By subtracting one measure from another, i.e., 20 from 80 dB, etc., the
frequency- and level-dependent changes in magnitude and phase are emphasized.
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gero et al., 1997! and in auditory nerve fibers with BFs
above;2000 Hz~Allen, 1983!. It is acknowledged that we
may have underestimated the BF of this second turn IHC
because 40 dB was the lowest level used to collect the data
shown in Fig. 2.

Measurements from the fourth turn are depicted in Fig. 3
for an IHC with BF near 230 Hz. Again, bandwidth is level
dependent and the measurements of relative magnitude, plot-
ted in the center, indicate that the system is nonlinear at this
apical recording location. Only at 700 Hz, when the input
sound pressure level is decreased from 70 to 50 dB~triangles
and solid lines!, is response magnitude reduced by 20 dB as
expected in linear systems. When compared to center panels
in Figs. 1 and 2, the functions from turn 4 are less V-shaped,
indicating that the nonlinearity is expressed over more of the
response area of the cell. This is consistent with measure-
ments of basilar membrane mechanics at the apex of the
cochlea~Rhode and Cooper, 1996!. Relative phase changes
are plotted on the right. Although a lead/lag behavior is again
recorded, the transition occursbelow the best frequency of
the cell. A similar pattern was also observed by Anderson
et al. ~1971! for single units innervating the apex of the co-
chlea and having low BFs.

Data plotted in Fig. 4 serve to emphasize the level- and
frequency-dependent magnitude changes observed in turns
2–4. To facilitate the comparisons, the average receptor po-
tential is normalized to its value at BF, i.e., 3800 Hz in turn
2, 1000 Hz in turn 3, and 230 Hz in turn 4. The frequency

scale is also normalized to BF. Plots for the compensated ac
receptor potential are provided in a previous publication
~Cheatham and Dallos, 1998a!. At each recording location,
functions are included for the 50- and 90-dB conditions. In
turn 2, the largest level-dependent changes are observed be-
low the BF of the cell and the peak of the function shifts to
lower frequencies. Conversely, the data in turn 4 exhibit the
largest changes above BF and the peak tends to move to
higher frequencies. The reverse asymmetry exhibited in turn
4 is consistent with that reported for data from the auditory
nerve ~Pfeiffer and Molnar, 1970; Roseet al., 1971; Kiang
et al., 1977; Gibsonet al., 1977; Liberman and Kiang, 1978;
Evans, 1981! where the tails of tuning curves for units with
BFs below;1000 Hz are on the high-frequency side of the
tuning curve. This contrasts with units with higher BFs
where the opposite is true. Data collected in turn 3, and plot-
ted in the center panel, show a more symmetrical expansion
of the response area to both lower and higher frequencies as
stimulus level increases from 50 to 90 dB.

These place-specific changes in filter shape have impor-
tant implications for the coding of acoustic signals, espe-
cially the reverse asymmetry recorded at the very apex of the
cochlea and expressed in both inner hair cell and neural re-
sponses. Because filter shape is primarily determined by pre-
ceding mechanical events, data for the ac receptor potential
are provided in Fig. 5. These results were collected at 50 dB,
the lowest level common to all three cells. In order to better
represent filter shape at the input to the IHC, ac responses

FIG. 2. Data obtained in turn 2 are plotted here for iso-input levels of 40~circles and solid lines!, 50 ~squares and dashed lines!, 60 ~triangles and solid lines!
and 80~open triangles and dashed lines! dB. The BF for this cell is;3800 Hz. These results are also presented in three panels, as in Fig. 1.
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were compensated for reductions associated with filtering by
the cell’s basolateral membrane and by the recording appa-
ratus~Cheatham and Dallos, 1993, Fig. 3C!. In addition, the
ac magnitude data were normalized at BF and plotted on a
normalized, linear frequency scale. The latter choice was
made because behavioral data on auditory filter shape are
frequently plotted on a linear abscissa. These results are pro-
vided to demonstrate changes in filter shape as they appear at
the level of IHC transducer.

Data from turn 2 show steeper slopes above BF, while
data from turn 4 show steeper slopes below BF. In turn 3, the
response area is relatively symmetrical. These shape changes
appear to reflect the large variations in high-frequency slope
observed at the three cochlear locations. In turn 2, which is
approximately 10 mm from the base of the guinea pig co-
chlea where basilar membrane length is;18 mm
~Cheatham, 1993!, the high-frequency slope is;96 dB/oct.
In turn 3, where the center of the cochlear window is
;14 mm from the base, the high-frequency slope is
;32 dB/oct. Finally, in turn 4, which is;17 mm from the
base, the high-frequency slope is only about 10 dB/oct. In
contrast, the slopes of the functions below BF are fairly simi-
lar at the three recording locations.

B. Implications for behavioral thresholds at low
frequencies

Information obtained from the apex of the cochlea is
used to construct the schematic shown in Fig. 6, which in-
cludes features that would be expected to influence low-
frequency responses in the guinea pig cochlea. The middle
ear transfer function is represented by the high-pass filter
function plotted with dashed lines and decreasing at 6 dB/oct
below 600 Hz~Johnstone and Taylor, 1971; De´cory et al.,
1990; Cooper and Rhode, 1995!. In addition, a second high-
pass filter also shapes low-frequency responses. This stage of
filtering is associated with ciliary mechanics and the result-
ing velocity dependence of the IHC. In this schematic, input
to the IHC is attenuated by 6 dB/oct below a corner fre-
quency of;470 Hz~Dallos, 1984!. In contrast to filtering by
the middle ear, this attenuation at the input to the IHC occurs
after the frequency analysis that is associated with basilar
membrane mechanics. Although more recent studies of hair-
cell stereocilia are available~Freeman and Weiss, 1990;
Shatz, 2000!, these models were primarily designed for and
tested in the lizard cochlea. The degree to which these mod-
els reflect behavior in the mammalian cochlea has not been

FIG. 3. This plot is similar to those in Figs. 1 and 2 but the data are collected from turn 4 where BF is 230 Hz. The 70-dB condition was used as the reference
for the relative magnitude changes plotted in the center panel and for the relative phase changes plotted on the right. The 90-dB condition was not chosen in
order to avoid the level-dependent phase changes observed at high input levels~Cheatham and Dallos, 1998b!.
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evaluated. Hence, our decision is to use the Dallos~1984!
model that is based on IHC response patterns recorded in
turn 3 of the guinea pig cochlea.

The schematic in Fig. 6 serves to demonstrate how these
two high-pass filters affect the shapes of response areas in
fourth-turn IHCs. The attenuations due to the middle ear and
the velocity dependence of the IHC provide a total, com-
bined attenuation that decreases at a rate of 12 dB/oct. This
combined function is plotted with dotted lines. The vertical
line demonstrates that the BFs of IHCs in turn 4 are below
the corner frequencies of these two high-pass filters. Conse-
quently, input to the cell is reduced by filtering at very low
frequencies.

The remaining function, plotted in Fig. 6 with solid
lines, represents the behavioral threshold for guinea pigs
~Fay, 1988! compiled by averaging data from several inves-
tigators~Miller and Murray, 1966; Heffneret al., 1971; Wal-
loch and Taylor-Spikes, 1976; Prosenet al., 1978!. These
results are normalized at 1000 Hz so that all values are plot-
ted relative to this datum, which is given a value of 0 dB.
Behavioral threshold decreases at a rate that exceeds the 6
dB/oct provided by the middle ear transfer function alone,
hence the similarities between the combined and behavioral
functions. When considering these comparisons, it should be
mentioned that the middle ear transfer function for guinea
pig was determined with bulla open. This differs from the

situation when behavioral thresholds are obtained in intact
animals. However, it has been demonstrated that the CM is
impervious to many alterations of the middle ear and that the
low-frequency slope of the transfer function is not altered
~Dallos, 1970, Fig. 8!. Dallos also demonstrated that the
middle ear muscles do not influence the low-frequency slope
of the middle ear transfer function~Fig. 9!. Consequently, the
comparisons shown in Fig. 6 are not inappropriate.

A similar exercise is provided for humans in Fig. 7.
Again, filter functions are plotted with dashed lines. In this
figure, the attenuation associated with the middle ear is
adapted from Flanagan’s computational model~Flanagan,
1962; Dallos, 1973!. This effect decreases input to the co-
chlea at a rate of 6 dB/oct below 1000 Hz. For lack of a
better alternative, the function for the IHC velocity depen-
dence is based on guinea pig data and is replotted from the
previous figure. Finally, the shunting effect of the heli-
cotrema is appended. This third high-pass filter is required
because the helicotrema in man, but not in guinea pig~Dal-
los, 1970; Zwislocki, 1975!, is large with the result that ad-
ditional attenuation is expected below 100 Hz.

The remaining curve, plotted with solid lines in Fig. 7,
approximates the minimum audible pressure~MAP! curve
for man~redrawn from Killion, 1978!. This curve represents
the sound pressure of a tone, at the threshold of audibility,
that is presented by an earphone and measured near the tym-

FIG. 4. Iso-input functions obtained in turns 2–4 are compared here at 50~squares and dashed lines! and 90~circles and solid lines! dB. To facilitate
comparisons, the average receptor potentials are normalized at BF. This is achieved by giving the potential at BF a value of 0 dB and plotting all other values
relative to this datum. The abscissa is also normalized by dividing stimulus frequency by BF. Thus, the latter has a value of 1.0 and is designated by the
vertical arrow in each panel. Data for turn 3 at 50 and 90 dB were not plotted in Fig. 1 for clarity. The 90-dB condition in Fig. 2 is also missing for the same
reason.
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panic membrane. Because the MAP curve has been normal-
ized, all responses are plotted relative to the response at 1000
Hz. The shape of the MAP curve is similar to the combined
curve, which represents the total attenuation due to filtering.
Although this schematic shows that these three stages of
high-pass filtering approximate the changes in sensitivity ex-
hibited in human subjects, it is acknowledged that the termi-
nal slope of the MAP function is greater than 18 dB/oct
~Dadson and King, 1952; Killion, 1978; Puriaet al., 1997!.
This suggests that the additional reduction in sensitivity at
very low frequencies~Corso, 1958; Yeowart and Evans,
1974! may relate to physiological noise as suggested by oth-
ers~Moore, 1989!. In other words, the MAP curve represents
a masked threshold.

IV. DISCUSSION

A. Comparisons with mechanical and neural
responses: Magnitude data

Recordings from mammalian IHCs are consistent with
the idea that nonlinearities in the cochlea shape auditory fil-
ters in both a frequency- and level-dependent fashion. Even
when auditory filter shape is examined psychophysically

~Glasberg and Moore, 2000!, the changes with level re-
semble the variations in tuning observed in basilar mem-
brane responses. This association suggests that the funda-
mental character of auditory filters is determined in the organ
of Corti and that this distorted peripheral representation is
provided to the central auditory pathway for further analysis.
This idea is supported by the similarities between single-unit
~Roseet al., 1971; Kianget al., 1977; Møller, 1977; Gibson
et al., 1977; Liberman and Kiang, 1978; Evans, 1981! and
IHC data. When response areas are measured at a series of
levels, for neurons with BFs around 1000 Hz, the iso-input
functions expand symmetrically to both lower and higher
stimulus frequencies. This response pattern is reminiscent of
that shown in Figs. 1, 4, and 5 for IHCs in turn 3. For
neurons with higher BFs, above;2000 Hz, the response
area expands asymmetrically toward lower frequencies with
the result that the slopes recorded above BF are steeper than
are those below. These results are similar to those from
second-turn IHCs and from basilar membrane~Rhode, 1971;
Sellick et al., 1982; Robleset al., 1986; Nuttall and Dolan,
1996; Ruggeroet al., 1997! and IHC ~Russell and Sellick,
1978; Zwislocki and Chatterjee, 1995! responses recorded
from more basal regions of the cochlea. Finally, data from
neurons with low BFs indicate that response areas expand
preferentially toward higher frequencies, i.e., the functions
have steeper low-frequency slopes. These response patterns
are similar to those shown in Figs. 3–5 for IHCs in the fourth
turn. They are also similar to mechanical measurements at
the very apex of the cochlea where the frequency of the peak
of the response function increases with increasing level
~Zinn et al., 2000! and where steeper slopes are recorded
below BF ~Khanna and Hao, 1999a!.

The level-dependent magnitude changes recorded at
various cochlear locations should be considered when evalu-
ating the alterations that result from various cochlear ma-
nipulations. For example, it has been observed that
furosemide-induced changes in neural tuning curves differ
depending on BF~Sewell, 1984!. When recordings were
made from nerve fibers innervating the basal half of the co-
chlea, a downward shift in BF was observed. However, in
nerve fibers with BFs below;800 Hz, an upward shift was
recorded due to the effects of furosemide. Liberman~1984!
suggested that this difference in the direction of BF shift may
relate to the shape of the tuning curve because the tail is
above~below! BF for low ~high! BF fibers~Pfeiffer and Mol-
nar, 1970; Roseet al., 1971; Kiang et al., 1977; Møller,
1977; Liberman and Kiang, 1978; Evans, 1981!. This implies
that the BF shifts seen in compromised auditory systems due
to furosemide or acoustic trauma~Liberman and Mulroy,
1982; Liberman and Dodds, 1984! may be a result of the
increase in level required to produce a criterion response.
The IHC data presented here are consistent with this idea.
Data shown in Fig. 4 indicate that responses obtained at the
higher input levels required to obtain criterion responses in
traumatized cochleae will exhibit magnitude peaks at lower
frequencies when recorded at positions with BFs greater than
;1000 Hz. In contrast, at the very apex of the cochlea, for
BFs less than;400 Hz, magnitude peaks should occur at
frequencies higher than those observed in healthy cochleae.

FIG. 5. This figure shows responses at 50 dB for the ac receptor potential
obtained from the same three IHCs plotted in Fig. 4. The magnitude data
include corrections for filtering associated with resistances and capacitances
in the cell’s basolateral membrane, as well as low-pass filtering associated
with the recording electrode. The latter was required in turn 2 only. As in
Fig. 4, the magnitude data are normalized and plotted on a normalized
frequency scale. The function for turn 2 is plotted with circles and solid
lines; for turn 3, triangles and dashed lines; for turn 4, squares and solid
lines.
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Taken together, the data imply that the cochlear filter
responsible for mechanical frequency analysis is generally
asymmetrical, with steeper high-frequency slopes above BF.
As shown in Fig. 5, this asymmetry is reduced in turn 3 and
reversed in turn 4 consistent with the high-pass filtering as-
sociated with the middle ear transfer function. Although fil-
tering due to the middle ear can account for the reverse
asymmetry of apical response patterns and the almost com-
plete symmetry of turn 3 responses at low levels, it cannot
account for their reverse nonlinearity. The latter observation
refers to the appearance of tuning-curve tails above BF
where more linear responses are recorded. This response pat-
tern contrasts with that in the base where tuning-curve tails,

and concomitant more linear behavior, are found below BF.
It should also be mentioned that longitudinal variations

are observed in the impulse responses of auditory-nerve fi-
bers~Carneyet al., 1999!. When instantaneous frequency is
measured as a function of time, the impulse response exhib-
its an increasing frequency glide for fibers with BFs greater
than ;1500 Hz and a decreasing glide for fibers with BFs
less than;750 Hz. Mechanical measurements recorded at
the base of the cochlea also indicate that the frequency of the
basilar membrane’s impulse response changes with time, in-
creasing from below, up to BF~de Boer and Nuttall, 1997;
Recio et al., 1998!. Because response envelopes become
skewed at high levels, i.e., their center of gravity shifts ear-

FIG. 6. This schematic depicts factors
that influence low-frequency hearing
in the guinea pig. The dashed lines in-
dicate the high-pass filter functions as-
sociated with the middle ear and with
the velocity dependence of the IHC.
They decrease at a rate of 6 dB/oct
below 600 and 470 Hz, respectively.
Their combined effect is plotted with
dotted lines and decreases at 12 dB/
oct. The average behavioral threshold
obtained from five studies~Fay, 1988!
is also appended and plotted with solid
lines. The vertical bar indicates the
BFs of IHCs in turn 4.

FIG. 7. This schematic for humans is
similar to that in Fig. 6 for guinea
pigs. In this case, however, the middle
ear function decreases at 6 dB/oct be-
low 1000 Hz. A function representing
the helicotrema is also included and
decreases at 6 dB/oct below 100 Hz.
The IHC velocity dependence is ap-
pended from Fig. 6. The combined fil-
ter function plotted with dotted lines
decreases at 6, 12 and finally, 18 dB/
oct as frequency decreases below 100
Hz. The function plotted with solid
lines is the minimum audible pressure
curve ~MAP! for humans, re-drawn
from Killion ~1978!.
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lier in time ~Recio et al., 1998!, the increasing glides are
consistent with a downward shift in peak frequency as level
increases.

These observations imply that cochlear mechanics may
differ near the apex of the cochlea. Consistent with this idea,
Zinn et al. ~2000! reported a weak compressive nonlinearity
below BF and an expansive nonlinearity above BF when
making mechanical measurements near the helicotrema.
These authors suggest that the expansive nonlinearity is as-
sociated with an active attenuation on the tails of tuning
curves, which are above BF when the latter is below
;400 Hz. This idea is compatible with results from experi-
ments in which various cochlear insults are introduced. For
example, acoustic overstimulation~Liberman and Dodds,
1984!, mechanical damage~Robertsonet al., 1980! and/or
salicylate ototoxicity~Murugasu and Russell, 1995! all serve
to lower the tails of neural tuning curves, i.e., they become
hypersensitive. At the base of the cochlea, this behavior is
thought to reflect a negative gain below BF provided by the
cochlear amplifier~Mountainet al., 1983!. Because amplifi-
cation is vulnerable to insult, many manipulations result in
more sensitive responses for the tails of tuning curves well
below BF. At the apical end of the cochlea, removal of the
active attenuation/negative gain observed in basilar mem-
brane responses above BF~Zinn et al., 2000! could also re-
sult in hypersensitive tuning-curve tails when cochlear func-
tion is compromised.

It should also be mentioned that IHC responses recorded
from turn 4 of the guinea pig cochlea are nonlinear at BF.
This is consistent with mechanical data obtained in guinea
pig from Reissner’s membrane~Cooper and Rhode, 1995!
and in chinchilla from tectorial membrane~Rhode and Coo-
per, 1996! but not with guinea pig results from reticular
lamina ~Khanna and Hao, 1999a, b!. The latter reports indi-
cate that BF responses at the fundamental are linear, inspite
of the fact that energy is present for both even and odd har-
monic components. The authors argue that the linear behav-
ior at the fundamental reflects negative feedback due to ac-
tive cochlear mechanics. However, it is also possible that the
discrepancy may relate to the observation that frequency re-
sponse functions in the Khanna and Hao data have two
peaks, which the authors acknowledge is associated with
preparations that are more broadly tuned. Because Khanna
and Hao do not provide data at low levels, it is possible that
these preparations are not in good condition. In fact, no har-
monic distortion is evident below;70 dB and most of the
frequency response functions are obtained for inputs at 96
dB. Although it could be argued that the IHC results are
nonlinear at BF because of asymmetries in the hair cell trans-
ducer, this would not explain the discrepancy between the
Cooper/Rhode and the Khanna/Hao data. Hence, there is the
possibility that the Khanna/Hao results reflect a less than
adequate seal between the preparation and the recording/
observing apparatus. If the seal is not tight, then notches
appear in frequency response functions and more than one
peak is evident. In this case, the relatively linear behavior at
BF could be explained by interactions between linear ‘‘fast’’
and nonlinear ‘‘slow’’ responses, as suggested by Cooper and
Rhode~1998!. If the preparations are not in good condition,

then the two peaks on the function may not be very different
in magnitude, which facilitates the interactions between
‘‘fast’’ and ‘‘slow’’ components.

B. Comparisons with mechanical and neural
responses: Phase data

The phase data collected from IHCs in turns 2–4 are
consistent with previous results~Dallos, 1986! indicating
that phase leads~lags! accumulate below~above! BF when
stimulus level is reduced. If BF is relatively stable with in-
creasing level, then the lead/lag transition occurs near the BF
of the cell and a stationary pivot point can be defined. How-
ever, if the peak of the frequency response function is level
dependent, the pivot point disperses. For example, in turn 4,
the transitions occur below BF and, in turn 2, the transitions
occur above BF. These response patterns have their counter-
parts at the single-unit level~Andersonet al., 1971!. These
comparisons suggest that one should be cautious when using
level-dependent phase changes to define BF~Nuttall and
Dolan, 1993, 1996; Cheatham and Dallos, 1995!. If BF refers
to that frequency where the cell is most sensitive~Galambos
and Davis, 1943!, then the lead/lag transition in response
phase represents BF only when center frequency is relatively
independent of level. In the peripheral auditory system, this
is observed but only in the region around 1000 Hz. At more
basal recording locations, the lead/lag transition tends to
overestimate BF; at more apical locations, the transition un-
derestimates BF. In other words, the level-dependent changes
in phase move in opposite directions at the two ends of the
cochlea.

C. Factors influencing behavioral thresholds at low
frequencies

Others have suggested that behavioral threshold corre-
lates with a constant pressure measured inside the vestibule
of the inner ear~Lynch et al., 1982; Puriaet al., 1997!. In
fact, the correlations between behavioral threshold and either
constant pressure, constant power or constant stapes volume
velocity are all very good for inputs between 200 and 1000
Hz. Below ;200 Hz, however, behavioral thresholds in-
crease at a faster rate than any one of these variables~Puria
et al., 1997, Fig. 16!. The schematic in Fig. 7 indicates that
this discrepancy in humans may relate to filtering occurring
central to the middle ear/cochlea interface, as suggested by
Lynch et al. ~1982!. The most parsimonious explanation for
the decrease in sensitivity, shown by the MAP curve at low
frequencies, is that reductions are due to high-pass filtering
associated with the velocity dependence of the IHC and with
the shunting effect of the helicotrema. The latter serves to
diminish the pressure difference between scala vestibuli and
scala tympani. Because the basilar membrane is displaced as
a result of this pressure difference, the helicotrema serves to
decrease sensitivity at low frequencies below;100 Hz~Dal-
los, 1973; Zwislocki, 1975! in animals where the helicotrema
is relatively large. In fact, it has been demonstrated that the
slope of the behavioral threshold curve at low frequencies is
correlated with helicotrema size. Like humans, both cats and
chinchillas have large helicotremas and steeper low-
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frequency slopes below 100 Hz when compared to guinea
pigs where the helicotrema is small~Dallos, 1970; Fay,
1988!. Consequently, high-pass filtering by the helicotrema
was not included in the schematic for guinea pigs~Fig. 6!.

Finally, Moore and colleagues~1997! developed a phe-
nomenological model for predicting the rise of threshold at
low frequencies in human listeners. They acknowledge that
this decrease in sensitivity rises more steeply than the trans-
mission characteristic of the middle ear would suggest. This
discrepancy is dealt with by assuming that the excitation
level at threshold increases with decreasing frequency below
500 Hz according to an arbitrary function~Moore et al.,
1997, Fig. 4! designed to match the thresholds specified by
an international standard. This arbitrary function is inverted
and plotted in Fig. 8 with solid lines to indicate the decreas-
ing input to the central auditory system as stimulus fre-
quency is reduced. Also included is a function showing the
high-pass filtering associated with both the IHC’s velocity
dependence and the helicotrema shunt, as in Fig. 7. The simi-
larity between the two curves suggests that the success of the
phenomenological model developed by Mooreet al. could
be due to the incorporation of an arbitrary function that re-
flects the attenuation of input due to the helicotrema shunt
and the free-standing nature of the hair bundle on IHCs~Dal-
los et al., 1972; Lim, 1972!. Although it has previously been
suggested that behavioral sensitivity at low frequencies in cat
and man can be accounted for by compensating for reduc-
tions in cochlear input due to filtering by the middle ear and
the helicotrema~Dallos, 1973; Zwislocki, 1975!, Fig. 8 sug-
gests that high-pass filtering associated with the IHC’s veloc-
ity dependence should also be incorporated.
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A new procedure for measuring peripheral compression
in normal-hearing and hearing-impaired listeners
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Forward-masking growth functions for on-frequency~6-kHz! and off-frequency~3-kHz! sinusoidal
maskers were measured in quiet and in a high-pass noise just above the 6-kHz probe frequency. The
data show that estimates of response-growth rates obtained from those functions in quiet, which
have been used to infer cochlear compression, are strongly dependent on the spread of probe
excitation toward higher frequency regions. Therefore, an alternative procedure for measuring
response-growth rates was proposed, one that employs a fixed low-level probe and avoids
level-dependent spread of probe excitation. Fixed-probe-level temporal masking curves~TMCs!
were obtained from normal-hearing listeners at a test frequency of 1 kHz, where the short 1-kHz
probe was fixed in level at about 10 dB SL. The level of the preceding forward masker was adjusted
to obtain masked threshold as a function of the time delay between masker and probe. The TMCs
were obtained for an on-frequency masker~1 kHz! and for other maskers with frequencies both
below and above the probe frequency. From these measurements, input/output response-growth
curves were derived for individual ears. Response-growth slopes varied from.1.0 at low masker
levels to,0.2 at mid masker levels. In three subjects, response growth increased again at high
masker levels~.80 dB SPL!. For the fixed-level probe, the TMC slopes changed very little in the
presence of a high-pass noise masking upward spread of probe excitation. A greater effect on the
TMCs was observed when a high-frequency cueing tone was used with the masking tone. In both
cases, however, the net effects on the estimated rate of response growth were minimal. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1404439#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk, 43.66.Sr@SPB#

I. INTRODUCTION

Several investigators have recently attempted to obtain
psychophysical estimates of cochlear compression in human
ears ~Stelmachowiczet al., 1987; Nelson and Schroder,
1997; Oxenham and Plack, 1997; Moore and Oxenham,
1998; Plack and Oxenham, 1998; Mooreet al., 1999; Hicks
and Bacon, 1999a; Plack and Oxenham, 2000; Wojtczak
et al., 2001!. A common procedure in many of those studies
was the use of forward-masking growth functions for low
off-frequency and on-frequency sinusoidal maskers to infer
estimates of cochlear compression, where thelow off-
frequencymasker had a frequency equal to or less than 0.6 of
the probe frequency, and theon-frequencymasker had a fre-
quency equal to the probe frequency. That procedure is ex-
emplified in the work of Oxenham and Plack~1997!, who
used forward masking from 3-kHz~low off-frequency! and
6-kHz ~on-frequency! maskers to obtain estimates of
response-growth rates at 6 kHz by measuring masker levels
necessary to just mask a probe presented at several fixed
levels. We call these functions growth-of-maskability~GMB!
functions because the masker level at masked threshold is
plotted on the ordinate as a function of the probe level on the
abscissa. Based on data from animals indicating that the
basilar-membrane response to a tone of a given frequency is

linear at a place with a characteristic frequency~CF! well
above the tone frequency~Yates, 1990; Yateset al., 1990;
Ruggero, 1992; Ruggeroet al., 1997; Rhode and Recio,
2000!, Oxenham and Plack assumed that the response to the
3-kHz masker at the 6-kHz frequency region was linear. With
this assumption, it is reasonable to interpret the slopes of
their GMB functions in terms of response-growth rates at the
6-kHz place in the cochlea. For low-level and high-level
probe tones the average GMB slope for three normal-hearing
listeners was close to 1.0 dB/dB, suggesting linear response
growth; for mid-level probe tones the average GMB slope
was 0.16 dB/dB, suggesting very gradual response growth
and strong peripheral compression. The GMB slope of 0.16
was similar to basilar-membrane~BM! response-growth
slopes of 0.20 reported in animals for mid-level CF tones.
This implies that the psychophysical measure of response-
growth rate reflects BM response-growth rate, both of which
are determined by cochlear compression. Where the
response-growth rate is the least, cochlear compression is the
strongest.

The very gradual GMB slope of 0.16 dB/dB observed by
Oxenham and Plack, for a 3-kHz masker frequency~Fm! and
a 6-kHz probe frequency~Fp!, was obtained in the presence
of a background noise intended to mask off-frequency listen-
ing at frequencies above and/or below the probe frequency.
For the low off-frequency condition~3-kHz masker and
6-kHz probe! they used a high-pass noise; for their on-
frequency condition~6-kHz masker and 6-kHz probe! they

a!Author to whom correspondence should be addressed. Electronic mail:
dan@tc.umn.edu
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included a low-pass noise intended to mask any cues below
the probe frequency. Without a background~high-pass!
noise, the comparable low off-frequency GMB slope~in one
listener! was not as gradual~>0.38!. This suggests that the
estimate of response growth obtained from forward-masking
GMB functions, for masker frequencies well below the probe
frequency, is strongly dependent upon the spread of excita-
tion from the probe, most likely an upward spread toward
higher frequency regions.

Oxenham and Plack~1997! addressed this problem by
specifying response-growth rate as the ratio of GMB slopes
for the 3-kHz masker and the 6-kHz masker. They tested the
notion, in one listener, that the effects of off-frequency lis-
tening on GMB slopes are the same for the on-frequency
masker as they are for the low off-frequency masker. For that
listener, the background noise reduced the GMB slope by
about a factor of 2.0 for both the low off-frequency masker
~with high-pass noise! and the on-frequency masker~with
high-pass and low-pass noise!, so the ratio of the low off-
frequency and on-frequency GMB slopes and the subsequent
estimate of response-growth rate remained about the same
~0.17 in quiet and 0.19 in background noise!. On the basis of
this evidence, the ratios of GMB slopes for low off-
frequency versus on-frequency maskers have been used to
specify response-growth rates~and peripheral compression!
from normal-hearing listeners~Mooreet al., 1999; Hicks and
Bacon, 1999a, b!, although none of the cited studies have
demonstrated GMB slope ratios as small as those reported by
Oxenham and Plack.

Oxenham and Plack also measured GMB functions at a
2-kHz probe frequency~using a 1-kHz masker!, with and
without a high-pass noise, in one of their hearing-impaired
listeners who exhibited a moderate hearing loss at and above
the probe frequency. That subject exhibited no significant
difference in the GMB slope with the addition of the high-
pass noise. This suggests that the additional high-pass noise
is not necessary in hearing-impaired listeners with a hearing
loss that increases markedly just above the probe frequency,
probably because the hearing loss at the higher frequency
regions minimizes the usefulness of upward spread of exci-
tation from the probe toward higher frequencies as probe
level increases.

The purpose of this study was twofold. First, we wanted
to evaluate the effects of high-pass noise on GMB slopes and
to examine more closely the notion that the ratio of GMB
slopes for low off-frequency and on-frequency maskers with-
out a background noise accurately specifies response-growth
rate. Second, we wanted to explore an alternative procedure
for measuring response-growth rate, one in which spread of
excitation from the probe might not play such a strong role.
For this procedure we made the same assumption as Oxen-
ham and Plack about linear response growth for a low-
frequency masker at a higher-frequency probe place, but we
minimized spread of excitation effects by fixing the probe at
a low level and varying the time delay between masker and
probe. With this fixed-level probe procedure, as time delay
between masker and probe is increased, a higher masker
level is necessary to reach masked threshold, largely because
of the increased recovery from forward masking that occurs

with increased time delay. The resulting plot of masker level
as a function of time delay is referred to here as a temporal
masking curve~TMC!. For a low off-frequency masker
~Fm<0.6Fp!, the increase in masker level with time delay
should only reflect recovery from forward masking. This is
because the response to the low off-frequency masker at the
probe-frequency place is assumed to be linear. For an on-
frequency masker~Fm5Fp!, the increase in masker level
with time delay should reflect recovery from forward mask-
ing, just as for the low off-frequency case, but it should also
reflect any cochlear compression that is applied to the
masker. Assuming that recovery from forward masking is the
same for low off-frequency and on-frequency maskers,
response-growth rates can be estimated by computing the
ratio of recovery slopes observed for a low off-frequency
masker and an on-frequency masker. The computed rates of
response growth can then be used to derive an input/output
function. The present study estimates response-growth rates
using this alternative procedure in normal-hearing and
hearing-impaired listeners. The effects of off-frequency lis-
tening and temporal cueing on the estimated response-
growth rates are also examined.

II. EXPERIMENT 1: GROWTH OF FORWARD
MASKING IN HIGH-PASS NOISE

This experiment was a simple replication of the Oxen-
ham and Plack~1997! forward-masking experiment that ex-
amined the effects of background noise on GMB slopes. We
wanted to examine further their premise that valid estimates
of response-growth rates can be obtained without a back-
ground noise by examining the ratios of GMB slopes ob-
tained in quiet for a low off-frequency and on-frequency
masker. This requires that spread of excitation above the
probe frequency have the same relative effect on GMB
slopes for low off-frequency and on-frequency forward
maskers in quiet, thus rendering unnecessary the use of a
background noise to reduce off-frequency listening.

A. Method

Forward-masking growth functions were obtained for a
6-kHz sinusoidal probe in the presence of a 3-kHz sinusoidal
masker or a 6-kHz sinusoidal masker. Each point on the
masking functions was obtained by fixing the level of the
probe and varying the masker level to reach masked thresh-
old. Probe levels ranged from 35 to 95 dB SPL in 5-dB steps.
The resulting function is referred to as a growth-of-
maskability~GMB! function to distinguish it from a growth-
of-masking ~GOM! function in which the masker level is
fixed and the probe level is varied to reach masked threshold.
This distinction is useful when referring to slopes of masking
functions because some authors have reported GOM slopes
~Hicks and Bacon, 1999a, b!, while others have reported
GMB slopes ~Oxenham and Plack, 1997; Mooreet al.,
1999!. The masking tones were gated with 2-ms raised-
cosine rise and decay times and were at peak amplitude for
100 ms~104-ms total duration!. The probe tones were gated
with 2-ms raised-cosine rise and decay times with no steady-
state portion~4-ms total duration!. The time delay between
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masker offset and probe offset was 6 ms. These parameters
are the same as those used by Oxenham and Plack.

Pure-tone signals for masker and probe stimuli were
produced and gated digitally by Tucker Davis Technologies
~TDT! D-A converters, routed separately through program-
mable attenuators, added together in an active mixer, and
presented monaurally through a TDH-49 earphone mounted
in an MX/AR-1 cushion. Subjects were seated in a double-
walled sound-treated booth and conveyed their responses to
the computer by pressing buttons on a custom response
panel.

A three-interval forced-choice~3IFC! adaptive proce-
dure was used to estimate the masker level needed to just
mask the fixed-level probes and to measure absolute sensi-
tivity thresholds. During each 3IFC trial, a subject was pre-
sented with three observation intervals demarcated by lights.
The masker~or silence, for absolute thresholds! was pre-
sented in all three intervals and the probe was presented in
only one, randomly selected, interval. The subject indicated
which interval contained the probe stimulus by pressing one
of three response buttons, after which correct answer feed-
back was provided.

Masked thresholds were determined using a transformed
up–down adaptive procedure~Levitt, 1971!. During the first
four level reversals, a relatively large step size of 8 dB and a
simple up–down stepping rule were used to move into the
target masker-level region. Then a 2-dB step size was used
for the next two reversals, again with a simple up–down
stepping rule. A 2-up, 1-down, stepping rule, still with the
2-dB step size, was followed for the final six reversals to
estimate the masker level corresponding to 71% correct de-
tection of the probe. Masked threshold was estimated as the
mean of the masker levels for the final six reversals. The
final data points were based on the average of three or more
such thresholds. Exceptions are noted in the figures for those
cases where a subject could not complete at least three
threshold measurements.

GMB functions were obtained in quiet and in the pres-
ence of a high-pass~HP! noise. The noise was a high-pass
filtered white noise with a 3-dB cutoff frequency at 1.117Fp
~6702 Hz!, which was generated and filtered using TDT
equipment~WG1 and PF1!. Because the HP noise and the
tonal signals were presented through a TDH-49 earphone,
the spectrum level of the HP noise in a 6-cc coupler~mea-
sured with a Hewlett Packard 4144 1-inch microphone and a
Hewlett Packard 3561A dynamic signal analyzer using a
95-Hz bandwidth filter! was relatively constant between
6702 and 9500 Hz and decreased with frequency above
about 9500 Hz, such that the spectrum level was about 20 dB
less at 12.5 kHz. The overall level of the HP noise was 15 dB
below the level of the probe; the spectrum level between
6702 and 9500 Hz was approximately 50 dB below the probe
level. At 6 kHz, the probe frequency, the spectrum level of
the low-frequency skirt of the HP noise was approximately
90 dB below the probe level. The HP noise was gated on 50
ms before the onset of the masker ramp and gated off 50 ms
after the offset of the probe. A GMB function was obtained
in a single sitting, with probe levels always presented in
ascending order to avoid obvious fatigue effects. The GMB

functions were usually remeasured on different days.
In a secondary experiment, GMB functions were mea-

sured with a 1-kHz probe tone, both in quiet and in the
presence of a HP noise. For those conditions, the noise was a
high-pass filtered white noise with a 3-dB cutoff frequency at
1.117Fp~1117 Hz!. The spectrum level of the HP noise in a
6-cc coupler was relatively constant between 1117 Hz and 6
kHz and decreased with frequency above 6 kHz, such that
the spectrum level was about 10 dB less at 9.5 kHz and 20
dB less at 12.5 kHz. The overall level of the HP noise was 15
dB below the level of the 1-kHz probe tone; the spectrum
level of the HP noise between 1117 Hz and 6 kHz was ap-
proximately 47 dB below the probe level. The masker-probe
gating conditions were the same as those used with the
6-kHz probe.

Two normal-hearing subjects participated in the experi-
ment. Their absolute thresholds were less than 15 dB HL
~ANSI, 1989! for octave frequencies between 250 and 8000
Hz. Both subjects received several hours of practice on
forward-masking tasks before data collection commenced.

B. Results and discussion

Figure 1 shows the GMB functions for the 6-kHz probe
obtained in quiet~open symbols! and in the presence of the
HP noise~filled symbols! from two normal-hearing listeners
~ksar and yykl!. The GMB functions for the 3-kHz~low off-
frequency! masker are shown in Figs. 1~a! and~b! and those
for the 6-kHz~on-frequency! masker are shown in Figs. 1~c!
and~d! @note that the ordinates differ for panels~c! and~d! vs
~a! and ~b!#. Error bars represent one standard deviation
above and below each mean masked threshold. Linear least-
squares regression fits to the thresholds at medium probe
levels ~between about 40 and 80 dB SPL! are shown by the
straight lines. The GMB slopes are given by 1/b ~b is the
GOM slope!.

First notice that in the presence of the HP noise the
GMB slopes were essentially identical to those obtained for
the average GMB functions in background noise reported by
Oxenham and Plack~1997, Fig. 2!. The GMB slope of their
on-frequency function was 1.0, compared to the GMB slopes
of 1.0 dB/dB observed here@black diamonds, Figs. 1~c! and
1~d!#; their low off-frequency GMB slope for probe levels
between 50 and 80 dB SPL was 0.16, compared to GMB
slopes of 0.11 and 0.16 observed here@black diamonds, Figs.
1~a! and~b!#. Thus, their results in background noise are well
replicated in these two subjects. Their ratio of low off-
frequency to on-frequency GMB slopes was 0.16, while the
slope ratios were 0.11 and 0.16 in the present study. Thus,
estimates of response growth at the probe frequency, based
on slope ratios of GMB functions that were obtained in the
presence of a background noise to reduce off-frequency lis-
tening, were similar in both studies.

Oxenham and Plack’s on-frequency condition actually
included a low-pass noise in addition to a HP noise. Further,
the levels of their two noises were not constant relative to
each probe level tested. The level of their notched noise es-
sentially increased at a rate that was about half of the rate of
increase in the level of the probe. Because we replicated their
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findings so well with only a HP noise, the addition of a
low-pass noise for the on-frequency condition would seem
unnecessary. Similarly, a fixed ratio between the level of the
HP noise and the probe level was sufficient to replicate their
findings, thus it should not be necessary to employ a varying
level ratio as they did.

The GMB functions obtained without the HP noise are
shown by the unfilled symbols in Fig. 1. The GMB slopes for
the on-frequency condition@Figs. 1~c! and~d!# were 1.6 and
1.3 dB/dB for subject ksar and yykl, respectively, while the
GMB slopes for the low off-frequency condition@Figs. 1~a!
and ~b!# were 0.42 and 0.45 dB/dB. The ratios of on-
frequency and low off-frequency GMB slopes were 0.26 and
0.35 in quiet, which are similar to the 0.33 average GMB
slope ratio reported for six normal-hearing listeners by
Moore et al. ~1999!. If the GMB slope ratio is taken as an
estimate of response growth at the probe frequency, then it is
more than twice as steep in quiet as it is in HP noise. This
result is not consistent with the result reported by Oxenham
and Plack~1997!. Their single subject, tested both with and
without the HP noise, exhibited a GMB slope ratio of 0.17
for the HP noise condition and 0.19 dB/dB for the quiet
condition, which led them to conclude that the effects of
spread of excitation~as probe level was increased! was the
same for low off-frequency and on-frequency maskers.
While the HP noise produced about a factor of 2 reduction in
GMB slope for both the low off-frequency and the on-
frequency maskers in their subject, the two subjects in the
present study~ksar and yykl, respectively! exhibited reduc-
tions in GMB slopes by factors of 3.8 and 2.8 for the low

off-frequency condition and factors of 1.6 and 1.3 for the
on-frequency condition. This indicates that, in the present
study, the HP noise had a larger effect for the low off-
frequency condition than for the on-frequency condition.
This can be seen by examining the probe levels, in quiet
versus HP noise, corresponding to a fixed masker level in
Fig. 1. For example, in subject yykl, at a masker level of 85
dB SPL ~Lm on ordinate!, the HP noise produced a 35-dB
increase in probe level at masked threshold for the low off-
frequency condition@Fig. 1~b!# compared to only about a
15-dB increase in probe level for the on-frequency condition
@Fig. 1~d!#.

A replication of experiment 1 in the same two subjects,
using a 1-kHz probe, a 0.6- or 1-kHz masker, and a HP noise
with a low-frequency cut-off of 1.117Fp, yielded similar re-
sults. The reduction in GMB slope with the HP noise was not
as great at 1 kHz as it was at 6 kHz. For subjects yykl and
ksar, respectively, the HP noise reduced GMB slopes by fac-
tors of 1.5 and 1.4 for the low off-frequency condition and
by factors of 1.2 and 1.1 for the on-frequency condition.
Thus, without a background noise, upward spread of excita-
tion from the probe still influenced GMB slopes differen-
tially at 1 kHz, just as it did at 6 kHz, but the differential
effect was not quite as great.1

Moore et al. ~1999! noted that their GMB slope ratios
obtained in quiet were larger than those obtained by Oxen-
ham and Plack~1997! in background noise. They speculated
that a possible factor contributing to this difference was off-
frequency listening in the quiet condition. For the low-
frequency masker, the signal might have been detected using

FIG. 1. Growth of maskability~GMB!
functions in quiet~open symbols! and
in the presence of a high-pass noise
~with a low-frequency cutoff at
1.117Fp! to mask spread of excitation
toward higher frequencies~closed
symbols!. The masker level required
to mask a 6-kHz probe tone is plotted
on the ordinate as a function of probe
level on the abscissa. The GMB func-
tions for an off-frequency masker~3
kHz! are shown in~a! and ~b! ~for
normal-hearing subjects ksar and yykl,
respectively!, and those for an on-
frequency masker~6 kHz! are shown
in ~c! and ~d!. Solid lines are linear
regression fits to each function using
only masker levels obtained with mid-
level probe tones. The slope of each
GMB function is given by1Õb. The
growth-of-masking ~GOM! slope,
which describes masked threshold as a
function of masker level, is given by
b. The slope ratio~Slpratio! is the
GMB slope for the off-frequency
condition @~a! or ~b!# divided by the
GMB slope for the corresponding on-
frequency condition@~c! or ~d!#.
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a region of the basilar membrane with a CF above the signal
frequency, which would be slightly less compressive than at
the CF region. The present findings support their explana-
tion.

Taken together, the present results and those of previous
studies indicate that off-frequency listening to the high-
frequency tail of the probe excitation pattern can strongly
influence estimates of response-growth rate, and may differ
widely among subjects. This is not surprising, considering
that the probe level in this experiment is varied from 35 to 95
dB SPL. Spread of excitation varies substantially over such a
wide range of probe levels. Thus, it seems precarious to use
GMB slope ratios obtained in quiet conditions to specify
response growth. The use of background noise to prevent or
reduce off-frequency listening seems more prudent. At this
point, the results are sufficient to question the validity of
procedures for estimating response-growth rates that utilize
varying probe levels without the addition of background
noise. Therefore, we have examined an alternative procedure
for obtaining estimates of response-growth rates, one that
does not involve the large changes in spread of excitation
associated with varying probe levels.

III. EXPERIMENT 2: RESPONSE GROWTH FROM
TMCs

The alternative procedure estimates response-growth
rates from the slopes of forward-masking recovery curves for
low off-frequency and on-frequency maskers. The TMCs for
a fixed-level probe define the masker levels required to just
forward mask the probe as a function of the time delay be-
tween masker and probe~Nelson and Freyman, 1987!. The
masker level required to forward mask a probe with an on-
frequency masker depends both upon the recovery from for-
ward masking that occurs at the probe-frequency placeand
upon the cochlear compression that exists at the probe-
frequency place~Oxenham and Moore, 1995, 1997; Plack
and Oxenham, 1998!. By way of contrast, the masker level
required to forward mask a probe with a low off-frequency
masker~Fm<0.6Fp! dependsonly upon the recovery from
forward masking that occurs at the probe-frequency place.
This is because the low off-frequency masker that is nearly
an octave below the probe frequency produces a linear re-
sponse at the probe-frequency place in the cochlea~Yates,
1990; Yateset al., 1990; Ruggero, 1992; Nelson and Schro-
der, 1997; Oxenham and Plack, 1997; Ruggeroet al., 1997;
Moore and Oxenham, 1998; Rhode and Recio, 2000!. If one
assumes that the recovery time constant for forward masking
at the probe-frequency place on the basilar membrane is in-
dependent of masker frequency, then the ratio of the recovery
slopes for the on-frequency and the low off-frequency
masker, for a given change in time delay, reflects the factor
by which the masker level has to be increased in the on-
frequency case to overcome cochlear compression. The re-
ciprocal of that factor provides an estimate of response-
growth rate that is determined by cochlear compression.

A critical assumption with this procedure is that the re-
covery time constant for low off-frequency and on-frequency
maskers is the same. This assumption has been used to suc-

cessfully model data for combined simultaneous and nonsi-
multaneous masking by on-frequency and low off-frequency
maskers~Wojtczak et al., 2001!. Furthermore, there is evi-
dence that the recovery process at a particular cochlear place,
which proceeds exponentially~in decibels! with time delay
between masker and probe~Duifhuis, 1973; Nelson and
Freyman, 1987!, is independent of the frequency difference
between masker and probe~Nelson and Pavlov, 1989!. An-
other critical assumption is that the exponential decay of the
internal effect of a masker is the same regardless of the mag-
nitude of the internal effect, i.e., the recovery process is well
defined by an exponential decay~in decibels! with a level-
independent time constant.

A. Method

The TMCs were obtained from four normal-hearing sub-
jects for various masker frequencies surrounding a 1-kHz
probe presented at a fixed low level. The fixed-probe oriso-
responseTMC requires a constant response at some central
stage in the auditory system, e.g., at the output of a temporal
integrator that follows peripheral filtering and compression,
which then produces a constant amount of threshold shift
~forward masking! at the probe frequency. The input level
~masker level! is adjusted to maintain the required response
at the probe-frequency place as a function of the time delay
between the masker and the probe. As time delay is in-
creased, the amount of forward masking decreases, therefore
the masker level must be increased to maintain the same
amount of forward masking. A plot of masker level as a
function of time delay defines the iso-response TMC~Nelson
and Freyman, 1987!. A 1-kHz probe frequency was chosen,
rather than the 6-kHz probe frequency investigated by Oxen-
ham and Plack~1997!, because 1 kHz was the frequency
previously investigated by Nelson and Freyman~1987! with
hearing-impaired listeners, and 1 kHz is a frequency region
that is important for speech perception.

An advantage of the iso-response TMC is that the spatial
region in the cochlea being assessed is held constant during
an experiment. That region is defined by the excitation pat-
tern produced by the fixed-frequency, fixed-level probe tone.
That region is small when the probe is presented at a very
low level. Thus, nonlinear spread of probe excitation with
increasing level should not affect the estimate of response
growth derived from the TMC. A further advantage of the
iso-response paradigm is that nonlinearities affecting the
probe are constant throughout an experiment. This allows
one to infer characteristics of the nonlinearities associated
with the masker, as will become apparent during the analysis
of the present results.

Forward masking was produced by sinusoidal maskers
that varied in frequency from well below to just above the
1-kHz probe tone. Specific masker frequencies examined
were 500, 600, 700, 800, 900, 1000, 1012, 1025, 1050, 1100,
1150, and 1200 Hz, although not all masker frequencies were
tested in every subject. The masker and probe durations were
200 and 20 ms at peak amplitude, respectively, with 10-ms
raised-cosine rise and decay times. During each test session,
delay times~between masker offset and probe offset! were
tested in the following order: 42, 45, 50, 60, 70, 80, 90, 100,
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110, 120, 130, and 140 ms. A minimum temporal separation
between masker offset~10% of peak amplitude! and probe
onset ~10% of peak amplitude! of 2 ms ensured that no
physical interaction occurred between masker and probe be-
fore reaching the cochlea. For each delay time, the probe
level was fixed at a sound pressure level that was about 10
dB SL and the masker level was adjusted adaptively to reach
masked threshold.

Pure-tone signals for masker and probe stimuli were
produced by frequency synthesizers~Rockland!, gated by
electronic switches, routed separately through programmable
attenuators, added together in a resistive mixer, and pre-
sented monaurally through a UTC L-33 transformer and a
TDH-49 earphone mounted in an MX/AR-1 cushion. Sub-
jects were seated in a double-walled sound-treated booth and
conveyed their responses to the computer by pressing but-
tons on a custom response panel.

The same 3IFC adaptive procedure described in experi-
ment 1 was used to estimate the level of masker needed to
just mask the fixed-level probe and to measure absolute sen-
sitivity threshold. Four normal-hearing subjects participated
in the experiment. Their absolute thresholds were less than
15 dB HL ~ANSI, 1989! for octave frequencies between 250
and 8000 Hz. All subjects received several hours of practice
on forward-masking tasks before data collection com-
menced.

B. Results and discussion

1. Iso-response TMCs

Figure 2 shows the masker levels required to mask a
fixed-level 1-kHz probe, as a function of the time delay be-
tween masker offset and probe offset, for maskers varying in
frequency from well below to just above the probe fre-
quency. The TMCs are shown from four normal-hearing sub-
jects. Dashed lines indicate three-segment exponential fits to
the data.2

Several features of theseiso-responseTMCs are evident.
The general form of the TMC shows an increase in masker
level with masker-probe time delay, which reflects recovery
from forward masking over time. At short delay times, con-
siderable forward masking is evident; therefore, relatively
low masker levels are required to maintain a fixed amount of
forward masking. At longer time delays, more recovery from
forward masking is evident; therefore, higher masker levels
are required to maintain the same fixed amount of forward
masking. For the on-frequency and nearly on-frequency con-
ditions ~shaded symbols!, the change in masker level with
time delay is steep over a range of time delays. For off-
frequency maskers, both below~black symbols! and above
~unfilled symbols! the probe frequency, the change in masker
level with time delay is more gradual.

2. Interpretations of different TMC characteristics

Two aspects of these TMCs are particularly noteworthy:
the masker level at the shortest time delay, and the relative
steepness of the curve~recovery slope at different time de-

lays!. The TMCs for subject KEK are replotted in Fig. 3 to
illustrate the main effects that exist, to varying extents, in the
data from each of the other three subjects.

First, at the shortest time delay~42 ms!, note that high
levels are required for the lowest-frequency maskers@Fig.
3~a!# and progressively lower masker levels are required as
the masker frequency approaches the probe frequency@Figs.
3~b!–~e!#. At any fixed time delay, masker level differences
across frequency define a psychophysical tuning curve
~PTC!. The PTC approximates an inverted filter function de-
scribing gain across masker frequency, a gain that is relative
to the gain at the probe frequency. At the shortest time delay,
the difference between the level of the lowest off-frequency
masker and the level of the on-frequency masker approxi-
mates the maximum gain available at and near the probe
frequency@approximately 50 dB in Fig. 3~l!#. At longer time
delays gain applied to the on-frequency masker decreases,
which is evidenced by strong compression, and the differ-
ence in gain across masker frequencies diminishes, leading
to broader tuning. For masker frequencies very close to the
probe frequency, some of the subjects exhibited a large
change in the masker level with only a small change in
masker frequency~e.g., RXL in Fig. 2 exhibited an increase
in masker level of 12 dB for only a 1.2% change in masker
frequency from 1000 to 1012 Hz!. Such large changes in
masker level with small changes in masker frequency could
be due to the improved detectability of the probe when small
pitch differences exist between masker and probe~Moore,
1980a, b!.

If shorter probe tones had been used, the minimum time
delay between masker offset and probe offset at which for-
ward masking was measured could have been smaller, but
would likely have had little effect on the estimate of maxi-
mum gain at the probe place. In the case of shorter probe
tones and shorter time delay, less recovery from forward
masking may have occurred. Consequently, the masker lev-
els required to mask the probe would have been lower. How-
ever, this would be true for both on- and off-frequency
maskers. As long as the on-frequency masker falls within a
linear region of response growth, the difference between the
level for the lowest off-frequency masker and the on-
frequency masker should remain the same irrespective of the
duration of the probe. Note that for at least two of the sub-
jects @MRM and RXL in Figs. 2~c! and ~d!# the slope of the
TMC over a range of short time delays, for the on-frequency
masker, is approximately the same as the slope of the TMC
for the low off-frequency~Fm<0.6Fp! masker. Assuming the
same recovery time constant for off-frequency and on-
frequency forward masking, at least over a range of short
time delays, the on-frequency masker produced a linear or
nearly linear response. This suggests that the estimate of the
maximum gain should not change with decreased probe du-
ration, although additional research with shorter probe tones
is needed to examine this premise further. For now, we use
the difference between levels of the low off-frequency
masker and the on-frequency masker at the shortest time de-
lay to provide an approximation of the maximum gain at the
probe frequency place. This is done so that we can express
the excitation response produced at the shortest delay by the
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FIG. 2. Fixed-probe-level~iso-response! temporal masking curves from four normal-hearing subjects. Each curve shows the masker level~in dB SPL!
required to forward mask a fixed-level 1-kHz probe, as a function of the time delay between masker offset and probe offset. The parameter is the frequency
of the masking tone. Masker frequencies close to the probe frequency are indicated by shaded symbols, those above the probe frequency are indicated byopen
symbols, and those well below the probe frequency are indicated by black symbols. An asterisk next to the symbol label indicates that those data were based
on only one threshold determination. Dashed lines show three-segment exponential fits to each curve. The wide curve is the single-segment exponential fit to
the masker levels for the 0.5- or 0.6-kHz masker frequency.
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different frequency maskers in terms of the input level at the
probe-frequency place that, at the same time delay, produces
an equivalent amount of forward masking.

Consider next the relative steepness of the TMCs at dif-
ferent masker frequencies. As previously proposed, the
slopes of the TMCs for the lowest-frequency maskers
~Fm<0.6Fp! are determined only by the amount of recovery
from forward masking existing at the probe frequency as a
function of the time delay between masker and probe. There-
fore, the slope of the TMC reflects the time constant of the
recovery process that is represented by an exponential func-
tion with a single time constant~t!:

Lm~off!5L p•et/t1Gmax, ~1!

wheret is the time delay between masker and probe,t is the
time constant for recovery from forward masking,L p andLm

are the probe and masker levels in dB SPL, andGmax is the
maximum gain at the probe place~estimated att542 ms!.

The iso-response TMC for the lowest-frequency masker is
shown by the shaded squares in Fig. 3~a! ~also by the black
squares in each panel of Fig. 2!. The exponential fit to that
curve, using Eq.~1!, is indicated by the wide shaded curve in
Fig. 3~a! ~also by the wide black curve in each panel of Fig.
2!. According to our assumptions, for the low off-frequency
masker, the change in masker level that occurs with in-
creased time delay between masker and probe is determined
solely by recovery from forward masking specified by the
time constant,t.

Because it is assumed that the recovery process at the
probe-frequency place is independent of the relative frequen-
cies of masker and probe~Nelson and Pavlov, 1989!, then, if
there is no compression, the iso-response TMCs for all of the
masker frequencies should have the same slope as that
shown by the wide shaded curve in Fig. 3 for the 500-Hz
masker. Indeed, the recovery-curve slope for the 600-Hz

FIG. 3. Temporal masking curves~TMCs! from normal-hearing subject KEK~L!, which were used to calculate response-growth slopes as a function of time
delay. Each panel shows TMCs for a different masker frequency~Fm!. The probe frequency was 1 kHz. Panel~a!: Off-frequency TMCs for the 0.5- and
0.6-kHz maskers define the conditions in which the response growth at the 1-kHz probe frequency is linear~by assumption!. The 0.5-kHz off-frequency TMC
is replicated, for comparison, in~b!–~k! by the wide gray line.~e! On-frequency TMC for the 1-kHz masker. The wide black line shows the three-segment
exponential fit to the on-frequency TMC.~b!–~d! and~f!–~k! make the same comparison at other masker frequencies. Panel~l!: Attenuation attributed to the
auditory filter, which is estimated as the difference in dB between masked thresholds at each masker frequency~Fm! and the masked threshold at 1 kHz, at
the 42-ms time delay condition. Maximum gain (Gmax) available in the auditory filter is approximated by the difference between the attenuation for the low
off-frequency masker and the attenuation for the on-frequency masker.

2052 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Nelson et al.: Forward masking and peripheral compression



masker is the same as for the 500-Hz masker@Fig. 3~a!#. At
a masker frequency of 700 Hz@Fig. 3~b!#, the TMC can no
longer be described quite as well by a single exponential
curve. And clearly, the slopes of the recovery curves for
maskers between 800 and 1050 Hz@wide black curves in
Figs. 3~c!–~h!# are not the same as the 500-Hz masker. As
the masker frequency moves closer to the probe frequency
@Figs. 3~c!–~e!#, the TMCs exhibit progressively steeper re-
covery slopes over a range of time delays. The TMCs for
these masker frequencies require three exponential segments
to adequately fit the data. For the on-frequency condition, or
when the masker frequency is very close to the probe fre-
quency, a pattern emerges in which three segments of the
TMC are easily distinguished by different slopes. At short
time delays where low masker levels are required, the recov-
ery slope is gradual, close to the recovery slope seen for the
lowest-frequency masker. At longer time delays, where mod-
erate masker levels are required, the recovery slopes become
very steep. Then, at the longest time delays, where the high-
est masker levels are required, the recovery slope becomes
more gradual again. For subjects LMM, MRM, and RXL,
this pattern is evident for the 1000-Hz masker~Fig. 2!; for
subject KEK this three-segment pattern is most evident for
the 1012-Hz masker@Fig. 3~f!#. When the masker frequency
is moved above the probe frequency, the steep recovery
slopes become progressively flatter with increased masker
frequency@Figs. 3~g! and ~h!#, and the TMCs can again be
represented by a single exponential function@Figs. 3~i!–~k!#.

A single exponential function was used to fit the TMC
for the low off-frequency masker because it reflects one of
the traditional models used successfully in the past for quan-
tifying recovery from forward masking~Duifhuis, 1973; Wi-
din and Viemeister, 1979; Abbas and Gorga, 1981; Nelson
and Freyman, 1987!. The single exponential accounted for
most of the variance in the low off-frequency TMCs from
these four subjects~99%, 99%, 94% and 92%, respectively,
for subjects KEK, LMM, MRM, and RXL!. Exponential
functions were also used for fitting the other TMCs because
it was assumed that the underlying recovery process at the
probe-frequency place was the same as that reflected by the
low off-frequency masker~i.e., exponential with an identical
time constant!, regardless of masker frequency, and that
compression, when present, would change the apparent slope
of that exponential recovery process.3 Three separate expo-
nential segments were chosen for fitting the other TMCs be-
cause it was believed that compression acts differently at
low, middle, and high stimulus levels. At time delays where
low masker levels are required, gradual recovery slopes in-
dicate little or no cochlear compression. At time delays
where moderate-level maskers are required, steep recovery
slopes suggest that strong cochlear compression is operating.
At time delays where higher masker levels are required, re-
covery slopes are gradual again. This latter slope reduction is
particularly evident for masker levels above about 80 dB for
subject KEK, which can be seen in Figs. 3~c!–~h!. The more
gradual recovery slopes exhibited for these high-level
maskers suggest that cochlear response is close to linear at
higher levels. This more linear response growth at high lev-
els is consistent with the findings of Oxenham and Plack

~1997! in two of three listeners above 80 dB at 2 kHz, and in
all three listeners above 80 dB at 6 kHz.

3. Deriving input Õoutput curves from TMC curves

Input/output curves for each masker frequency can be
derived from TMCs by determining the output levels for a
low off-frequency masker as a function of masker/probe time
delay, and then plotting those output levels as a function of
input level at each masker frequency. The rationale for this
process follows.

For each given time delay along a low off-frequency
TMC, the level of a low off-frequency masker that produces
the same amount of masking as an on-frequency masker was
measured. Thus, for every time delay, it is reasonable to as-
sume that the effective response produced by the low off-
frequency masker, at the probe-frequency place, is the same
as that produced by the on-frequency masker~or any other
off-frequency masker!. Therefore, we can express the effec-
tive level of a low off-frequency masker, at the probe-
frequency place, in terms of the equivalent on-frequency
masker level. To illustrate, assume that at a time delay of 42
ms a 78 dB SPL low off-frequency masker~500 Hz! is re-
quired to mask an 18 dB SPL probe tone, while a 28 dB SPL
on-frequency masker is required to mask the same level
probe tone. In this case the effective level for the 500-Hz
masker at the probe-frequency place, after being attenuated
by the auditory filter, is the same as the level required for the
on-frequency masker to mask the probe, which is 28 dB.
This level is used as a reference for expressing the relative
output at the probe-frequency place produced by the 500-Hz
masker at the shortest time delay.

According to our assumptions, any increase in the level
of the low off-frequency masker~associated with an increase
in time delay! results in a linear increase in the effective
output level at the probe-frequency place. Therefore, the
changes in masker~input! level with time delay that are ob-
served for a low off-frequency masker will be the same as
the changes in effective output level that occur at the probe
frequency place. This is illustrated in Fig. 4 by curve~a!. The
shaded triangles show an input/output function for a 500-Hz
masker at the 1-kHz place~Rm500/Lm500!: the effective
response of the 500-Hz masker at 1 kHz~the output level! is
plotted on the ordinate versus the level of the 500-Hz masker
~the input level! on the abscissa. Beginning at a low off-
frequency input level of 78 dB SPL, which corresponds to an
effective output level of 28 dB SPL, the effective output
level increaseslinearly with increases in input level. There-
fore, sequential increases in output level above 28 dB SPL
are the same as the sequential increases in input level that are
dictated by the different time delays tested and the time con-
stant for recovery from forward masking.4

Since, for the same time delays, output levels are the
same for each masker frequency used to measure TMCs, the
input/output functions for each masker can be obtained by
plotting the 500-Hz masker output levels against each tested
masker’s~input! levels. Curve~b! in Fig. 4 shows the result-
ing function for a 1-kHz masker.5

Derived input/output response-growth curves for the
four normal-hearing subjects are shown in Fig. 5. Response-
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growth curves for masker frequencies at and below the probe
frequency are shown in the left-hand panels; those for
masker frequencies above the probe frequency are shown in
the right-hand panels.

4. Response-growth rates calculated from derived
input Õoutput curves

Local response-growth rates can be calculated from the
derived input/output curves by taking the first derivative of
third-order polynomial fits to the input/output curves.
Response-growth rates calculated from the derived input/
output curves are shown, as a function of input level, for the
four normal-hearing listeners in Figs. 6~a!–~d!. Response-
growth-rate curves are shown at two or three masker fre-
quencies that are close to or equal to the probe frequency for
each subject. Typically, response-growth rate varied with in-
put level in a U-shaped fashion, being steep at low and high
input levels and gradual for moderate level inputs. The input
level at which the minimum response-growth rate occurred
varied across subjects, from around 55 dB SPL in subject
KEK to around 70 dB in subject MRM. For subject LMM
there was no obvious increase in growth rate at the higher
levels for the 1000-Hz masker, but there was for the 1025-Hz
masker. For subject RXL, negative response-growth rates
were estimated when the masker and probe frequencies were
the same, but this is an artifact of fitting the input/output
curves with a third-order polynomial; none of the local
slopes in the raw data in Fig. 5~g! are negative. Some of the
extremely gradual growth rates for the 1-kHz masker may
have been influenced by the lack of a pitch difference be-
tween masker and probe~Moore, 1980a, b!, which may have
made it more difficult to distinguish the probe from the end
of the masker, resulting in lower masker levels at threshold
for short and medium delay times. However, the very gradual

response-growth rates seen here at moderate input levels are
consistent with the 0.16 response-growth rate obtained by
Oxenham and Plack~1997!.

These computed response-growth rates tended to change
with input level and masker frequency in a similar manner to
BM response-growth rates. For example, for subject KEK,
examination of the input/output curves for maskers with fre-
quencies at or close to the probe frequency@900–1025 Hz in
Figs. 5~a! and ~b!# indicates that response-growth rates
change with input level from near 1.0 at very low input lev-
els, to,0.2 at mid levels, to near 1.0 again at high levels.
BM input/output curves obtained by Ruggeroet al. ~1997!
for on-frequency stimulation in the base of a chinchilla co-
chlea are replotted in Fig. 5~a! ~a 10-kHz tone stimulating a
place in the cochlea corresponding to a 10-kHz best fre-
quency! and Fig. 5~b! ~an 11-kHz tone stimulating the 10-
kHz place!. These functions do not provide strong evidence
of a return to linearity at high input levels in healthy animal
cochleae. Three subjects out of four tested in this study
~KEK, MRM, and RXL! exhibit strong evidence of nearly
linear growth rates at input levels above 80 or 90 dB SPL,
while that behavior is not as consistent in subject LMM.

As the masker was moved further away in frequency
from the probe, the general form of the input/output curve
for the masker at the probe-frequency place became more
linear. This tendency toward more linear response growth
occurred in both frequency directions, i.e., as the masker
frequency became either lower or higher than the probe fre-
quency. This result can be seen more clearly in Fig. 7, where
the smallest response-growth rate in each input/output curve
is plotted against masker frequency.

As the masker frequency below probe frequency became
progressively lower, input/output curves became more linear.
This tendency was evident in all four subjects, although the
exact frequency at which the curves became linear differed
across subjects. A similar result has been reported for BM
responses as the stimulating tone is lowered below the best
frequency~Ruggeroet al., 1997; Rhode and Recio, 2000!.

As the masker frequency above the probe frequency be-
came progressively higher than the probe frequency, input/
output curves also became more linear. This trend is also
seen in BM responses, as shown in Fig. 5~b! by the curve for
a 17-kHz tone stimulating the 10-kHz place. The separation
between the probe frequency and the nearest masker fre-
quency, for which a linear response at the probe place was
observed, was smaller on the higher-frequency side of the
probe than it was on the lower-frequency side as shown in
Fig. 7.

From these comparisons with BM input/output curves, it
is clear that the derived input/output curves generated from
iso-response TMCs behave generally in the same way as BM
response-growth curves in basal regions of the cochlea~Rug-
geroet al., 1997; Rhode and Recio, 2000!. Detailed charac-
teristics of individual input/output curves, e.g., the exact in-
put levels where response-growth rates change from linear to
compressive in individual subjects, should be regarded with
some caution at this stage of investigation, since subtle cues
in forward masking might change them slightly.

The input/output curves derived here are similar to those

FIG. 4. Derived input/output response growth curves for a 0.5-kHz off-
frequency masker@curve~a!# and a 1-kHz on-frequency masker@curve~b!#.
Probe threshold is indicated by the dashed line.
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FIG. 5. Derived input/output response-growth curves from four normal-hearing listeners. Response-growth curves for maskers at and below the probe
frequency are shown in the left-hand column of panels; those for maskers above the probe frequency are shown in the right-hand column of panels. Solid
curves are third-order polynomial fits to the individual input/output curves~linear fits are used for the low- and high-frequency off-frequency curves!.
Input/output curves from a chinchilla are replotted from Ruggeroet al. ~1997! for comparison. Output for BM curves is velocity~mm/s! less a scaling factor
for comparison with psychophysical data. Response-growth slopes at mid levels are indicated bya for Ruggero’s near CF curves. A linear growth curve, with
a51.0, is shown for reference by the dashed line in each panel. The wide gray curve in~a! is the 1-kHz input/output function predicted by an equation
proposed by Glasberg and Moore~2000!.
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predicted by an equation published recently by Glasberg and
Moore ~2000!. Their equation~1! describes the gain in dB,
for the average normal-hearing listener, that exists at a par-
ticular place in the cochlea, as a function of input level~in
dB SPL!. The free parameter in that equation isGmax, the
maximum gain provided by the cochlear amplifier at low
input levels. By way of comparison, the input/output func-
tion at 1 kHz predicted by their equation, for aGmax value of
56 dB, is shown by the wide gray curve in Fig. 5~a!. For
subject KEK the Glasberg and Moore input/output function
describes the derived input/output values~shaded diamonds!
quite well. A good linear prediction was also achieved for the
0.5-kHz data with aGmax value of 0.8 dB. However, with
only Gmax as a free parameter, the Glasberg and Moore equa-
tion did not do a good job of describing the 1-kHz input/

output curves derived for the other three subjects. In order to
achieve good fits for those subjects, the various parameters
in the Glasberg and Moore equation that control the width
and center of gravity of the compression region~across input
level! would have to be adjusted in addition to theGmax

value.

5. Deriving response-growth rates from TMC slope
ratios

The response-growth rates calculated from the slopes of
derived input/output curves are conceptually equivalent to
response-growth rates calculated directly from TMC slope
ratios. In the latter case, response-growth rate at any input
level is determined by the ratio between the recovery slope
for the low off-frequency masker and the recovery slope for
any other masker closer in frequency to the probe frequency.
Based on Eq.~1!, for the lowest off-frequency masker, the
change in masker level,DLm(off), corresponding to a
change in time delay betweent1 andt2 is determined solely
by the forward-masking recovery process as described by

DLm~off!5~L p!et2/t2~L p!et1/t, ~2!

where t1 and t2 are any consecutive time delays along the
TMC.

By assumption, the change in masker level with time
delay for an on-frequency masker is controlled by the same
recovery process as that operating for a low off-frequency
masker, but in addition it is influenced by cochlear compres-
sion, which affects the response growth rate with level~a!
for the masker at the probe-frequency place. Thus,a is a
continuously varying function of masker level, which is an
exponential function of time delay. Conceptually, for the
same two consecutive time delays,t1 and t2, along the
TMC, response growth associated with the on-frequency
masker levels at those time delays can be represented by a
single exponential and a multiplicative constant as in

a"DLm~on!5~L p!et2/t2~L p!et1/t, ~3!

From Eqs.~2! and ~3!, the response-growth rate for the on-
frequency masker resulting from a change ofDLm in masker
level can be expressed by

a5DLm~off!/DLm~on!. ~4!

Thus, for any change to theinput masker level,DLm j , which
corresponds to a change in time delay fromt j andt j 8 , with j
and j 8 corresponding to consecutive time delays along the
TMC, there exists a response-growth rate (aj ) associated
with that change. Response-growth rates calculated in this
way are the same as those determined directly from the raw
data used to fit the third-order polynomial representing the
smoothed input/output curve in the previous section.

6. Response growth and cochlear hearing loss

An important application of the TMC procedure for es-
timating compression is to evaluate response-growth rates in
ears with cochlear hearing loss. This was done by reanalyz-
ing the TMCs from two subjects, EP~R! and RA~R!, previ-
ously tested by Nelson and Pavlov~1989! in a similar ex-

FIG. 6. Response-growth rates estimated from derived input/output curves
are shown as a function of input level~masker SPL!. The parameter is
masker frequency as labeled. Several curves are shown for each subject, one
for a masker frequency at the probe frequency and one or two for masker
frequencies slightly higher in frequency. For subject RXL~R!, the 1000-Hz
growth curve exhibited negative growth rates, which was an artifact of the
third-order polynomial fitting function.

FIG. 7. Minimum response growth rates at 1 kHz as a function of masker
frequency, which were taken from the third-order polynomial fits to the
derived input/output curves at each masker frequency.
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periment using a 4IFC procedure, but at only three masker
frequencies~900, 1000, and 1100 Hz!. A third subject with
cochlear hearing loss, JPK~R!, was tested using the same
procedure as described for experiment 2, but using the in-
strumentation from experiment 1. For JPK, the same range of
masker frequencies was employed as for the normal-hearing
listeners. All three subjects were experienced with forward-
masking tasks. Iso-response TMCs obtained from the two
previously tested subjects are replotted in Figs. 8~a! and~b!;
those obtained recently from the third subject using a broader
range of masker frequencies are plotted in Fig. 8~c!. The
average iso-response TMC for the lowest-frequency masker
~500 or 600 Hz! from the four normal-hearing listeners is
shown, for comparison, by the wide gray curve~labeled
NrmTMC!.6 Nearly all of the TMCs from the hearing-
impaired listeners are as gradual as those from normal-
hearing listeners for alow off-frequencymasker. The excep-
tions are the TMCs for maskers above the probe frequency in
subjects RA~R! and JPK~R!, which exhibited slightly steeper
slopes than those exhibited by maskers at and below the
probe frequency.

Since the normal-hearing low off-frequency TMC is as-
sumed to reveal linear response growth at the probe fre-
quency, these data suggest that the hearing-impaired listeners
also exhibited linear response growth for maskers at and be-
low the probe frequency. In fact, response-growth rate curves
derived for all three subjects~not shown! using the methods
described for normal-hearing listeners were linear~a close to
1.0! for masker frequencies at and below the probe frequency
~the normal-hearing 0.6-kHz frequency curve was used to
derive response growth for the two subjects who were not
tested at such a low masker frequency!. The observed linear
response growth at the probe frequency in listeners with co-
chlear hearing loss is consistent with conclusions reached by
other investigators about response growth in cochlear-
impaired ears~Stelmachowiczet al., 1987; Oxenham and
Moore, 1995; Nelson and Schroder, 1997; Oxenham and
Moore, 1997; Moore, 1998; Mooreet al., 1999; Hicks and
Bacon, 1999b; Wojtczaket al., 2000, 2001!.

7. Characterizing compression in the auditory system

Historically, compression effects in the auditory system
have been characterized by a compression ratio, which has
been defined as the ratio between the change in the input
stimulus level and the corresponding change in the output
level. For example, a change in the input from 75 to 80 dB
SPL that produces a change in the output level from 39 to 40
dB would be defined as a compression ratio of 5:1. This type
of relation between input and output has often been de-
scribed by a power function as inIout5kI in

p , where Iout is
output intensity,I in is input intensity, andk and p are con-
stants, the former describing the intercept and the latter de-
scribing the slope of the input–output function in log–log
coordinates~with 0,p,1!. The inverse of the exponent,p,
defines the compression ratio.

The use of a power function to describe or simulate the
effects of cochlear compression has a rich history~Penner,
1978; Humes and Jesteadt, 1989, 1991; Oxenham and
Moore, 1995; Nelson and Schroder, 1996, 1997!. In all of
these studies a fractional intensity exponent~I in

p , with 0,p
,1! was used to characterize a nonlinearity; usually the ex-
ponent was adjusted in order to reduce input intensities suf-
ficiently to account for psychophysical data. Because a single
exponent was used, the exponent acted as a constant slope of
the input/output function plotted in log–log coordinates.

However, we know from the physiological data that the
slope of the BM input/output function is not constant~Yates,
1990; Yateset al., 1990; Ruggero, 1992; Ruggeroet al.,
1997; Rhode and Recio, 2000!; it changes with input level,
being linear at low input levels, compressive at mid levels,
and perhaps linear again at high input levels. The results of
the present study confirm the level dependence of response-
growth slopes. Therefore, the use of a power function with a
constant exponent,p, independent of input level, cannot ac-
curately characterize compression in the auditory system
over a wide range of levels. In order to describe any given
output accurately, the slope and the intercept need to change

FIG. 8. Results for hearing-impaired listeners.~a! and ~b! Fixed-probe-level TMCs for a 1-kHz probe from two hearing-impaired subjects who were
previously tested by Nelson and Pavlov~1989! at masker frequencies of 0.9, 1.0, and 1.1 kHz. The parameter is masker frequency, with the on-frequency
masker~1 kHz! represented by shaded diamonds. Each curve is fitted with a single-segment exponential, shown by the solid curves. Absolute thresholds for
200-ms tones are plotted as a function of frequency within the inserts. The solid line represents 0 dB HL~ANSI, 1989!. The average TMC for low-frequency
~0.5–0.6 kHz! maskers in normal-hearing ears~wide shaded curve! is also shown for reference.~c! TMCs for 1-kHz probe tones from a third hearing-impaired
listener who was recently tested over a broader range of masker frequencies~0.5–1.15 kHz!.
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with input level. Therefore, the outputIout has to be de-
scribed by

Iout5k~ I in!I in
p~ I in! , ~5!

wherep(I in) is an array of local slopes, andk(I in) is an array
of local intercepts in log–log coordinates, which vary with
input intensity. It should be noted that by using Eq.~5!, we
effectively approximate the input/output function by a set of
straight lines~in log–log coordinates! defined by local slopes
and intercepts.

For the purpose of modeling the effects of compression,
it seems more convenient to use one of the following ap-
proaches, where compression is level dependent. One is
based on a gain function, e.g., similar to the one that was
proposed by Glasberg and Moore~2000!. Using their equa-
tion describing gain in dB for each input level,L in ~ex-
pressed in dB SPL!, it is possible to compute the correspond-
ing output level,Lout ~in dB! by adding gain to the input
level. This would be equivalent to expressing the output in-
tensity as

Iout5g~ I in!"I in , ~6!

whereg(I in) is obtained by converting gain in dB into linear
units.

The exact shape, and thus the local slopes and intercepts
of the output function computed with Glasberg and Moore’s
formula depend on the maximum gain (Gmax), which is ap-
plied to a stimulus of 0 dB SPL. By subtracting the maxi-
mum gain ~in dB! from each output level, a compressive
function will be obtained, in which each output will be equal
to ~linear response growth! or smaller than the input. In this
case, the compressive function could be described by a series
of fractions,n(I in), by which the change in the output re-
sponse relative to the response corresponding to 0 dB output
~after subtracting maximum gain! is smaller than the respec-
tive change in the input relative to the input of 0 dB SPL. By
subtracting the maximum gain from each point on the input/
output function, the different intercepts in log–log units cor-
responding to different values of maximum gain are elimi-
nated and the normalized output intensity can be expressed
as

Iout/gmax5~ I in!n~ I in!, ~7!

whereI in is effectively the intensity obtained by converting
the input level from dB SPL into linear intensity units, and
gmax is the maximum gain in linear units. Expressed in terms
of levels

n~L in!5~Lout2Gmax!/L in . ~8!

Since exponentn(I in) only takes on values between 0 and 1,
and it effectively ‘‘compresses’’ a change in input level~re: 0
dB SPL! into an equal or smaller change at the output~re:
the output corresponding to the input of 0 dB SPL normal-
ized byGmax!, it can be called a compression exponent. This
exponent, however, isnot equivalent to the slope of the
input/output function, and, therefore, isnot equivalent to the
reciprocal of the commonly used compression ratio. The
only case where this exponent would describe the slope
would be if the input/output function had a constant slope for

all input levels, as was often assumed in some previous stud-
ies. This assumption is not correct given both physiological
and psychophysical data. Input/output functions obtained
from Eq. ~6! normalized by maximum gain, i.e.,Iout

5„g(I in)/gmax…I in , and those obtained from Eq.~7! for
n(L in)5(Lout2Gmax)/L in , are identical.

Thus, all three ways of describing the input/output func-
tion with a varying slope across levels, presented above@in
Eqs. ~5!–~7!#, are equivalent, and each one of them can be
used to make predictions about outputs for different input
levels.

Equation~7! characterizes compression as the ratio be-
tween output level, normalized by maximum gain, and input
level. This is exemplified by curve~b! in Fig. 4. At the input
level of 28 dB, the output is equal to the input~by assump-
tion that the response is linear for input levels up to 28 dB
SPL!, so the compression exponent is 1.0. At 60 dB the
output is 38 dB, so the compression exponent is 0.63. At 80
dB the output is about 40 dB, so the compression exponent is
0.50. At 90 dB the output is about 45 dB, so the compression
exponent is 0.50. This way of expressing compression, as an
exponent applied to input intensity, is consistent with previ-
ous descriptions of compression in the auditory system that
used a power function with an exponent,p, and ignored in-
terceptk, to predict the outputat only a single input level~or
only a very restricted range of input levels! ~Penner, 1978;
Humes and Jesteadt, 1989, 1991; Nelson and Schroder, 1996,
1997!.

Figure 9 shows compression exponents~output/input ra-
tios! calculated from third-order polynomial fits to the de-
rived input/output curves, plotted as a function of the input
level, for two or three masker frequencies at or near the
probe frequency. Compression exponents are large, near 1.0,
at low input levels between 25 and 40 dB SPL. As input level
rises above about 40 dB SPL, compression exponents de-

FIG. 9. Compression exponents calculated from the derived input/output
curves are shown as a function of input level~masker SPL!. The parameter
is masker frequency as labeled. Several curves are shown for each subject,
one for a masker frequency at the probe frequency and one or two for
masker frequencies slightly higher in frequency.
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crease with input level and gradually saturate at input levels
above about 80 dB SPL. The smallest compression expo-
nents were seen for input levels above 80 dB SPL, where the
minimum exponents ranged between 0.5~KEK! and 0.62
~MRM!.

IV. EXPERIMENT 3: HIGH-PASS NOISE AND
RESPONSE GROWTH

Experiment 1 demonstrated how GMB functions, where
forward masker level is varied to reach masked threshold for
a range of fixed probe levels, are strongly influenced by
spread of excitation from the probe toward higher frequency
regions. Consequently, it was concluded that a HP noise is
necessary to obtain valid indices of cochlear compression
with that procedure. Because probe level is fixed at a rela-
tively low sensation level in the new iso-response temporal
masking procedure proposed here for measuring cochlear
compression~experiment 2!, it was hypothesized that spread
of excitation toward higher frequency regions should not be
an important factor affecting estimates of cochlear compres-
sion. To confirm this hypothesis, normal-hearing subjects
were tested in the presence of a HP noise.

A. Method

Three additional normal-hearing subjects participated in
the experiment. TMCs were obtained for a 1-kHz probe in
quiet, and in the presence of a HP noise with a high-pass
cutoff at 1.117 kHz. Masker, probe, and ramp durations were
the same as those used to obtain the TMCs in experiment 2.
The HP noise was turned on 20 ms before the onset of the
masker ramp and was turned off 20 ms after the offset of the
probe ramp. The noise was gated with 10-ms raised-cosine
ramps. The spectrum level of the HP noise in a 6-cc coupler
was relatively constant between 1117 Hz and 6 kHz and
decreased with frequency above 6 kHz, so that the spectrum
level was about 10 dB less at 9.5 kHz and 20 dB less at 12.5
kHz. Because the probe sensation level was low~10 dB!, and
the edge of the HP noise was close to the probe frequency,
we wanted to ensure that, for each subject, the HP noise
would just partially mask the probe, but not completely mask
it. Therefore, for each subject, a complete simultaneous
growth-of-masking function was measured for the 1-kHz
probe in the presence of the HP noise, and then one of two
fixed noise levels~25 or 30 dB SPL! was chosen that would
produce less than 5 dB of masking. The noise levels used for
each subject produced 3.3, 2.6, and 1.7 dB of masking at 1
kHz, respectively, for subjects DYS, KJB, and KSA.

Psychophysical procedures were the same as those de-
scribed earlier for experiment 2. The instrumentation system
was the same as that used in experiment 1. Three TMCs were
obtained in each subject: one for a 0.6-kHz~low off-
frequency! masker in quiet, one for a 1-kHz~on-frequency!
masker in quiet, and one for the 1-kHz masker in the pres-
ence of the HP noise.

An obvious control experiment was the measurement of
the low off-frequency iso-response TMC in the presence of
the HP noise. However, given the large level difference be-

tween the 0.6-kHz masker and the 1-kHz probe at masked
threshold, the upward spread of excitation above 1 kHz pro-
duced by the 0.6-kHz masker was likely to be much greater
than any upward spread of excitation produced by the 10-dB
SL 1-kHz probe~Kidd and Feth, 1981; Zwicker and Jarosze-
wski, 1982!. The HP noise might partially mask the probe
and result in slightly lower 0.6-kHz masker levels, but the
likelihood that off-frequency listening might change the
slope of the 0.6-kHz TMC is small. Therefore, the HP noise
condition with the 0.6-kHz masker was not included in the
main experiment.7

B. Results and discussion

Figure 10 shows the iso-response TMCs obtained in
quiet and HP noise, along with the input/output curves de-
rived from those TMCs, and the response-growth rates cal-
culated from those derived curves. The results in quiet~Q!
were similar to those reported above for the other four
normal-hearing listeners that were tested in experiment 2.
The low off-frequency TMCs obtained in quiet@shaded
squares in Figs. 10~a!–~c!# were gradual, presumably be-
cause they only reflect recovery from forward masking with-
out any effects of compression. The on-frequency TMCs
@black squares and triangles in Figs. 10~a!–~c!# exhibited
three segments, reflecting the effects of compression in ad-
dition to recovery from forward masking for both the quiet
and noise cases. The corresponding derived input/output
curves in Figs. 10~d!–~f!, exhibit linear response growth for
the low off-frequency masker and nonlinear response growth
for the on-frequency conditions.

If detection of the probe in quiet involves listening at
higher-frequency regions, then the HP noise should mask
those frequency regions, and as a result the probe should be
more difficult to detect. Consequently, introduction of the
noise should result in lower level masking tones to forward
mask the probe than during the quiet condition. Except at
very short time delays for two of the subjects~DYS and
KSA!, this was not the case. Masker levels were generally
the same or higher in the presence of the HP noise@black
triangles in Figs. 10~a!–~c!#. The most consistent effect of
the noise was to require higher masker levels in the steeply
sloped region of the TMCs~e.g., at a time delay of 80 ms!.
This could have been due to learning effects, since most of
the noise conditions were obtained during later testing ses-
sions, although the subjects were highly practiced at forward
masking tasks before beginning the experiments.

Figures 10~g!–~i! show response-growth rates calculated
from the derived input/output curves in Figs. 10~d!–~f!. Re-
sponse growth was curvilinear~U-shaped!: steep at low and
high levels, and very gradual at mid levels~just as in experi-
ment 2!. The background noise~N! decreased the minimum
growth rate slightly in two of the subjects, but the net effect
on response-growth functions was minimal.

From these results it is apparent that the iso-response
temporal masking procedure for estimating cochlear com-
pression is relatively free from contamination by the upward
spread of excitation from the probe. Thus, it does not appear
to be necessary to employ HP noise to obtain valid measures
of response growth with this procedure.

2059J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Nelson et al.: Forward masking and peripheral compression



V. EXPERIMENT 4: CUEING TONES AND RESPONSE
GROWTH

In forward-masking tasks, when a masker and a subse-
quent probe are at the same frequency, and consequently
have nearly the same pitch, it is often difficult to detect the
presence of a short probe immediately following the masker

~Terry and Moore, 1977; Moore, 1980a, b; 1981!. When the
masker and probe are at different frequencies they no longer
have similar pitches; therefore, it is easier to detect the pres-
ence of the probe tone. Moore~1980a! demonstrated im-
provements in masked threshold that were as large as 20 dB
in some subjects, for maskers at the probe frequency, when a

FIG. 10. Effects of high-pass noise on TMCs, derived input/output curves, and response-growth rates, in three normal-hearing listeners. Each row shows
results for a different subject.~a!–~c! Fixed-probe-level TMCs at 1 kHz for a low off-frequency masker condition~0.6 kHz! in quiet ~shaded squares!, an
on-frequency masker condition~1 kHz! in quiet~black squares!, and an on-frequency masker condition in high-pass noise~black triangles! that was introduced
to mask the spread of excitation toward higher frequency regions.~d!–~f! Derived input/output curves for each of the masker conditions. The dashed lines
represent linear response growth.~g!–~i! Response growth-rate curves calculated from the derived input/output curves. Black curves are for data obtained in
quiet ~Q!, shaded curves are for data obtained in the high-pass noise~N!.

2060 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Nelson et al.: Forward masking and peripheral compression



high-frequency cueing tone was gated synchronously with
the masker to mark the masker duration, particularly the end
of the masker, by introducing a pitch-difference cue. When
masking tones were more than 50 Hz below the probe tone,
cueing tones had no effect~Terry and Moore, 1977!. Thus, in
the present study, the lack of pitch differences between
masker and probe for the on-frequency condition could have
made it more difficult to hear the probe than in those condi-
tions in which the masker frequency was either below or
above the probe frequency, where pitch differences were
available.

In experiment 2, the lack of a pitch difference between
masker and probe in the on-frequency condition may have
made it easier to mask the probe tone. Consequently, adding
a pitch-difference cue to an on-frequency masker should
raise the masker levels required to mask the probe. Further-
more, it is possible that the lack of pitch differences in ex-
periment 2 may have influenced forward-masked thresholds
more at short time delays than at longer time delays. At short
time delays the masker and probe are closer together, thus a
greater possibility exists for a lack of a temporal distinction
between masker and probe. If the lack of pitch differences
for on-frequency forward-masking conditions differentially
affects masked thresholds at different time delays, then it
could influence measurements of response-growth rate. To
determine whether or not the lack of pitch difference cues in
on-frequency masking influences response-growth rates ob-
tained from iso-response TMCs, the on-frequency masking
conditions were tested in the presence of a higher-frequency
cueing tone and the results were compared with those ob-
tained earlier without a cueing tone.

A. Method

The three normal-hearing subjects from experiment 3
participated in this experiment. The TMCs were obtained in
the presence of a cueing tone. The cueing tone was gated
with the masker and on each trial was presented at the same
level as the masker. This is slightly different from other ex-
periments with cueing tones because the masker level is var-
ied to reach masked threshold in this experiment. Thus, the
level of the cueing tone was also varied with masker level.
This method ensured that the cueing tone was always au-
dible. Psychophysical procedures were the same as those de-
scribed earlier for experiment 2. The instrumentation system
was the same as that used in experiment 1. Two TMCs were
obtained from each subject for the 1-kHz masker and the
1-kHz probe: one with a 2-kHz cue and one with a 2.5-kHz
cue. The 2-kHz cue was an octave above the masker fre-
quency, where suppression of the 1-kHz masker should have
been minimal. However, if suppression were involved, the
effectiveness of the cue should depend on its proximity in
frequency to the main masker and signal. Therefore, moving
the cue toward a higher frequency should maintain the cue-
ing effect but reduce any suppression effect. Therefore, a
2.5-kHz cue condition was included.

B. Results and discussion

Figures 11~a!–~c! show the iso-response TMCs obtained
in quiet ~from experiment 3! and those obtained in the pres-
ence of a cueing tone at 2.0 or 2.5 kHz. As noted previously,
the TMCs for the 0.6-kHz masker exhibited gradual slopes,
reflecting the recovery from forward masking without the
influence of cochlear compression. The TMCs for the on-
frequency 1-kHz masker, with and without a cue, exhibited
the three-sloped characteristics that reflect gradual response
growth at short and very long delays and strong compression
at mid delays. Presentation of the cueing tones had similar
effects across subjects. In general, higher masker levels were
required with the cueing tones present than without them,
more so at middle time delays than at short time delays.

These effects are shown more clearly in Fig. 12, where
the differences between the masker levels obtained with and
without a cueing tone are plotted against time delay. At short
time delays~,60 ms! the 2.0-kHz cueing tones increased
masker levels at threshold by about 4–6 dB@Fig. 12~a!#. The
2.5-kHz cueing tones also raised masker levels at threshold
at short delays, but by a smaller amount@Fig. 12~b!#. This
increase in masker level at threshold for short time delays, in
the presence of a cueing tone, was seen in all three subjects.

It might be argued that the effects of the cueing tones
could originate from one of two possible sources: pitch dif-
ference cues or suppression. However, several factors argue
against the suppression explanation. The cueing tones and
the masking tones were always at the same overall SPL, a
condition for which suppression is typically not observed,
except for very small frequency ratios between suppressor
and suppressee~Sachs and Kiang, 1967; Geisleret al.,
1990!. The nearest cueing tone was an octave above the
masking tone, which is a fairly wide frequency separation
that is unlikely to produce any significant suppression~Hout-
gast, 1974; Shannon, 1976; Javelet al., 1983; Delgutte,
1990!. Increasing the cueing tone frequency to 2.5 kHz only
reduced the required masker levels slightly@Fig. 12~b!#.
There were still significant effects of the high-frequency cue-
ing tone in all three subjects, despite the additional 500-Hz
frequency separation between masker and cueing tone. Sig-
nificant increases in masker thresholds occurred at short time
delays where the masker levels, and therefore the cueing
tones, were at low SPLs where the existence region for sup-
pression is even more restricted. Therefore, it seems most
likely that the increased masker levels at threshold were
caused by improved information about the exact end of the
masker.

At middle time delays~60–100 ms!, the effects of the
cueing tones were considerably larger than at the short time
delays~Fig. 12!. An increase in masker level as large as 28
dB was required in some subjects to maintain a constant
amount of forward masking when the cueing tone was
present. The large effects of the cueing tones were then re-
duced again at still longer time delays~.80–100 ms!. No-
tice that the steeply sloped portions of the TMCs@Figs.
11~a!–~c!#, and the largest effects of the cueing tones~Fig.
12!, occurred over the same range of time delays. In accor-
dance with our earlier reasoning, the steep portion of the
TMC is associated with gradual response growth and strong
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cochlear compression. It appears that the small effects of the
cueing tones seen at short time delays, where input levels are
low, were magnified at the middle time delays where masker
levels were higher. At short time delays, where response
growth is steep and compression is minimal, only a small
increase in masker level was required to maintain constant
masking with the addition of a cueing tone. At middle time
delays, where compression acting on the masker is strong, a

larger increase in masker level was required to maintain the
same amount of masking.

The effects of the 2.5-kHz cueing tones on derived
input/output curves are shown in Figs. 11~d!–~f! ~the results
were similar for the 2.0-kHz condition!. The general shapes
of the fitted input/output curves were not dramatically af-
fected by the cueing tones, although there was a tendency for
the input/output curves to be slightly more compressive in

FIG. 11. Effects of cueing tones on TMCs, derived input/output curves, and response growth-rate curves, in three normal-hearing listeners. Each rowshows
results for a different subject.~a!–~c! Fixed-probe-level TMCs at 1 kHz for a low off-frequency masker condition~0.6 kHz! without any cueing tone~shaded
squares!, an on-frequency masker condition~1 kHz! with no cueing tone~black squares!, an on-frequency masker condition with an additional 2-kHz cueing
tone~black diamonds!, and an on-frequency masker condition with a 2.5-kHz cueing tone~black triangles!. The cueing tones were gated with the masker to
introduce a defined pitch cue for the termination of the on-frequency masker.~d!–~f! Derived input/output curves for the masker conditions in quiet and with
the 2.5-kHz cueing tone. The dashed lines represent linear response growth.~g!–~i! Response growth rates estimated from the derived input/output curves, as
a function of input level~masker SPL!. Black curves are for data obtained in quiet, shaded curves are for data obtained in the presence of the 2.5 kHz cueing
tone.
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the presence of the cueing tones for two of the subjects~DYS
and KJB!. Figures 11~g!–~i! show response-growth rate
curves calculated for the quiet and the 2.5-kHz cueing con-
ditions ~curves for the 2.0-kHz cueing condition behaved
similarly!. Response-growth rates changed little in the cue-
ing condition for two subjects~KJB and KSA!. For subject
DYS, the 2.5-kHz cueing tone made the response-growth
curve more compressive and the high-level linearity began at
lower input levels.

VI. SUMMARY AND CONCLUSIONS

The GMB forward-masking functions measured in quiet
and in the presence of a HP noise, using a 3- or 6-kHz for-
ward masker and a 6-kHz probe, indicated that GMB slope
ratios for low off-frequency and on-frequency maskers ob-
tained in quiet do not reflect the same response-growth rates
as those obtained in the presence of a HP noise. The esti-
mates of response-growth rate obtained from GMB slope ra-
tios in quiet were at least twice those obtained with a HP
noise. Estimates of response-growth rates at 6 kHz obtained
in the HP noise are consistent with those observed in animals
from basal regions of the cochlea.

An alternative procedure for measuring response-growth
rates was presented. That procedure used iso-response TMCs
for different masker frequencies around 1 kHz to specify
response-growth rates at the 1-kHz place in the cochlea.
Input/output curves were derived from the TMCs, and fitted
with a polynomial. The first derivative of the fitted input/
output curves specified response-growth rate as a function of
input level. Response-growth rate varied with input level in a
U-shaped fashion, with linear growth at low levels, gradual
growth at mid levels, and linear growth again at higher lev-
els. Iso-response TMCs obtained from three subjects with
cochlear hearing loss revealed linear response growth
throughout the entire range of input levels for on-frequency
maskers, indicating the absence of cochlear compression.

Iso-response TMCs obtained in HP noise yielded
response-growth rates similar to those obtained in quiet;
thus, upward spread of excitation from the probe has little
effect on measures of compression with this procedure. Iso-
response TMCs obtained in the presence of cueing tones
were elevated, more so at time delays where compression

existed, which is consistent with the cueing tones facilitating
detection of the probe following a masker of the same or
nearly the same frequency. However, for two out of three
listeners, response-growth rates derived from those curves
were similar to those obtained from the TMCs obtained with-
out the cueing tones. Thus, the availability of pitch-
difference cues between masker and probe had little effect on
measures of response growth obtained with this procedure.
From these results we conclude that the iso-response TMC
provides a valid psychophysical description of peripheral
compression in human subjects.
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1The effects of the high-pass noise at 1 kHz should be considered with some
caution, because off-frequency listening to splatter below the probe fre-
quency, due to the 2-ms ramp on the probe~4-ms total probe duration!,
could have affected the measured growth-of-masking slopes. Mooreet al.
~1999! found obvious slope changes in only two out of six subjects when a
5-ms ramp~10-ms total probe duration! was compared with a 2-ms ramp
~4-ms total probe duration! on a 2-kHz probe tone. However, at 1 kHz the
splatter effects might have been greater for a 2-ms ramp condition.

2To facilitate calculation of recovery slopes, from which response-growth
slopes were estimated, three different curve segments were used to describe
the entire temporal masking curve. An exponential function was fit using
least-squares procedures for each segment, in which the masker level de-
cayed exponentially with time delay as in ln(Lm)5b1a(Lp). The limits
for the fits were adjusted manually until the excellent fits shown in Fig. 2
were achieved. It should be noted that any curve-fitting procedure that fits
the data well could have been used.

3Any hypothetical function could have been used to fit the low off-frequency
and on-frequency TMCs, as long as the fit was excellent, since the ratios of
the slopes of the two functions define response growth slopes.

4Changes in input level used to calculate associated changes in effective
output level were based on the exponential fit TMCs curves rather than the
raw data. This was done to smooth the TMCs in order to minimize vari-
ability in local slopes.

5This procedure for deriving input/output curves is similar to plotting the
input level for the low off-frequency masker, on the ordinate, against the
input level for the on-frequency masker, on the abscissa. The low off-

FIG. 12. Effects of cueing tones ex-
pressed as masker-level differences.
~a! 2.0-kHz cue.~b! 2.5-kHz cue. The
differences ~in dB! between masker
levels, with and without a cueing tone
gated with the masker, required to pro-
duce a constant amount of forward
masking, are plotted on the ordinate as
a function of the delay time between
masker and probe. The differences are
small at short time delays, where
masker levels are low and the system
is linear. The differences are larger at
longer time delays where masker lev-
els are higher and the system is non-
linear.
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frequency masker input levels are then normalized to effective output levels
at the probe frequency place by subtracting the maximum gain in the au-
ditory filter estimated at 42 ms, given byGmax520 Log(1/k), which results
in the same values as those shown by the open squares in curve b of Fig. 4.

6The ‘‘average TMC’’ was obtained by fitting each of the normal-hearing
curves with a single exponential and then averaging the fitting parameters
for that exponential across subjects. Then the average TMC was calculated
from those average fitting parameters.

7Comments from one of the reviewers led us to verify our reasoning. We
obtained iso-response temporal masking curves for 0.6-kHz maskers from
three additional normal-hearing subjects, both in quiet and in the presence
of the high-pass noise~the original subjects were no longer available for
testing at the time!. The slope of the 0.6-kHz iso-response TMC did not
change in any of the subjects.
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The perceptual significance of the cochlear amplifier was evaluated by predicting
level-discrimination performance based on stochastic auditory-nerve~AN! activity. Performance
was calculated for three models of processing: the optimal all-information processor~based on
discharge times!, the optimal rate-place processor~based on discharge counts!, and a monaural
coincidence-based processor that uses a non-optimal combination of rate and temporal information.
An analytical AN model included compressive magnitude and level-dependent-phase responses
associated with the cochlear amplifier, and high-, medium-, and low-spontaneous-rate~SR! fibers
with characteristic frequencies~CFs! spanning the AN population. The relative contributions of
nonlinear magnitude and nonlinear phase responses to level encoding were compared by using four
versions of the model, which included and excluded the nonlinear gain and phase responses in all
possible combinations. Nonlinear basilar-membrane~BM! phase responses are robustly encoded in
near-CF AN fibers at low frequencies. Strongly compressive BM responses at high frequencies near
CF interact with the high thresholds of low-SR AN fibers to produce large dynamic ranges.
Coincidence performance based on a narrow range of AN CFs was robust across a wide dynamic
range at both low and high frequencies, and matched human performance levels. Coincidence
performance based on all CFs demonstrated the ‘‘near-miss’’ to Weber’s law at low frequencies and
the high-frequency ‘‘mid-level bump.’’ Monaural coincidence detection is a physiologically realistic
mechanism that is extremely general in that it can utilize AN information~average-rate, synchrony,
and nonlinear-phase cues! from all SR groups. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1404977#

PACS numbers: 43.66.Ba, 43.64.Bt, 43.66.Fe@MRL#

I. INTRODUCTION

The cochlear amplifier is the name often used to de-
scribe an active mechanism within the cochlea that is thought
to provide amplification of low-level sounds~Yates, 1995;
Moore, 1995!. While the mechanism of amplification is not
completely understood, several physiological response prop-
erties associated with the cochlear amplifier are clear~Rug-
gero, 1992!. The most significant of these is that the active
mechanism is vulnerable to cochlear damage and has been
shown to be absent in many common forms of sensorineural
hearing loss~Patuzzi et al., 1989!. This finding raises the
question of how the cochlear amplifier benefits normal-
hearing listeners, especially in complex listening environ-
ments, such as understanding speech in noise, for which

hearing-impaired listeners have much difficulty~Moore,
1995!. The present study evaluates quantitatively some of the
benefits of the cochlear amplifier for extending the dynamic
range of the auditory system. The absence of the cochlear
amplifier in damaged cochleae is likely responsible for the
common report of loudness recruitment by listeners with
sensorineural hearing loss and for the associated reduction in
dynamic range~see review by Moore, 1995!.

It is still not well understood how the auditory system
overcomes the dynamic-range problem~for reviews see
Evans, 1981; Viemeister, 1988a, 1988b!, i.e., the discrepancy
between the large dynamic range of human hearing@over
120 dB ~Viemeister and Bacon, 1988!#, and the limited dy-
namic range of most auditory-nerve~AN! fibers@less than 30
dB ~May and Sachs, 1992!#. A psychophysical experiment in
which the dynamic-range problem is clearly evident was ex-
amined in the present modeling study: level discrimination
of high-level, narrow-band signals in conditions for which
information is restricted to frequency regions near the fre-
quency of the signal~e.g., Viemeister, 1974, 1983; Carlyon

a!Portions of this work were presented at the Joint Meeting of the Acoustical
Society of America and the European Acoustics Association, in Berlin,
Germany in 1999.

b!Now at: Department of Biomedical Engineering, Johns Hopkins Univer-
sity, 505 Traylor Building, 720 Rutland Avenue, Baltimore, MD 21205;
electronic mail: mgheinz@bme.jhu.edu
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and Moore, 1984!. An influential experiment for level-
encoding hypotheses was performed by Viemeister~1983!,
who found that Weber’s law~i.e., constant just-noticeable-
difference in level as a function of level! was achieved for
high-frequency, narrow-band noise in the presence of band-
reject noise. This experiment was designed to prevent the
spread of excitation by using a band-reject noise masker and
to prevent the use of temporal information by using a high-
frequency signal. Viemeister’s finding has been taken as evi-
dence that Weber’s law must hold in narrow frequency re-
gions and must rely on the use of average-rate information.

Low-spontaneous-rate~LSR!, high-threshold AN fibers
~Liberman, 1978! have been implicated in the encoding of
high sound levels based on average-rate information in nar-
row frequency regions because of their wide dynamic range
~Colburn, 1981; Delgutte, 1987; Viemeister, 1988a, 1988b;
Winslow and Sachs, 1988; Winter and Palmer, 1991!. How-
ever, when models based on cat AN fibers have been used to
quantify the total information available in a restricted
characteristic-frequency~CF! region with physiological dis-
tributions of the SR groups, performance has been predicted
to degrade as the level increases above 40 dB SPL~Colburn,
1981; Delgutte, 1987; Viemeister, 1988a, 1988b; Winslow
and Sachs, 1988!, which is inconsistent with Weber’s law
and with trends in human performance~Viemeister, 1974,
1983; Carlyon and Moore, 1984!. Delgutte ~1987! demon-
strated that Weber’s law could be achieved in single CF-
channels by processing high-threshold, LSR AN fibers more
efficiently than low-threshold, high-SR~HSR! fibers. He
showed that the ‘‘near-miss’’ to Weber’s law~i.e., a slight
improvement in performance as level increases!, which is
observed in human performance for tones in quiet~e.g.,
McGill and Goldberg, 1968; Rabinowitzet al., 1976; Jest-
eadtet al., 1977; Florentineet al., 1987!, could be obtained
by combining information across CF channels that individu-
ally achieved Weber’s law. This idea is similar to the as-
sumption made by Florentine and Buus~1981! in their
excitation-pattern model.

While there is anatomical evidence that AN fibers with
different thresholds and SRs have different patterns of pro-
jection to the cochlear nucleus~e.g., Feketeet al., 1984;
Rouiller et al., 1986; Liberman, 1991, 1993!, there is no
strong physiological evidence for the type of preferential
processing of LSR fibers used by Delgutte~1987!. In addi-
tion, the wide dynamic range of LSR fibers depends on the
compressive basilar-membrane~BM! responses~Sachs and
Abbas, 1974!, and there appears to be much less compres-
sion at low frequencies than at high frequencies~Cooper and
Rhode, 1997; Hicks and Bacon, 1999!. Reduced compres-
sion at low frequencies is consistent with the absence of
nonsaturating~‘‘straight’’ ! rate-level curves at low frequen-
cies in guinea pig~Winter and Palmer, 1991!. Thus, it is
desirable to investigate other potential sources of information
that could produce Weber’s law in narrow frequency regions,
especially at low frequencies.

The cochlear amplifier is potentially relevant for the en-
coding of sound level in narrow frequency regions because
the associated nonlinear properties influence primarily CFs
near the frequency of a tone. Specifically, the nonlinear

near-CF response properties include both compressive mag-
nitude responses~Rhode, 1971; Ruggeroet al., 1997!, as
well as level-dependent phase shifts@BM: Ruggeroet al.,
1997; inner-hair cell~IHC!: Cheatham and Dallos, 1998;
AN: Andersonet al., 1971#. In evaluating the potential of the
cochlear amplifier to extend the dynamic range of the audi-
tory system, it is important to consider several limiting trans-
formations that occur between the BM and the AN. These
include ~1! saturating rate-level curves~Kiang et al., 1965;
Sachs and Abbas, 1974!, which act to limit the effect of
nonlinear gain on average discharge rate,~2! roll-off of
phase-locking at high frequencies~Johnson, 1980; Joris
et al., 1994a!, which limits nonlinear phase encoding, and
~3! randomness of AN responses~Young and Barta, 1986;
Miller et al., 1987; Winter and Palmer, 1991; Delgutte,
1996!, which limits overall psychophysical performance.
Thus, it is important to consider the encoding of information
in the AN, not just the compression in BM responses, when
evaluating the significance of the cochlear amplifier.

The nonlinear phase changes associated with the co-
chlear amplifier, which have not been studied in as much
detail as the compressive magnitude responses~Sachs and
Abbas, 1974; Winter and Palmer, 1991; Moore, 1995; Moore
and Oxenham, 1998!, are a focus of the present study. These
phase cues continue to encode changes in stimulus level at
high levels, despite the saturation of average rate above 40
dB SPL for the majority of AN fibers~Sachs and Abbas,
1974; May and Sachs, 1992!, and thus may provide a partial
solution to the dynamic-range problem. It is important to
consider physiologically realistic mechanisms that could
make use of the information provided by nonlinear phase
shifts. While an absolute phase reference is presumably un-
available to the central nervous system, a relative phase ref-
erence can be obtained by comparing across neighboring
CFs because the changes in phase are different in adjacent
CFs. Carney~1994! demonstrated that nonlinear phase shifts
on single AN fibers result in systematic changes in the tem-
poral discharge patterns across CF~i.e., spatio-temporal pat-
terns that vary with level over a wide dynamic range!, and
hypothesized that changes in spatio-temporal patterns may
be important for the encoding of sound level. Any two AN
fibers with different CFs have a relative phase difference that
varies with level, independent of the absolute phase of the
stimulus. Thus, a mechanism that compared the relative tim-
ing of two AN fibers would be sensitive to changes in level,
without requiring an absolute phase reference.

The present study considers monaural, cross-frequency
coincidence detection as a mechanism for decoding the non-
linear phase cues provided by the cochlear amplifier. Coin-
cidence detection is a physiologically realistic mechanism,
because any neuron with multiple subthreshold inputs acts as
a coincidence detector~Carney, 1994; Joriset al., 1994a!.
Carney~1990! has shown that several response types in the
antero-ventral cochlear nucleus~AVCN! with low CF were
sensitive to changes in relative phase across their inputs,
consistent with a coincidence detection mechanism. Joris
et al. ~1994a, 1994b! have reported enhanced synchroniza-
tion in low-CF bushy cells in the AVCN in response to CF
tones and in high-CF primary-like-with-notch cells in re-
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sponse to low-frequency tones, consistent with coincidence
detection at all CFs in globular bushy cells. In addition, there
is much evidence for coincidence detection in the binaural
system~Yin and Chan, 1990; Goldberg and Brown, 1969;
Roseet al., 1966; Yin et al., 1987; Joriset al., 1998!. Neu-
rons in the medial superior olive and inferior colliculus have
responses that are consistent with coincidence detection be-
tween inputs from each ear as a mechanism for decoding
interaural time differences that are known to be important for
sound localization~reviewed by Colburn, 1996!.

In the present study, methods from signal detection
theory ~SDT! were combined with an analytical nonlinear
AN model and a simple coincidence-counting model. Ana-
lytical AN models, which represent functional descriptions
of neural activity to a well-defined class of stimuli, have
been used previously with SDT to evaluate psychophysical
performance limits based on the stochastic activity in AN
responses~e.g., Siebert, 1965, 1968, 1970; Colburn, 1969,
1973, 1977a, 1977b, 1981!. Computational auditory models
have also been combined with SDT to evaluate psychophysi-
cal performance~e.g., Dauet al., 1996, 1997; Gresham and
Collins, 1998; Huettel and Collins, 1999; see Heinzet al.,
2001a for review!. The present study quantifies the relative
contributions of nonlinear magnitude and nonlinear phase
responses to level encoding by using four versions of the
analytical AN model, which included and excluded the non-
linear gain and nonlinear phase responses in all possible
combinations.

II. METHODS

A. Auditory-nerve model

The nonlinear AN model used in the present study is an
extension of simple linear analytical AN models used by
Siebert ~1965, 1968, 1970! and by Colburn~1969, 1973,
1977a, 1977b, 1981!. The linear AN model was modified to
include the main properties of the cochlear nonlinearities as-
sociated with the active process, including~1! nonlinear
compressive responses from 30 to 120 dB SPL,~2! compres-
sive nonlinearity restricted to ‘‘near-CF’’ regions,~3! com-
pression strength that varies with CF,~4! systematic phase
shifts of up to6p/2 above and below CF,~5! no phase shifts
at CF, and~6! dynamic range of each SR group that depends
on the compressive magnitude response. The response prop-
erties of the model are described in the text below, while the
assumptions and equations used to specify the model are
described in Appendix A. This analytical nonlinear AN
model was purposefully kept as simple as possible in order
to provide greater intuition and to allow the contribution of
each nonlinear property to be investigated separately. The
analyses presented below are not limited to this AN model,
however, and could be pursued in the future with more com-
plex computational nonlinear models.

The statistics of the AN discharges are modeled by a
nonstationary Poisson process with rate functionr (t). The
phase-locked response of thei th AN fiber ~with characteris-
tic frequency CFi! to a tone burst of levelL, frequencyf 0 ,
durationT, and phasef, is described by a time-varying rate
function similar to that used by Colburn~1981!, i.e.,

r i~ t;L, f 0 ,T,f!5
r̄ @Leff~L, f 0 ,CFi !#

I 0$g@Leff~L, f 0 ,CFi !, f 0#%

3exp$g@Leff~L, f 0 ,CFi !, f 0#

3cos@2p f 0t1u~L, f 0 ,CFi !1f#%,

~1!

whereI 0$g% is the zeroth-order modified Bessel function of
the first kind ~equal to the time average of the exponential
term!. Both the average rater̄ @Leff# and synchronyg@Leff , f0#
are affected by saturating nonlinearities, where the effective
level Leff is determined by the nonlinear BM filtering prop-
erties and by the level and frequency of the tone. The term
g@Leff , f0# also depends on the stimulus frequencyf 0 such
that the strength of phase locking decreases at high frequen-
cies. The nonlinear phase responseu(L, f 0 ,CFi) depends on
the level and frequency of the tone as well as on the CF of
the AN fiber ~see Andersonet al., 1971; Ruggeroet al.,
1997!, and is described similarly to Carneyet al. ~1999!. The
stimulus is assumed to have random phasef ~uniformly dis-
tributed! in order to avoid the assumption that the phase of
the tone is known to the detector.

Many basic response properties of the AN model are
illustrated in Fig. 1. Panels~a!–~c! show the implementation
of the nonlinear magnitude responses, which are consistent
with physiological data from Ruggeroet al. ~1997!. Normal-
ized BM response versus frequency for a 10-kHz CF is
shown in Fig. 1~a!, for a range of levels. The filters are
triangular at low levels, consistent with the linear AN models
used by Siebert~1965, 1968, 1970! and Colburn ~1969,
1973, 1977a, 1977b, 1981! to fit AN tuning curves in cat.
The maximum gain of the cochlear amplifier~i.e., the gain
relative to high levels, or equivalently the amount of com-
pression relative to low levels! occurs at CF and is equal to
60 dB for this CF. The nonlinear gain decreases as tone fre-
quency moves away from CF, and the response is linear well
away from CF~roughly more than61/2 octaves!. Figure
1~b! shows BM output at CF as a function of level for the
10-kHz place. The solid curve represents the nonlinear BM
response, while the dashed line represents the linear version
of the model. The compressive region extends from 30 to
120 dB SPL, and the model responses are linear below this
range. Figure 1~c! shows the cochlear-amplifier gain at CF as
a function of CF. The maximum gain decreases as CF de-
creases, with 60 dB of gain for frequencies above 8 kHz, 20
dB of gain for frequencies below 500 Hz, and a smooth
transition for CFs in between. This pattern of nonlinear gain
across CF is consistent with both physiological and psycho-
physical evidence, although the exact amount of gain at low
frequencies is still unclear. The majority of BM data has
been obtained at high CFs and indicates a maximum gain of
roughly 50–60 dB~Ruggeroet al., 1997; Nuttall and Dolan,
1996!. The BM data at low CFs is less abundant, but indi-
cates reduced nonlinearity at low CFs~e.g., Cooper and
Rhode, 1997!. Hicks and Bacon~1999! presented psycho-
physical evidence that cochlear nonlinearity is reduced at
low frequencies and is characterized by a gradual, rather than
steep, transition as CF decreases.

Figures 1~d! and ~f! illustrate how average rate varies
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with level for the three spontaneous-rate~SR! groups of AN
fibers at high and low frequencies, respectively. The AN
model represents all fibers within each SR population with a
fixed threshold and SR. Based on data from Liberman
~1978!, SR values of 60, 3, and 0.1 sp/s, thresholds of 0, 10,
and 30 dB SPL, and population percentages of 61%, 23%,
and 16%, were used for the HSR, medium-SR~MSR!, and
LSR populations, respectively. A saturated rate of 200 sp/s
was used for all three SR groups. Note that the rate-level
curves at low frequencies are either ‘‘saturating’’ or ‘‘sloping
saturating,’’ while at high frequencies there is a third class of
‘‘straight’’ rate-level curves. This pattern is consistent with
rate-level curves in guinea pig described by Winter and
Palmer ~1991!, who found no ‘‘straight’’ rate-level curves
below 1.5 kHz, and it results from the decrease in cochlear
compression as frequency decreases. Figure 1~e! compares
the rolloff in phase-locking versus frequency in the model to
that in cat~Johnson, 1980!.

Figure 1~g! illustrates nonlinear physiological BM phase
responses for a 10-kHz CF~Ruggeroet al., 1997!, while Fig.
1~h! shows the AN-model phase responses. Phase is plotted

relative to the phase at a high level~80 dB SPL! in both
panels, where each curve represents a different tone level.
Thus, any difference from zero represents a phase response
that changes with level. The major properties of this nonlin-
ear response, observed for BM responses at high frequencies
~Geisler and Rhode, 1982; Ruggeroet al., 1997!, and IHC
~Cheatham and Dallos, 1998! and AN ~Anderson et al.,
1971! responses at low frequencies, are that~1! phase lags as
level increases forf ,CF, ~2! phase leads as level increases
for f .CF, ~3! there are no phase changes at CF,~4! the
nonlinear-phase region is the same width in frequency as the
nonlinear region for the magnitude response, and~5! the
maximum phase shifts observed are roughly6p/2 and occur
about half way into the nonlinear region. The nonlinear
phase responses are consistent with broadened tuning as
level increases and the associated changes in the phase-
versus-frequency slope~i.e., the slope becomes more shallow
as filters broaden!.

All predictions in the present study were made with 120
distinct model CFs spaced logarithmically from 300 to
20 000 Hz. It was assumed that the total AN population con-
sists of 30 000 total AN fibers~Rasmussen, 1940! with CFs
ranging from 20 to 20 000 Hz~Greenwood, 1990; also see
review by Ryugo, 1992!. Appendix A describes how the
nonlinear-gain and nonlinear-phase properties of the model
were included or excluded separately to evaluate the relative
contribution of each property to level encoding.

B. Monaural, cross-frequency coincidence counting
model

The present study uses a simple coincidence-counting
model that was described by Colburn~1969, 1973, 1977a,
1977b! in his studies of binaural phenomena~Fig. 2!. A co-
incidence detector receives two AN-fiber inputs, and is as-
sumed to discharge only when the two input fibers discharge
within a narrow temporal window. The output of the coinci-
dence counter is the number of coincident discharges within
the duration of the stimulus. The present use of the
coincidence-counting model differs from that of Colburn
only in the source of the two AN inputs. In the binaural
model, each AN fiber was from a different ear and had the
same CF. In the present study, the two AN inputs are from
the same ear, but can have different CFs. In both studies,
performance was assumed to depend only on the number of

FIG. 1. Nonlinear AN model response properties.~a! Normalized basilar-
membrane~BM! response for a 10-kHz place as a function of frequency for
levels ranging from 0–100 dB SPL.~b! BM output at CF as a function of
level for a 10-kHz place~solid: nonlinear; dashed: linear!. ~c! Nonlinear
gain at CF as a function of CF.~d! Rate-level curves for a 10-kHz tone at CF
for three SR groups~HSR: solid, MSR: dashed–dotted, LSR: dashed!. ~e!
Maximum synchrony versus frequency. Model responses are compared to
data measured in cat~Johnson, 1980!. ~f! Rate-level curves for a 1-kHz tone.
~g! BM phase-response areas~phase relative to 80 dB SPL! from chinchilla
for a 10-kHz CF~data from Ruggeroet al., 1997!. ~h! AN-model phase-
response areas for a 10-kHz CF@~g,h!: same symbols as in~a!#.

FIG. 2. Simple model of a monaural, cross-frequency coincidence counter.
The coincidence detector receives two AN inputs with characteristic fre-
quencies CFi and CFj , and discharge timesT i5t1

i ,...,tKi

i and T j

5t1
j ,...,tK j

j , wheret l
i is the l th discharge on thei th AN fiber. The coinci-

dence detector discharges if both inputs discharge within the narrow coin-
cidence windowf (x). The output of the coincidence counter is the number
of coincidences that occur within the duration of the stimulus.
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coincidences between two AN fibers~i.e., the timing of the
coincidences was ignored!. The number of coincidences be-
tween two AN fibers with discharge timesT i5$t1

i ,...,tKi

i %

andT j5$t1
j ,...,tK j

j % is given by

Ci j $T i ,T j%5(
l 51

Ki

(
m51

K j

f ~ t l
i2tm

j !, ~2!

where t l
i is the l th discharge out ofKi on the i th AN fiber,

and f (•) is a rectangular coincidence window with 10-ms
width and unity height~see Colburn, 1969!.

C. Evaluation of psychophysical performance limits

1. Optimal processing of AN responses

Psychophysical performance is limited in part by the
random nature of AN responses~i.e., different responses are
observed for two identical stimulus presentations!. Psycho-
physical performance limits for discrimination experiments
have been evaluated with methods from signal detection
theory~SDT! by using a nonstationary Poisson process with
a time-varying discharge rater (t) to describe the stochastic
nature of AN discharges~e.g., Siebert, 1968, 1970; Colburn,
1969, 1973; Heinz, 2000; Heinzet al., 2001a, 2001b!. Heinz
et al. ~2001a! described a general computational method for
evaluating psychophysical performance limits using any AN
model that describesr (t) for the stimulus conditions of in-
terest. The analytical AN model used in the present study
was implemented computationally, and psychophysical per-
formance limits were evaluated based on two hypotheses for
the type of information used to perform the task,all-
information and rate-place. The all-information model as-
sumes that the observations used by the optimal processor
consist of the complete set of discharge times across the
entire AN population, T5$t l

i% i 51,...,M ; l 51,...,Ki
, where M

530 000 total AN fibers, andKi is the number of discharges
on thei th AN fiber. Thus, the all-information model assumes
that the processor makes optimal use of all available infor-
mation from the AN ~e.g., average-rate, synchrony, and
phase information!. The rate-place model assumes that the
optimal processor only uses the number of discharges ob-
served on each AN fiber,$Ki%.

Optimal performance for single-parameter discrimina-
tion experiments can be calculated using a likelihood-ratio
test ~van Trees, 1968! and has been shown to match the
performance limits described by the Crame´r–Rao bound
~Heinzet al., 2001a!. The contribution of each AN fiber to a
level discrimination task can be quantified by calculating the
normalized sensitivityd8 to changes in stimulus level.@d8 is
defined as the sensitivityd8 per dB~see Durlach and Braida,
1969; Braida and Durlach, 1988; Heinzet al., 2001a!.# The
square of the normalized sensitivity of thei th AN fiber in the
all-information model is given by

~d8@CFi # !25E
0

T 1

r i~ t ! F]r i~ t !

]L G2

dt, ~3!

whereT is the duration of the stimulus~Siebert, 1970; Heinz
et al., 2001a!. The total normalized sensitivity based on the
population of AN fibers is the sum of the individual normal-

ized sensitivities, (d8)25( i(d8@CFi #)
2, based on the as-

sumptions of independent AN fibers for deterministic stimuli
~Johnson and Kiang, 1976; see also Heinzet al., 2001a!, and
an optimal combination across AN fibers. The just-
noticeable-difference~JND! in level is given by

DL5
1

A~d8!2
. ~4!

Equation~3! describes the normalized sensitivity based
on the all-information model; the normalized sensitivity
based on rate-place information can be calculated with Eq.
~3! by assuming thatr (t) is constant across the duration of
the stimulus and equal to the average-discharge rater̄ @i.e.,
settingg to 0 in Eq.~1!#. Thus, the rate-place model does not
include information from fine-time or onset responses and
therefore predicts inferior performance to the all-information
model. The contribution of temporal information in AN dis-
charges can be discerned from a comparison between perfor-
mance based on the all-information and rate-place models.

2. Performance based on coincidence counts

Performance based on the outputs of a set of coincidence
counters was calculated and compared to rate-place, all-
information, and human performance. While the all-
information predictions represent the optimal performance of
any decision device based on the AN discharge times, the
coincidence mechanism represents a specific processor that
uses the discharge times suboptimally. The number of dis-
charges from a single coincidence detector,Ci j $T i ,T j%, is a
simple function@Eq. ~2!# of the two sets of Poisson AN dis-
charge times,T i andT j , and thus the statistics of the coin-
cidence counts can be described~Appendix B!. The perfor-
mance of a single coincidence counterCi j for level
discrimination can be evaluated by calculating the sensitivity
index

Qi j 5
~E@Ci j uL1DL#2E@Ci j uL# !2

Var@Ci j uL#
, ~5!

where the just-noticeable difference for this coincidence
counter,DLi j ,JND, corresponds toQi j 51. The sensitivity in-
dex Qi j represents the commonly used sensitivity index
(d8)2 if Ci j has a Gaussian distribution with equal variance
under both hypotheses,L and L1DL ~Green and Swets,
1966; van Trees, 1968!. These two assumptions are reason-
ably accurate for characterizing just-noticeable differences
based on a population of independent decision variables
~Siebert, 1968, 1970; Colburn, 1969, 1973, 1977a, 1977b,
1981; Heinzet al., 2001a!, such as the population of coinci-
dence counts in the present study~see below!. Potential de-
viations from these assumptions do not significantly affect
the characterization of performance based on the sensitivity
metric Q ~Colburn, 1981!.

It can be assumed thatE@Ci j uL# varies linearly over the
incremental level range fromL to L1DLJND. Thus, the nor-
malized sensitivity squared for a single coincidence counter,
defined as (d i j8 )2,Qi j /(DL)2, can be approximated as
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~d i j8 !2.
S ]

]L
E@Ci j uL# D 2

Var@Ci j uL#
. ~6!

The expectation and variance in Eq.~6! can be evaluated in
terms of the stimulus parameters and the two AN CFs~Ap-
pendix B!. The partial derivative with respect to level in Eq.
~6! can be approximated computationally as the difference
between the expected value at two slightly different levels
divided by the incremental level difference~Heinz et al.,
2001a!.

The total normalized-sensitivity-squared for a popula-
tion of coincidence counters is given by the sum of the indi-
vidual normalized-sensitivities-squared, if it is assumed that
the population decision variable is an optimal linear combi-
nation of independent~uncorrelated! random variables~or an
optimal combination of independent Gaussian random vari-
ables!. In order to satisfy the independence assumption, it is
assumed throughout the present study that no AN fiber inner-
vates more than one coincidence counter. The JND based on
coincidence counts is calculated from Eq.~4!.

III. RESULTS

A. Distribution of rate, synchrony, and phase
information across CF

In order to illustrate the potential benefit of nonlinear
phase cues to the encoding of sound level, we first focus on
level discrimination at high levels, where the dynamic-range
problem is most prominent. Figure 3 illustrates the distribu-
tion and relative contributions of rate, synchrony, and phase
cues across the AN population of high-spontaneous-rate
~HSR! fibers for level discrimination of a 1-kHz, 100-dB
SPL tone. The rate responses~i.e., average discharge rate as
a function of CF! of the nonlinear-gain, linear-phase model
are shown for two tones of slightly different level in panel
~b!. The more intense tone produces a wider activation pat-
tern; however, the discharge rate for a wide range of CFs
near the tone frequency is the same for both tones due to
saturation. The distribution of rate information@i.e., normal-
ized sensitivity squared, (d8@CF#)2, for the rate-place
model# shown in panel~c! illustrates which AN fibers across
the population contribute information for level discrimina-
tion. The only rate information available for HSR fibers is at
frequencies well away from the tone frequency~Siebert,
1965, 1968; also see Stevens and Davis, 1936; Steinberg and
Gardner, 1937; Whitfield, 1967!.

The situation of primary interest in this study is when
information is restricted to AN fibers with CFs near the fre-
quency of the tone. This situation is thought to occur in
experiments that use a notched noise masker to limit the
spread of excitation~e.g., Viemeister, 1974, 1983; Carlyon
and Moore, 1984!. A narrow frequency region that will be
considered in the current study is indicated by the vertical
dotted lines in Fig. 3. This region represents seven model
CFs, three above and three below the CF equal to the tone
frequency. The narrow frequency region for the 1-kHz tone
is 896–1107 Hz and is similar to the notch width used by
Carlyon and Moore~1984!, which extended610% from the

tone frequency. Humans are typically able to perform level
discrimination well in the presence of a notched noise~e.g.,
Viemeister, 1974, 1983; Carlyon and Moore, 1984;
Schneider and Parker, 1987!; however, Fig. 3~c! shows that
there is no average-rate information in HSR AN fibers within
the narrow-CF region.

AN phase-locking has a different level dependence than
average rate does, and thus it is important to examine the
distribution of synchrony information in addition to rate in-
formation. Figure 3~d! shows the 1-kHz synchrony coeffi-
cient ~or vector strength, which ranges from 0 to 1; see
Johnson, 1980! for each tone plotted as a function of CF.
Synchrony-level curves have thresholds that are roughly 20
dB below rate thresholds, and they typically saturate just
above rate threshold~Johnson, 1980!. The synchrony-
response regions are thus slightly wider than the rate-
response regions, but they are also saturated over a wide
range of CFs near the tone frequency. The distribution of
information available from both rate and synchrony informa-
tion is shown in panel~e! and represents the all-information

FIG. 3. Distribution of rate, synchrony, and phase information across the
AN population ofhigh-spontaneous-rate fibersfor level discrimination of a
low-frequency, high-level tone.~a! AN filter bank with a 1-kHz, 100-dB
SPL tone.~b! Average discharge rate as a function of CF for two tones of
slightly different level.~c! Average-rate information~normalized sensitivity
squared! as a function of CF. The vertical dotted lines indicate the
restricted-CF region used in the present study to emphasize the dynamic-
range problem.~d! Synchrony coefficient~or vector strength, which ranges
from 0 to 1, see Johnson, 1980! as a function of CF for both tones.~e!
Information available from both rate and synchrony cues.~f! Normalized
phase response~relative to 90 dB! for both tones.~g! Total information from
rate, synchrony, and phase cues.
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normalized sensitivity squared for the nonlinear-gain, linear-
phase model. Similar to rate information, there is no syn-
chrony information near the tone frequency for high levels
due to saturation of the synchrony coefficient. The useful
information from synchrony cues is spread further away
from the tone than rate information due to lower synchrony
thresholds~Colburn, 1981!.

The distribution and relative contribution of nonlinear
phase cues is illustrated in panels~f! and ~g!. The phase
responses~relative to the phase at 90 dB SPL! of both tones
are shown as a function of CF in panel~f! for the nonlinear-
gain, nonlinear-phase model. Auditory-nerve fibers with CFs
above and below the tone frequency have phase responses
that change with level and thus contribute information. There
are no changes in phase at CF, or well away from CF where
the BM response is linear. The distribution of the total infor-
mation provided from rate, synchrony, and phase cues is
shown in panel~g!, and represents the all-information nor-
malized sensitivity squared for the nonlinear-gain, nonlinear-
phase model. By comparing panels~e! and ~g!, the signifi-
cant contribution of nonlinear-phase cues to the encoding of
level can be seen. While there is no information for the CF
equal to the tone frequency, there is significant phase infor-
mation just below and just above the tone frequency. The
amount of phase information is roughly twice as large as the
rate and synchrony information. Most importantly for the
dynamic-range problem, the only information available in
the restricted-CF region is that from nonlinear phase cues.

Figure 4 compares the distribution of information across

CF for HSR and LSR fibers at low and high frequencies@see
Figs. 1~d! and ~f!#. The contribution of nonlinear phase in-
formation in HSR fibers is compared to the contribution of
average-rate information in LSR fibers. The limited-CF re-
gion is indicated by the vertical dotted lines in the top panels,
and this region is magnified in the bottom panels. At low
frequencies~left column!, the HSR fibers~solid curve! con-
tribute significant information from the nonlinear phase cues
within the limited CF region. The LSR fibers~dashed curve!
do not contribute any information within the limited CF re-
gion for the 1-kHz tone because the LSR fibers saturate at 80
dB @see Fig. 1~f!# due to the small amount of compression
associated with the cochlear amplifier at low frequencies
@Fig. 1~c!#. In contrast, at high frequencies~right column! the
HSR fibers contribute no phase information due to the rolloff
in phase locking@Fig. 1~e!#, while the LSR fibers contribute
significant average-rate information within the narrow CF
region. The large amount of compression at high frequencies
@Fig. 1~c!# results in very shallow~‘‘straight’’ ! rate-level
curves for LSR fibers at high frequencies@Fig. 1~d!#.

B. Predicted performance based on a narrow CF
region

Performance based on a narrow CF region was explored
by predicting the JND in level@DL; Eq. ~4!# using only the
information contained in a restricted set of model CFs
~seven! surrounding the frequency of the tone. Performance
was calculated for a low-~996 Hz! and a high-frequency
~9874 Hz! tone, where the tone frequencies were chosen to
be equal to one of the 120 model CFs. For the low and high
tone frequencies, the near-CF regions used were 896–1107
Hz and 8882–10977 Hz, respectively. Performance was pre-
dicted for the HSR, MSR, LSR, and total populations of AN
fibers, based on the physiological proportions described by
Liberman ~1978!. Predicted level-discrimination perfor-
mance is compared for the rate-place and all-information
models, where information in the seven model CFs was as-
sumed to be combined optimally, and was scaled to account
for the number of AN fibers represented by each model CF.
Performance for the monaural-coincidence scheme was cal-
culated based on the same number of total AN fibers as the
rate-place and all-information predictions. The seven model
CFs in the narrow-frequency region were assumed to inner-
vate a set of four coincidence counters, one of which had
both CF inputs equal to the tone frequency. The other three
coincidence counters received one CF input above and one
below the tone frequency, which were both separated from
the tone frequency by an equal number~one, two, or three!
model CFs. Based on the assumption that each AN fiber
innervates only one coincidence counter, one-half as many
same-CF-input coincidence counters were included in the to-
tal coincidence population as were coincidence counters with
different CF inputs. Thus, rate-place, all-information, and co-
incidence predictions are all based on the same set of AN
fibers with CFs near the tone frequency. Three separate
populations of coincidence counters were used associated
with the three AN SR groups. This implementation is con-

FIG. 4. Comparison of nonlinear phase information inhigh-spontaneous-
rate (HSR) fibersand average-rate information inlow-SR fibersfor the en-
coding of high sound levels in CFs near the tone frequency. The distribution
of information across the AN population is shown for level discrimination of
100-dB SPL low-~1 kHz, left column! and high-frequency~10 kHz, right
column! tones. The HSR curves~solid! represent rate, synchrony, and phase
information, while the LSR curves~dashed! represent only average-rate in-
formation. Physiologically realistic properties of HSR and LSR fibers were
used to scale the predictions~see text!. The vertical dotted lines in the top
row represent the narrow-CF region discussed in the present study, which is
magnified in the bottom row. Same stimulus conditions were used as in
Fig. 3.
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sistent with anatomical studies that have demonstrated dis-
tinct projections of the different AN SR groups to the co-
chlear nucleus~Liberman, 1991, 1993!.

Figure 5 shows level-discrimination performance based
on the HSR fibers within the narrow frequency region in
terms of DL as a function of stimulus levelL for a low-
frequency~left column! and a high-frequency~right column!
tone. Rate-place, all-information, and coincidence perfor-
mance are shown in the top, middle, and bottom panels, re-
spectively. Note that the scale for the ordinate of the coinci-
dence panel is different than those for the rate-place and
all-information panels. In order to illustrate the relative con-
tributions from nonlinear-gain and nonlinear-phase proper-
ties, performance based on four versions of the AN model is
shown in each panel.

Average-rate information in HSR fibers encodes changes
in level only over a limited dynamic range~Fig. 5, top row!.
When the nonlinear gain is included in the AN model, the
dynamic range over which changes in level are encoded is
extended by 10 dB at low frequencies and by 20 dB at high
frequencies. The degradation in performance at 30 dB SPL
for the nonlinear-gain models results from the compressive
BM response that begins at 30 dB SPL@Fig. 1~b!#. The larger
influence of the nonlinear gain at high frequencies compared
with low frequencies is due to the CF dependence of the
cochlear-amplifier gain.

The contributions of synchrony and nonlinear-phase in-

formation are demonstrated by comparing rate-place and all-
information predictions~Fig. 5, top and middle rows!. The
role of synchrony information is most clearly illustrated with
the linear-phase versions of the AN model. Synchrony infor-
mation improves performance at low levels for the low-
frequency tone; however, synchrony does not extend the dy-
namic range to higher levels due to the saturation of
synchrony coefficients at lower levels than average rate~Col-
burn, 1981!. The nonlinear phase responses extend the dy-
namic range for level discrimination up to at least 100 dB
SPL at low frequencies. This is in sharp contrast to the range
of rate-place information, which does not encode level
changes in HSR fibers above 50 dB SPL. At high frequen-
cies, rate-place and all-information predictions are essen-
tially the same because of the sharp rolloff of phase-locking
at high frequencies@Fig. 1~e!#.

The predictions from the simple coincidence-counter
model~Fig. 5, bottom row! follow the same general trends as
the all-information predictions for both low and high fre-
quencies, but are more than an order of magnitude worse
than optimal all-information performance. The coincidence
model utilizes the average-rate~and some of the synchrony!
information that dominates performance below 30 dB SPL.
The coincidence mechanism also successfully utilizes non-
linear phase cues provided by the cochlear amplifier at low
frequencies.

Predictions based on the set of LSR AN fibers within the
narrow frequency region are shown in Fig. 6. At both low
and high frequencies, the nonlinear gain extends the dynamic
range over which changes in level are encoded for the rate-
place model; however, performance degrades significantly
above 40 dB SPL at low frequencies. Changes in level of a
1-kHz tone are not encoded above 90 dB SPL in the average
rate of the set of LSR fibers with CFs near the frequency of
the tone. In contrast, LSR rate-place performance for a high-

FIG. 5. Level-discrimination performance based on the population ofhigh-
spontaneous-rate (HSR) fibersin a narrow range of CFs near the tone fre-
quency~see text!. The just-noticeable differenceDL is plotted as a function
of stimulus level for a 996 Hz~left column! and a 9874 Hz~right column!
tone~500-ms duration!. Optimal performance based on average rate and all
information is shown in the top and middle rows, respectively. Performance
based on a set of monaural coincidence counters is shown in the bottom row.
~Note the scale difference between rows.! Four versions of the AN model
are shown in each panel to illustrate the effect of nonlinear gain and phase
responses. Predictions from the four model versions are identical below 30
dB SPL. Levels for which symbols are not shown represent conditions in
which there is no information available for a particular model~i.e., infinite
JND!.

FIG. 6. Level-discrimination performance based on the population oflow-
spontaneous-rate (LSR) fibersin a narrow range of CFs near the tone fre-
quency~see text!. The symbols are the same as those used in Fig. 5.
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frequency tone is roughly constant across a wide dynamic
range, up to 100 dB SPL. The all-information predictions
demonstrate that the nonlinear phase responses extend the
dynamic range of LSR fibers at low frequencies up to 100 dB
SPL. The coincidence predictions~Fig. 6, bottom row! at low
frequencies show a small benefit from the nonlinear gain
responses; however, performance based on nonlinear gain
alone significantly degrades above 70 dB SPL. The benefit
from the nonlinear-phase cues is also seen in performance
based on the coincidence counters, extending the dynamic
range beyond that based on nonlinear gain alone. At high
frequencies, coincidence performance is constant above 70
dB SPL when the nonlinear gain is included in the AN
model.

The contribution of each of the three SR groups to level-
discrimination performance based on the narrow range of
CFs is shown in Fig. 7 for both low- and high-frequency
tones. The rate-place predictions illustrate that the HSR and
MSR fibers are primarily responsible for performance at low
levels, while the LSR fibers are responsible at high levels
~roughly above 50 dB SPL at both low and high frequencies!.
Performance based on the combination of average-rate infor-
mation in the three SR groups degrades by an order of mag-
nitude between 20 and 90 dB SPL at low frequencies, and no
changes in level are encoded above 90 dB SPL~see also

Colburn, 1981; Delgutte, 1987!. Changes in level are en-
coded much more consistently across level at high frequen-
cies as a result of the large amount of cochlear compression
at high frequencies.

The all-information predictions~Fig. 7, middle row!
based on all three SR groups are roughly constant across a
dynamic range of 100 dB at low frequencies, unlike the rate-
place predictions. Thus, Weber’s law is achieved based on
information within a narrow range of CFs at low frequencies
only when nonlinear-phase information is included. Further-
more, performance based on the HSR fibers is as good and
often better than performance based on the MSR and LSR
fibers for low frequencies, especially at high levels.

Performance at low frequencies based on the popula-
tions of coincidence counters~Fig. 7, bottom left panel! dem-
onstrates roughly the same pattern as the all-information pre-
dictions, but is roughly an order of magnitude worse than
optimal performance. Performance is roughly constant across
a wide dynamic range and is primarily determined by the
HSR fibers. At high frequencies, performance based on the
coincidence counters is also roughly constant from 10 to 100
dB SPL and is determined by HSR fibers at low levels, by
MSR fibers at medium levels, and by LSR fibers at high
levels. For comparison, human performance for level dis-
crimination of a high-frequency, bandpass noise~6–14 kHz!
in a noise masker with a 6–14 kHz notch is shown by the
stars~Viemeister, 1983!.

C. Predicted performance based on entire population
„all CFs …

Predicted performance based on the entire population of
AN fibers ~i.e., all CFs! was compared to human perfor-
mance in a pure-tone level-discrimination task in quiet. Rate-
place and all-information predictions@Eq. ~4!# were based on
the optimal combination of information from the 120 model
CFs. The same four coincidence counters were used for each
CF as in the narrow-CF predictions described above. The
total normalized sensitivity squared was the sum of the indi-
vidual normalized-sensitivities-squared from each of the four
coincidence counters at each of the 120 model CFs.1 In this
implementation, each AN fiber innervated only one coinci-
dence counter, and thus the normalized-sensitivities-squared
could be summed based on the assumption of independent
AN fibers.

Predicted rate-place, all-information, and coincidence
performance based on the entire HSR population is shown in
Fig. 8 for low- and high-frequency, 500-ms tones. Rate-place
performance~top row! based on the linear AN model is flat
above 20 dB SPL for the low-frequency tone, consistent with
the predictions of Weber’s law based on the spread of exci-
tation ~Siebert, 1968!. For the high-frequency tone, there is a
small rise inDL above 60 dB SPL for the linear AN model.
This rise is due to the upper side of the excitation spreading
beyond the highest CF, and it is consistent with the expected
& reduction inDL due to the loss of one-half of the infor-
mation. There is only a small effect of nonlinear gain on
rate-place performance based on the population of CFs. The
degradation in performance for the high-frequency tone at
mid-levels results from the large amount of compression at

FIG. 7. Level-discrimination performance based on individual and com-
bined spontaneous-rate groups in a narrow range of CFs near the tone fre-
quency~see text!. The just-noticeable differenceDL for the nonlinear-gain,
nonlinear-phase AN model is plotted as a function of stimulus level for a
996 Hz~left column! and a 9874 Hz~right column! tone~500-ms duration!.
Optimal performance based on average rate and all information is shown in
the top and middle rows, respectively. Performance based on a set of mon-
aural coincidence counters is shown in the bottom row.~Note the scale
difference between rows.! HSR: high-spontaneous-rate; MSR: medium-
spontaneous-rate; LSR: low-spontaneous-rate; TOT: optimal combination of
all three SR groups. Levels for which symbols are not shown represent
conditions in which there is no information available~i.e., infinite JND!.
Human data for level discrimination of a 200-ms high-frequency noise band
~6–14 kHz! in the presence of a notched noise is shown by the stars in the
bottom right panel~Viemeister, 1983!.
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high frequencies. The presence of a mid-level bump at high,
but not low, frequencies is consistent with human perfor-
mance ~Florentine et al., 1987!. At low frequencies, syn-
chrony improves all-information performance~Fig. 8, middle
row! for the linear AN model by a factor of five at 0 dB SPL,
and by a factor of slightly less than two for higher levels.
Weber’s law is again predicted above 20 dB SPL based on
the contributions of rate and synchrony information.

The near-miss to Weber’s law is present in the low-
frequency predictions when the nonlinear phase responses
are included in the AN model. This is consistent with the
nonlinear phase responses producing Weber’s law within
narrow-CF regions~Fig. 5!, and the combination of informa-
tion across CFs producing the near-miss to Weber’s law. Pre-
dicted trends based on the population of coincidence
counters ~Fig. 8, lower row! generally resemble the all-
information predictions at both low and high frequencies,
with the exception that the benefit from synchrony informa-
tion at very low levels is not observed. Overall, nonlinear
gain and nonlinear phase have only a small effect on pre-
dicted level-discrimination performance in quiet due to
spread of excitation, which is dominated bylinear, off-CF
responses.

The contribution of the three SR groups to the predicted
performance based on the total AN population is shown in
Fig. 9 for the nonlinear AN model. The rate-place predictions
for the low-frequency tone demonstrate that each of the three
SR groups contribute essentially equally above 50 dB SPL.
Performance based on the total population of AN fibers
~squares! decreases only slightly between 30 and 80 dB SPL.
Rate-place predictions at high frequencies show that both the
HSR and MSR population have a mid-level bump, while the
LSR population does not. Performance below 70 dB SPL is
determined primarily by the HSR and MSR fibers, while the
LSR fibers determine performance above 90 dB SPL.

Predictions based on the populations of coincidence
counters are shown in the bottom row of Fig. 9 and are
compared to human performance measured by Florentine
et al. ~1987! as a function of sensation level for the same
low- and high-frequency tone conditions.2 Human perfor-
mance measured by Viemeister~1983! for level discrimina-
tion of a high-frequency, narrow-band noise in quiet is
shown for comparison in the bottom right panel. At low fre-
quencies, performance based on the HSR population is al-
ways better than performance based on the MSR and LSR
populations, similar to the all-information predictions. Above
90 dB SPL, all three SR groups contribute essentially
equally. Overall performance based on the total population of
coincidence counters is more than an order of magnitude
worse than optimal performance, but matches human perfor-
mance very closely. Predicted performance is slightly better
~within a factor of 2! than human performance at most levels.
The slope of the near-miss to Weber’s law observed in the
human performance is matched by the coincidence predic-
tions for the low-frequency tone, as well as by the near-miss
beginning at 30 dB SPL. The near-miss in the coincidence
predictions results primarily from the nonlinear-phase cues
~which begin at 30 dB SPL! in the HSR fibers, and it is not
influenced by the population of LSR fibers.

At high frequencies~Fig. 9, bottom right panel!, coinci-
dence performance based on the HSR fibers is best among
the three SR groups below 80 dB SPL. Coincidence perfor-
mance based on the total AN population matches the human
performance very closely and is within a factor of 2 of both
data sets at all levels. The nonmonotonic dependence on
level ~the ‘‘mid-level bump’’! observed in both sets of human
data is also demonstrated in the coincidence predictions. The

FIG. 8. Level-discrimination performance based on the total population of
high-spontaneous-rate (HSR) fibers. The symbols are the same as those used
in Fig. 5.

FIG. 9. Level-discrimination performance based on the total population of
individual and combined spontaneous-rate groups~same symbols as Fig. 7!.
Human data for level discrimination of 500-ms tones measured as a function
of sensation level is shown by the stars in the bottom left and right panels
~Florentineet al., 1987!. Human level–discrimination data for a 200-ms
high-frequency noise band~6–14 kHz! in quiet is shown by the plus sym-
bols in the bottom right panel~Viemeister, 1983!.
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level at which the bump occurs is well predicted by the co-
incidence performance. The size of the bump in the coinci-
dence performance matches the data from Viemeister~1983!
and is slightly smaller than the data from Florentineet al.
~1987!. A slight rise inDL as level increases at high levels is
present in the coincidence performance and is predicted
based on the spread of the high-frequency information be-
yond the highest CF in the model. A slight rise is also often
observed in human data when plotted as a function of SPL
~Florentineet al., 1987!.

IV. DISCUSSION

It has often been suggested that the cochlear amplifier is
responsible for the extremely wide dynamic range of the au-
ditory system~e.g., Yates, 1995!. However, this suggestion
has typically been based solely on the compressive magni-
tude response observed on the basilar membrane. The
present study quantifies the information available for level
discrimination in the auditory nerve~AN! with and without
the nonlinear gain and nonlinear phase responses that are
associated with the cochlear amplifier.

A. The benefit of the cochlear amplifier for extending
the dynamic range within narrow CF regions

The encoding of sound level within narrow CF regions
has been studied psychophysically using notched-noise
maskers; however, understanding mechanisms by which
stimulus level within restricted CF regions can be robustly
encoded has important implications for wide-band stimuli
~such as speech!, which often have independent information
in many frequency regions.

1. Nonlinear gain

The ability of humans to discriminate changes in level
consistently across a wide range of levels in Viemeister’s
~1983! notched-noise experiment has been interpreted as
demonstrating that Weber’s law is achieved based on average
rate within a narrow range of CFs~e.g., Delgutte, 1987!. The
notched-noise masker is presumed to mask the CFs away
from the signal, and the high-frequency signal is presumed to
rule out temporal information. The present predictions sup-
port this idea at high frequencies, where the amount of co-
chlear compression is large enough that the LSR fibers can
encode changes in sound level at high levels~Fig. 7!. Figure
6 demonstrates that the ability of LSR fibers to encode
changes in high sound levels is due to the nonlinear~level-
dependent! gain ~i.e., compression! associated with the co-
chlear amplifier. Changes in level of the high-frequency tone
were only encoded up to 70 dB SPL in the LSR fibers when
the nonlinear gain response was removed from the AN
model, but were encoded up to 100 dB SPL with the nonlin-
ear gain.

At low frequencies, however, the average-rate informa-
tion in a narrow CF region was not adequate to account for
Weber’s law. There was not enough cochlear compression at
low frequencies to encode changes in level across the entire
human dynamic range in the average rate of any of the three
SR groups~Fig. 7!. The model LSR fibers, which have a
sloping saturation, only encode changes in level of the low-

frequency tone up to 90 dB SPL based on average rate, and
performance degrades significantly above 50 dB SPL. This
result is consistent with predictions of level-discrimination
performance based on cat AN fibers, for which ‘‘straight’’
rate-level curves are not observed~e.g., Sachs and Abbas,
1974; Delgutte, 1987; Viemeister, 1988a, 1988b; Winslow
and Sachs, 1988!. In contrast, Winter and Palmer~1991! pre-
dicted that level-discrimination performance for a 1-kHz
tone based on guinea-pig AN fibers that innervate a single
IHC was better than human performance up to at least 110
dB SPL; however, their model used compression values that
were primarily determined from high-frequency fibers, and
thus their model may not account for the reduced cochlear
compression at low frequencies. Thus, while LSR fibers have
been implicated in the encoding of sound level at high levels,
they do not appear to quantitatively solve the dynamic-range
problem at low frequencies.

2. Nonlinear phase

The nonlinear phase responses associated with the co-
chlear amplifier have rarely been considered for their ability
to extend the dynamic range of the auditory system~Carney,
1994!; however, they are significant because the wide dy-
namic range of their information about changes in level is
present in all AN fibers, including the HSR fibers that com-
prise the majority of the AN population. Such a representa-
tion of level is preferred to the level-dependent combination
schemes across SR groups that are required for average-rate
information to account for level discrimination across a wide
range of levels ~Delgutte, 1987; Winslowet al., 1987;
Viemeister, 1988a, 1988b!. For example, Winslowet al.
~1987! have suggested that level could be encoded based on
average rate with a level-dependent selective processor that
relies on HSR fibers at low sound levels and LSR fibers at
high levels~see review by Mayet al., 1997!. Figure 7 dem-
onstrates that the nonlinear phase responses within a narrow
range of CFs support Weber’s law at low frequencies based
on a combination of the three SR groups that is anatomically
realistic~Liberman, 1978!. In fact, performance based on the
near-CF HSR fibers alone is relatively flat across the entire
range of human hearing.

Carney~1994! has illustrated schematically how nonlin-
ear phase shifts on single AN fibers produce systematic tem-
poral patterns across CF~i.e., spatio-temporal patterns!. She
showed responses for a bank of model AN fibers with differ-
ent CFs as a function of time for several stimulus levels
~Fig. 5 Carney, 1994!. The main feature of the spatio-
temporal patterns is that, as level increases, the trajectory
across CF of the peaks in the discharge probability as a func-
tion of time becomes steeper~i.e., the responses across CF
become more coincident!. This motivated her to propose that
sound level may be encoded in the spatio-temporal discharge
patterns of AN fibers, and that an across-frequency coinci-
dence mechanism could utilize these level cues at medium to
high levels. Figure 7 demonstrates quantitatively that a set of
monaural, cross-frequency coincidence counters can encode
sound level robustly across the entire range of human hear-
ing based on AN fibers within a narrow range of CFs for
both low- and high-frequency tones.
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Because the cochlear amplifier acts primarily in near-CF
regions, the benefits from both gain and phase cues for ex-
tending the dynamic range within narrow-CF regions are par-
ticularly useful for complex stimuli such as speech, where
spread of excitation is limited. This suggestion is consistent
with the general finding that hearing-impaired listeners have
the most difficulty with complex stimuli in difficult listening
conditions where spread of excitation may not be possible
~Moore, 1995!. Due to the rolloff in AN phase-locking above
2–3 kHz, the greatest benefit from nonlinear-phase cues is at
low frequencies; however, the majority of important speech
information is at low frequencies. The ability of nonlinear-
phase information to account for Weber’s law in narrow-CF
regions at low frequencies~and the inability of average-rate
information to do so!, suggests that nonlinear-phase cues
should be considered in the encoding of complex stimuli at
high stimulus levels. Loss of the cochlear amplifier would be
expected to degrade the representation of complex stimuli in
impaired ears due to loss of the nonlinear-phase cues; how-
ever, this impairment would not be observed in physiological
studies that quantify the reduction of AN information in im-
paired animals based only on average-rate and synchronized-
rate responses~e.g., Miller et al., 1997, 1999!. In contrast,
analyses of rate representations in the cochlear nucleus
would be expected to demonstrate an impairment in the en-
coding of complex stimuli at high stimulus levels in impaired
animals. The ability of monaural coincidence counters to en-
code changes in sound level at low frequencies across a
much wider dynamic range than average-rate information in
the AN may provide a basis for reports of enhanced rate
representations in the cochlear nucleus. Blackburn and Sachs
~1990! and Mayet al. ~1998! have reported that rate repre-
sentations of speech sounds are enhanced in the ventral co-
chlear nucleus~e.g., chopper neurons and primary-like units
with low SR! compared with the AN in normal-hearing ani-
mals ~reviewed by Mayet al., 1997!. Transient-chopper and
primary-like-with-notch neurons in the cochlear nucleus
have been shown to be sensitive to phase transitions across
frequency, consistent with coincidence detection~Carney,
1990!.

B. Pure-tone level discrimination in quiet

1. Near-miss to Weber’s law at low frequencies

The present predictions suggest that the only effect of
the nonlinear responses associated with the cochlear ampli-
fier for level discrimination of low-frequency tones is that
the near-miss, rather than Weber’s law, is predicted based on
the nonlinear phase responses. The degree of the near-miss in
the all-information predictions is larger than in the rate-place
predictions, but only matches human performance in the
coincidence-detection predictions. Although there are many
intuitive reasons to believe that cochlear nonlinearity would
strongly influence level discrimination of tones, the predicted
effect for tones in quiet is quite small. This nonintuitive find-
ing results from the fact that at medium to high sound levels,
where cochlear compression has a strong effect on near-CF
BM responses, the primary information about changes in
level is contributed by HSR fibers with CFs away from the

frequency of the tone. Thus, the CFs that are dominating
performance at medium and high sound levels are respond-
ing linearly because the nonlinear effects associated with the
cochlear amplifier are restricted to near-CF frequencies.

Several other physiological models have produced a
near-miss with only low-threshold, HSR fibers. Teich and
Lachs ~1979! demonstrated the near-miss with a rate-place
model that had more rounded filter shapes than Siebert’s fil-
ters and that incorporated the effects of refractoriness on AN
discharge-count variance. Delgutte’s~1987! model included
average tuning-curve shaped filters and realistic AN-count
variance. Heinzet al. ~2001a! predicted a significant near-
miss based on a computational AN model with linear
gamma-tone filters and Poisson discharge statistics. The abil-
ity of many models to predict the near-miss based on differ-
ent mechanisms supports the idea suggested by Viemeister
~1988a! that the near-miss to Weber’s law is not a critical
aspect of the dynamic-range problem, and that the robust
encoding of sound level in narrow-CF regions is the most
important issue.

2. Mid-level bump at high frequencies

A puzzling detail of human level discrimination of tones
in quiet is that performance is nonmonotonic at high frequen-
cies, in contrast to the consistent improvement in perfor-
mance with level at low frequencies~e.g., Carlyon and
Moore, 1984; Florentineet al., 1987!. Many of the psycho-
physical experiments exploring the ‘‘mid-level bump’’~or
the ‘‘severe departure from Weber’s law’’! have used short-
duration signals in various noise maskers, because the effect
~when reported asDI /I ! is generally larger for short-duration
signals~e.g., Carlyon and Moore, 1984! and can be enhanced
or reduced by various configurations of notched-noise
maskers~e.g., Oxenham and Moore, 1995; Plack, 1998!.
However, the analytical AN model used in the present study
is only appropriate to compare to long duration conditions
because onset/offset responses and neural adaptation are not
included in the model. In addition, the effects of a notched-
noise masker on the different types of AN information must
be considered quantitatively using methods that are beyond
the present study, as discussed below. Thus, the high-
frequency mid-level bump reported by Florentineet al.
~1987! for level discrimination of 500-ms pure tones in quiet
is an appropriate comparison for the present predictions.

Plack ~1998! has discussed several explanations for the
mid-level bump based on both peripheral and central mecha-
nisms; however, only those that are addressed by the present
predictions are discussed here. Carlyon and Moore~1984!
have suggested that the mid-level bump at high frequencies
may be explained by two populations of AN fibers. They
suggested that good performance was provided by the low-
threshold, HSR fibers at low levels and by the high-
threshold, LSR fibers at high levels, with a degradation in
performance at mid levels because neither population en-
coded changes in sound level. The absence of the mid-level
bump at low frequencies was suggested to result from syn-
chrony information providing good performance at mid-
levels. The present predictions do not support this explana-
tion by Carlyon and Moore~1984!. For the high-frequency
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tone, the transition between HSR and LSR fibers determining
performance occurs near 80–90 dB SPL~Fig. 9!, and no
degradation in performance occurs because of the contribu-
tion of the third SR group~MSR! reported by Liberman
~1978!. The contribution of synchrony information at low
frequencies is restricted to levels below those where HSR
fibers contribute rate information~Fig. 9!, and thus cannot be
responsible for good performance at mid-levels. It was sug-
gested by von Klitzing and Kohlrausch~1994! that the mid-
level bump can be explained based on mid-level compres-
sion on the BM; however, their explanation requires that BM
responses become linear above roughly 50 dB SPL, which
has been shown not to be true in healthy cochleae~Ruggero
et al., 1997!.

The present predictions demonstrate that a mid-level
bump that is consistent with human data results from the
large amount of cochlear compression at high frequencies
~Figs. 8 and 9!. The degradation in model performance at
mid-levels is due to the BM input–output function becoming
strongly compressed at 30 dB SPL~Fig. 8!. As level in-
creases further, the spread of excitation goes beyond the
near-CF nonlinear region, and performance is dominated by
HSR AN fibers that are responding linearly. Thus, the
nonlinear-AN-model predictions for the HSR fibers match
those from the linear AN model at levels above 60 dB SPL.
The lack of a mid-level bump at low frequencies in the
model predictions is consistent with the small amount of
cochlear compression at low frequencies@Fig. 1~c!#.

Thus, the present predictions suggest that the main effect
of compressive magnitude responses on level discrimination
of high-frequency tones in quiet is a degradation in perfor-
mance at mid levels. This hypothesis suggests that hearing-
impaired listeners without a healthy cochlear amplifier would
not show a mid-level bump. However, this would be difficult
to measure due to the typically limited dynamic range in
hearing-impaired listeners~Florentineet al., 1993!.

In general, the effect of cochlear nonlinearity on level
discrimination of tones in quiet was predicted to be small,
because the influence of the cochlear amplifier is restricted to
near-CF frequencies and the role of spread of excitation is
large for tones in quiet. This small predicted effect is consis-
tent with hearing-impaired listeners showing normal JNDs at
equal SPL for suprathreshold conditions~Florentineet al.,
1993; Schroderet al., 1994!.

C. Coincidence detection: A robust, physiologically
realistic neural mechanism

The predictions from the present study suggest that a set
of monaural, cross-frequency coincidence counters that re-
ceive AN inputs from a narrow range of CFs can account for
Weber’s law across the dynamic range of human hearing,
both at low and high frequencies. This finding is significant
because Weber’s law in narrow-CF regions appears to be
required to account for human level-discrimination perfor-
mance~Florentine and Buus, 1981; Viemeister, 1983!; how-
ever, an optimal combination of average-rate information
across the set of three SR groups in the AN does not produce
Weber’s law across a wide range of levels, at least at low
frequencies~Fig. 7; Colburn, 1981; Delgutte, 1987!.

Coincidence detection is a physiologically realistic
mechanism, because any neuron with multiple subthreshold
inputs acts as a coincidence detector~i.e., several nearly co-
incident discharges across the inputs are required to produce
an output discharge!. There is strong evidence that coinci-
dence detection occurs in the binaural auditory system~Yin
and Chan, 1990; Goldberg and Brown, 1969; Roseet al.,
1966; Yin et al., 1987; Joriset al., 1998!, and coincidence
detection forms the basis of most models of binaural process-
ing ~Colburn, 1996!. Carney ~1990! showed that several
low-CF cell types in the antero-ventral cochlear nucleus
~AVCN!, primarily globular bushy cells, were sensitive to
changes in the relative phase across their inputs. Joriset al.
~1994a, 1994b! have provided evidence for monaural coinci-
dence detection at all CFs in similar AVCN cell types based
on enhanced synchronization in low- and high-CF cells to
low-frequency tones.

The simple coincidence-counting mechanism analyzed
in the present analysis was shown to utilize the level-
dependent phase cues associated with the cochlear amplifier,
as suggested by Carney~1994!. In addition, the present study
demonstrates that monaural, cross-frequency coincidence de-
tection is a robust mechanism for encoding sound level in
that both average-rate and nonlinear-phase information from
AN discharges are encoded in the coincidence counts, as
well as some information from synchrony cues. Thus, coin-
cidence detection may account for level discrimination of
noise as well, by decoding average-rate increases at low
noise levels and increases in across-CF correlation due to
broadened tuning at high levels~see Carney, 1994!.

Overall coincidence-based performance depends on the
implementation of the coincidence counter population, which
was chosen to be simple and conservative in the present
study. Inclusion of every AN fiber as an input to the coinci-
dence population allowed the efficiency of the coincidence
mechanism to be evaluated. Allowing each AN fiber to in-
nervate only one coincidence neuron created an independent
population for which performance could be more easily cal-
culated. This implementation provided a conservative esti-
mate of coincidence-based performance because allowing
AN fibers to innervate more than one coincidence neuron
could only improve performance~as long as potential across-
neuron correlation was accounted for in the combination
across coincidence counts!.

It is generally accepted that there is far more information
in AN responses than is used by humans, and that an ineffi-
cient processor is needed to account for human level-
discrimination performance~e.g., Colburn, 1981; Delgutte,
1987!. The coincidence-counting model processes the AN
discharge times inefficiently. Information is lost in the pro-
cess of coincidence detection because only the times of co-
incident AN discharges are considered. Additional informa-
tion is lost by basing performance only on the coincidence
counts~i.e., by ignoring the coincidence times!. Even though
the coincidence mechanism in the present study is far from
optimal, the coincidence-performance predictions are typi-
cally shifted upward roughly in parallel from the all-
information predictions. Figures 7 and 9 illustrate that the
degradation in performance that occurs due to the coinci-
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dence mechanism results in absolute performance levels for
level discrimination that are very close to human perfor-
mance. In addition, the monaural coincidence mechanism
eliminates the requirement of an inefficient processor that
varies its inefficiency as a function of level, which has been
suggested based on average-discharge rate information in the
AN ~Colburn, 1981; Delgutte, 1987!.

The derivations of performance based on a monaural,
cross-frequency coincidence counter described in Appendix
B suggest an interesting property that could be useful for
physiological studies of neurons that are hypothesized to per-
form coincidence detection. The ratio of the expected value
of coincidence counts@Eq. ~B12!# to the variance of counts
@Eq. ~B13!# is dependent only on the properties of the tem-
poral coincidence windowf (x). This ratio would be ex-
pected to be independent of stimulus parameters, and there-
fore the statistics of the observed discharge counts may be
used to make inferences about the shape and size of the
coincidence window of a given neuron.

D. Limitations of the present study

The analytical AN model was kept simple for the pur-
poses of the present study. The model does not include the
effects of external- and middle-ear filtering, or onset/offset
and adaptation responses. Also, the model does not include
many complex AN response properties, including refractory
behavior, the effects of the olivocochlear efferent system
~Guinan, 1996!, and several complex irregularities in re-
sponse to high-level tones~e.g., Liberman and Kiang, 1984;
Kiang, 1984, 1990; Ruggeroet al., 1996! and clicks~Lin and
Guinan, 2000!. The absence of these properties does not
limit the basic conclusions of the present study, but does
limit the applicability of the present model at high levels and
for more complex stimuli, as discussed further in Heinz
~2000!.

Predictions in the present study were compared to hu-
man data for level discrimination in a notched noise based on
the common assumption that the only effect of the notched
noise is to eliminate spread of excitation of the tone. In order
to accurately evaluate the validity of this assumption, the
effect of the noise masker on different types of information
must be quantified. This analysis requires two advances be-
yond the present study:~1! a more complex AN model and
~2! an extension of the signal detection theory~SDT! analy-
sis.

In order to accurately evaluate complex stimuli, the AN
model must include a description of suppression properties
~e.g., Sachs and Kiang, 1968; Delgutte, 1990; Ruggeroet al.,
1992!. The AN response to a CF tone in the presence of a
notched-noise masker may be suppressed by the noise,
whereas the response of AN fibers with CFs within the noise
may be suppressed by the tone. Such complex interactions
between the tone and noise maskers could contribute signifi-
cant information to detection or discrimination of signals in
noise and therefore need to be quantified.

For cases in which the stimulus is random, an extension
of the SDT analysis beyond the present study is required to
quantify the relative effects of physiological~internal! and
stimulus~external! variation on psychophysical performance.

Heinzet al. ~2001b! have described an extension of the SDT
analysis to discrimination tasks in which a single parameter
is randomly varied~e.g., random level variation!. In addition,
a general theoretical analysis of detection or discrimination
of a signal in random noise has been developed and applied
to the detection of tones in notched noise by Heinz~2000!.

V. CONCLUSIONS

The cochlear amplifier benefits normal-hearing listeners
by extending the dynamic range within narrow frequency
regions. Nonlinear phase responses near CF associated with
the cochlear amplifier encode changes in level across the
entire dynamic range of hearing at low frequencies; however,
the rolloff in phase locking reduces the effectiveness of
phase cues at high frequencies for simple stimuli. Highly
compressive basilar-membrane responses at high frequencies
allow for the robust encoding of level based on average dis-
charge rate; however, the reduction in cochlear compression
at low frequencies reduces the relative ability of average rate
to robustly encode sound level at low frequencies.

Cochlear nonlinearity has only a small effect on suprath-
reshold level discrimination of pure tones in quiet because
performance is dominated by spread of excitation to linear
off-CF responses. The only effects of cochlear nonlinearity
predicted by the model for this task are the ‘‘near-miss’’ to
Weber’s law at low frequencies and the nonmonotonic ‘‘mid-
level bump’’ at high frequencies.

Monaural coincidence detection is a physiologically re-
alistic mechanism that can utilize the nonlinear gain and
phase cues provided by the cochlear amplifier. Performance
based on a population of coincidence counters matches hu-
man performance for level discrimination of tones across the
entire dynamic range of hearing at both low and high fre-
quencies.
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APPENDIX A: NONLINEAR ANALYTICAL AUDITORY-
NERVE MODEL

The analytical nonlinear auditory-nerve~AN! model
used in the present study includes simple descriptions of the
most significant properties of the cochlear amplifier. This
model was kept as simple as possible so that basic concepts
related to rate and timing cues associated with the cochlear
amplifier could be demonstrated without the difficulty of in-
terpreting predictions from a more complex model. The as-
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sumptions and equations that specify the analytical model
are described in this appendix, and basic response properties
are shown in Fig. 1.

The discharge statistics of AN fibers are assumed to be
described by a nonstationary Poisson process with a time-
varying rate functionr (t). Equation~1! describes the phase-
locked response of an AN fiber in response to a tone burst.
The average discharge rater̄ @Leff# and the strength of phase
locking g@Leff , f0# both depend on the effective levelLeff that
drives each AN fiber.

The effective level for thei th AN fiber is determined by
the tone levelL ~dB SPL! and by the nonlinear-filter magni-
tude responseHNL( f 0 ,CFi ,L) for the characteristic fre-
quency CFi and the tone frequencyf 0 , i.e.,

Leff~L, f 0 ,CFi !5L120 log10@HNL~ f 0 ,CFi ,L !#. ~A1!

The implementation of nonlinear tuning in the present model
@see Figs. 1~a!–~c!# represents the idea that the cochlear am-
plifier produces high sensitivity and sharp tuning at low lev-
els by providing amplification to near-CF frequencies, and
that the cochlear-amplifier gain is reduced as level increases
~Yates, 1995!. At low levels, the magnitude response is de-
scribed by linear triangular filters that are consistent with
those used by Siebert~1968, 1970! to describe tuning curves
in cat @see Fig. 1~a!#, i.e.,

HSS f 0

CFi
D5H S f 0

CFi
D 10

, f 0<CFi ;

S f 0

CFi
D 220

, f 0>CFi .

~A2!

Nonlinear compression is incorporated into the magnitude
responseHNL by multiplying the linear triangular magnitude
responseHS by a level- and frequency-dependent attenuation
factor, i.e.,

HNL~ f 0 ,CFi ,L !5~10gdB( f 0 ,CFi ,L)/20!HSS f 0

CFi
D . ~A3!

This form is used so that the level- and frequency-dependent
attenuationgdB( f 0 ,CFi ,L) is specified in dB, which allows
model properties to be matched directly to experimental de-
scriptions of responses associated with the cochlear ampli-
fier. The next few expressions describe the frequency and
level dependence of this attenuation.

The reduction in gain of the cochlear amplifier,gdB , is
specified based on several simple assumptions, consistent
with physiological findings~e.g., Ruggeroet al., 1997!: ~1!
For a given CF, the maximum gainG provided by the co-
chlear amplifier is produced for tones presented at CF, andG
in dB increases with CF@see Fig. 1~c!# according to

G~CFi !55
Gmin , CFi<500 Hz;

Gmin1~Gmax2Gmin!
log10~CFi /500!

log10~8000/500!
,

500<CFi<8000 Hz;

Gmax, CFi>8000 Hz;
~A4!

whereGmin520 dB, Gmax560 dB. ~2! The cochlear amplifier
provides full gain for levels belowL thr

NL530 dB SPL, and the
cochlear-amplifier gain is systematically reduced as level in-
creases fromL thr

NL to Lsat
NL5120 dB SPL@see Fig. 1~b!#. ~3!

The cochlear amplifier only provides amplification for stimu-
lus frequencies near CF, i.e.,f l f

NL< f 0< f h f
NL , where

f l f
NL5CFi@102Gmax/~20•10!#,

~A5!
f h f

NL5CFi@10Gmax/~20•20!#,

as shown in Fig. 1~a!. This simple implementation of the
nonlinear frequency region results in a flat magnitude re-
sponse betweenf l f

NL and f h f
NL at high levels (L>Lsat

NL) and
high characteristic frequencies (CFi>8000 Hz). Based on
these assumptions, the level- and frequency-dependent re-
duction in gain is given in dB by

gdB~ f 0 ,CFi ,L !

5bmag~L, f 0!H 220 log10FHSS f 0

CFi
D G2GmaxJ FG~CFi !

Gmax
G ,

~A6!

where

bmag~L, f 0!55
0, L<L thr

NL or f 0¹@ f l f
NL , f h f

NL#;

S L2L thr
NL

Lsat
NL2L thr

NLD ,

L thr
NL<L<Lsat

NL and f l f
NL< f 0< f h f

NL ;

1, L>Lsat
NL and f l f

NL< f 0< f h f
NL .

~A7!

The parameterbmag(L, f 0) is a linear interpolation between
the compression thresholdL thr

NL and saturation levelLsat
NL @see

Fig. 1~b!#, and it represents the reduction in cochlear-
amplifier gain as level increases for near-CF frequencies. The
second term in Eq.~A6! ~in curly brackets! produces maxi-
mum gain at CF and reduced gain for tone frequencies off
CF, and the third term controls the amount of gain as a func-
tion of CF.

In order to evaluate the effect of the nonlinear magni-
tude response on predictions in the present study, versions of
the AN model with and without the nonlinear magnitude
responses can be compared. The nonlinear magnitude re-
sponses can be excluded by settingbmag(L, f 0)50 for all
levels and frequencies.

The dependence of average discharge rater̄ on the ef-
fective levelLeff of an AN fiber is specified in terms of a
simple saturating nonlinearity~based on Colburn, 1981!

r̄ @Leff#55
SR, Leff<L thr25;

SR1 ~1/600! ~Rsat2SR!~Leff2L thr15!2,

L thr25<Leff<L thr15;

SR1 ~1/30! ~Rsat2SR!~Leff2L thr!,

L thr15<Leff<L thr130;

Rsat, Leff>L thr130;
~A8!
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which depends on the spontaneous rate~SR!, the saturated
rate (Rsat), and the rate threshold (L thr). The dependence of
average rate on tone levelL is shown for a high CF~maxi-
mum gain! and a low CF~small gain! in Figs. 1~d! and ~f!,
respectively, for the three SR groups used in this study.

The dependence of phase locking on effective levelLeff

is specified using the same general form of saturating non-
linearity, i.e.,

g@Leff , f 0#55
0, Leff<L thr225;

@gmax~ f 0!/600# ~Leff2L thr125!2,

L thr225<Leff<L thr215;

@gmax~ f 0!/30# ~Leff2L thr120!,

L thr215<Leff<L thr110;

gmax~ f 0!, Leff>L thr110;

~A9!

where the dependence of synchrony on frequency,gmax(f0),
is matched to data from cat@see Fig. 1~e!; Johnson, 1980#,
and is described by

gmax~ f 0!55
3.1, f 0<1200 Hz;

3.1* 1200

f 0
, 1200< f 0<2800 Hz;

3.1* 1200* 28002

~ f 0!3 , f 0>2800 Hz.

~A10!

Note that the threshold for phase locking is specified to be 20
dB below the average-rate threshold in Eq.~A9!.

The implementation of the nonlinear phase responses in
the present study@see Fig. 1~h!# is based on several simple
assumptions:~1! The level-dependent phase responses are
limited to the same near-CF frequency region as the magni-
tude responses,f l f

NL< f 0< f h f
NL . ~2! Phase varies linearly with

tone level.~3! The maximum phase changes occur half way
into the near-CF nonlinear frequency region, i.e., at frequen-
cies

f l f
PH50.5~CFi1 f l f

NL!, f h f
PH50.5~CFi1 f h f

NL!. ~A11!

~4! The maximum phase shifts between low levels and 80 dB
SPL are roughlyp/2. ~5! The total traveling-wave delay at
high levels (L.Lsat

NL) is compensated for in each CF with
neural delays prior to innervation of the coincidence-
detection population. This simple assumption is based on
strong onset responses to tones for many cell types in the
cochlear nucleus~Young, 1984; Rhode and Greenberg,
1992!. Based on these simple assumptions, the compensated
nonlinear filter phase response@see Fig. 1~h!# is specified by
the equation

u~ f 0 ,CFi ,L !

5

¦

0, f 0¹@ f l f
NL , f h f

NL#;

bphase~L, f 0!•2DumaxS f 02 f l f
NL

CFi2 f l f
NLD , f l f

NL< f 0< f l f
PH;

bphase~L, f 0!•2DumaxS CFi2 f 0

CFi2 f l f
NLD , f l f

PH< f 0<CFi ;

bphase~L, f 0!•2DumaxS CFi2 f 0

f h f
NL2CFi

D , CFi< f 0< f h f
PH;

bphase~L, f 0!•2DumaxS f 02 f h f
NL

f h f
NL2CFi

D , f h f
PH< f 0< f h f

NL ;

~A12!

where Dumax5
6
5p is the maximum phase change between

L thr
NL and Lsat

NL , and bphase(L, f 0)512bmag(L, f 0), where
bmag(L, f 0) is specified by Eq.~A7!.

Versions of the AN model with and without the nonlin-
ear phase changes can be compared in order to evaluate the
effect of nonlinear phase responses. The level-dependent
phase changes can be excluded by settingbphase(L, f 0)51
for all levels and frequencies.

APPENDIX B: PERFORMANCE BASED ON A
MONAURAL COINCIDENCE COUNTER

This appendix presents derivations of the expected value
and variance of the coincidence countsCi j $T i ,T j% @Eq. ~2!#
that are needed to calculate the normalized sensitivityd8 of a
monaural, cross-frequency coincidence counter@Eq. ~6!#.
Similar equations and related discussions are presented with-
out derivations by Colburn~1969, 1977b! for a binaural co-
incidence counter. The expected value and variance in Eq.
~6! depend on the Poisson statistics of the two sets of inde-
pendent AN discharge times,T i andT j , and will be shown to
be given by

ET i ,T j ,f@Ci j $T i ,T j%#

5EfF E
0

TE
0

T

f ~x2y!r i~x;f!r j~y;f!dx dyG , ~B1!

VarT i ,T j ,f@Ci j $T i ,T j%#

.EfF E
0

TE
0

T

f 2~x2y!r i~x;f!r j~y;f!dx dyG , ~B2!

where r i(t;f) and r j (t;f) represent the time-varying rate
functions of the two AN inputs to the coincidence counter,f
is a random phase imposed on every AN fiber~to force the
lack of an absolute time or phase reference!, and f (x) is the
narrow temporal coincidence window.

The derivations of Eqs.~B1! and ~B2! rely on several
general results for decision variables of the form

Xi~T i !5(
l 51

Ki

s~ t l
i !, ~B3!

wheres(t l
i) is any function of thel th discharge timet l

i gen-
erated from a Poisson process with rate functionr i(t). It can
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be shown~e.g., Riekeet al., 1997! that the expected value
and variance ofXi(T i) are given by

ET i@Xi~T i !#5E
0

T

s~ t !r i~ t !dt, ~B4!

VarT i@Xi~T i !#5E
0

T

s2~ t !r i~ t !dt, ~B5!

based on the probability density function for Poisson dis-
charge times~see Parzen, 1962; Snyder and Miller, 1991!.
Equations~B4! and ~B5! imply that

ET i$@Xi~T i !#2%5E
0

T

s2~ t !r i~ t !dt1F E
0

T

s~ t !r i~ t !dtG2

.

~B6!

The expected value of the coincidence counts@used in
Eq. ~6! of the text# can be derived as follows:

ET i ,T j ,f@Ci j $T i ,T j%#

5ET i ,T j ,fF(
l 51

Ki

(
m51

K j

f ~ t l
i2tm

j !G
5ET i ,fH (

l 51

Ki

ET jF (
m51

K j

f ~ t l
i2tm

j !UT i G J
5ET i ,fF(

l 51

Ki E
0

T

f ~ t l
i2y!r j~y;f!dyG . ~B7!

Using Eq. ~B4! again, Eq.~B1! is obtained. Similarly, the
term ET i ,T j ,f@C i j

2 $T i ,T j%# can be derived as follows:

ET i ,T j ,f@C i j
2 $T i ,T j%#

5ET i ,fFET jS H (
m51

K j F(
l 51

Ki

f ~ t l
i2tm

j !G J 2UT i D G
5ET i ,fH E

0

TF(
l 51

Ki

f ~ t l
i2y!G2

r j~y;f!dy1F(
l 51

Ki E
0

T

f ~ t l
i2y!r j~y;f!dyG2J

5EfH E
0

TE
0

T

f 2~x2y!r i~x;f!r j~y;f!dx dy1E
0

TE
0

TE
0

T

f ~x2y! f ~u2y!r i~x;f!r i~u;f!r j~y;f!dx du dy

1E
0

TE
0

TE
0

T

f ~x2y! f ~x2v !r i~x;f!r j~v;f!r j~y;f!dx dv dy1F E
0

TE
0

T

f ~x2y!r i~x;f!r j~y;f!dx dyG2J . ~B8!

The variance in Eq.~6! is then equal to

VarT i ,T j ,f@Ci j $T i ,T j%#

5ET i ,T j ,f@C i j
2 $T i ,T j%#2~ET i ,T j ,f@Ci j $T i ,T j%#!2

5EfH E
0

TE
0

T

f 2~x2y!r i~x;f!r j~y;f!dx dy

1E
0

TE
0

TE
0

T

f ~x2y! f ~u2y!r i~x;f!r i~u;f!r j~y;f!dx du dy

1E
0

TE
0

TE
0

T

f ~x2y! f ~x2v !r i~x;f!r j~v;f!r j~y;f!dx dv dyJ . ~B9!

The two triple-integral terms in the right-hand side of Eq.
~B9! can be shown to be negligible relative to the double-
integral term if ~1! the coincidence windowf (x) is much
narrower than the period of variation in discharge rater (t),
which is never less than about 0.5 ms given the rolloff in
phase locking of AN fibers above 2 kHz@Fig. 1~e!; Johnson
~1980!#, and~2! the following inequality holds:

RsatF E
2`

`

f ~x!dxG2

!E
2`

`

f 2~x!dx, ~B10!

where Rsat is the maximum discharge rate of an AN fiber.

Both of these conditions are satisfied for the 10-ms rectangu-
lar coincidence window in the present study, and thus the
approximation in Eq.~B2! holds.

Note that Eqs.~B1! and ~B2! can be used with either
analytical or computational AN models because they are in-
dependent of the AN model used to produce the rate func-
tions. More informative expressions for the expected value
and variance can be derived for the present analytical AN
model. The expected value can be derived by substituting the
rate functionr (t) from the analytical AN model@Eq. ~1!#
into Eq. ~B1!, i.e.,
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ET i ,T j ,f@Ci j $T i ,T j%#5
r̄ i r̄ j

I 0@gi #I 0@gj #
E

0

TE
0

T

f ~x2y!
1

2p E
0

2p

exp@gi cos~2p f 0x1u i1f!1gj cos~2p f 0y1u j1f!#df dx dy

5
r̄ i r̄ j

I 0@gi #I 0@gj #
E

0

TE
0

T

f ~x2y!
1

2p E
0

2p

expSAgi
21gj

212gigj cos@2p f 0~x2y!1u i2u j #

3cosH f1tan21F gi sin~2p f 0x1u i !1gj sin~2p f 0y1u j !

gi cos~2p f 0x1u i !1gj cos~2p f 0y1u j !
G J Ddf dx dy

5
r̄ i r̄ j

I 0@gi #I 0@gj #
E

0

TE
0

T

f ~x2y!I 0$Agi
21gj

212gigj cos@2p f 0~x2y!1u i2u j #%dx dy, ~B11!

where gi5g@Leff(L,f0,CFi), f 0#, r̄ i5 r̄ @Leff(L,f0,CFi)#, and
u i5u(L, f 0 ,CFi), and I 0$g% is the zeroth-order modified
Bessel function of the first kind. The second form follows
from writing the sum of cosines as a single cosine, and the
last expression follows from the insensitivity of the integral
over a period to the phase angle.

Using the assumption that the coincidence windowf (x)
is narrow relative to the period of stimulus variation, the
expected value@Eq. ~B1!# and variance@Eq. ~B2!# can be
shown to be approximated by

E@Ci j uL#.
Tr̄i r̄ j

I 0@gi #I 0@gj #
I 0@Agi

21gj
212gigj cos~u i2u j !#

3E
2`

`

f ~x!dx, ~B12!

Var@Ci j uL#.
Tr̄i r̄ j

I 0@gi #I 0@gj #
I 0@Agi

21gj
212gigj cos~u i2u j !#

3E
2`

`

f 2~x!dx. ~B13!

1Coincidence counters for which one input fell outside the model CF range
~300–20 000 Hz! were evaluated by using the edge model CF as the input
instead. This end effect was not significant for this study’s results.

2The data from Florentineet al. ~1987! are plotted as a function of sensation
level ~SL!, which is the most appropriate comparison to the predictions
from the analytical AN model that has a fixed threshold at 0 dB SPL. Some
of the effects in the human data that occur at a particular sensation level are
reduced when the data is averaged across listeners as a function of SPL,
rather than SL.
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While a large portion of the variance among listeners in speech recognition is associated with the
audibility of components of the speech waveform, it is not possible to predict individual differences
in the accuracy of speech processing strictly from the audiogram. This has suggested that some of
the variance may be associated with individual differences in spectral or temporal resolving power,
or acuity. Psychoacoustic measures of spectral-temporal acuity with nonspeech stimuli have been
shown, however, to correlate only weakly~or not at all! with speech processing. In a replication and
extension of an earlier study@Watsonet al., J. Acoust. Soc. Am. Suppl. 171, S73 ~1982!# 93
normal-hearing college students were tested on speech perception tasks~nonsense syllables, words,
and sentences in a noise background! and on six spectral-temporal discrimination tasks using simple
and complex nonspeech sounds. Factor analysis showed that the abilities that explain performance
on the nonspeech tasks are quite distinct from those that account for performance on the speech
tasks. Performance was significantly correlated among speech tasks and among nonspeech tasks.
Either, ~a! auditory spectral-temporal acuity for nonspeech sounds is orthogonal to speech
processing abilities, or~b! the appropriate tasks or types of nonspeech stimuli that challenge the
abilities required for speech recognition have yet to be identified. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1404973#

PACS numbers: 43.66.Ba@MRL#

I. INTRODUCTION

It has been known for some time that individuals exhibit
a large range of performance on a wide variety of auditory
psychophysical tasks~Johnsonet al., 1987!. These differ-
ences become more apparent in the study of complex sounds,
especially those with more temporal and spectral complexity.
Although the extent of the variability in abilities has not been
extensively studied, it has been a common practice in psy-
choacoustic research to screen observers and discard those
who seem unable do the task without extensive training
~Green, 1988, p. 94!. In contrast, some authors have argued
that there is a relatively small range of individual differences
in auditory speech-processing ability and that all, or nearly
all, people with normal auditory sensitivity have a ‘‘uni-
formly highly developed auditory ability@to perceive speech#
~Summerfield, 1991, p. 126!.’’ This belief is apparently based
on the observation that most people can identify words and
sentences perfectly, or nearly perfectly, when they are pre-
sented at positive speech-to-noise ratios~S/N!.

Perhaps because of the belief that individuals vary little
in their speech-processing abilities, most studies investigat-
ing the perception of speech under adverse conditions~usu-
ally with noise masking! have only reported average dis-
crimination scores at various speech-to-noise ratios. Little
attention has been paid to the individual variability in those

scores. However, Rupp and Phillips~1969! showed that
some individuals who have near-perfect discrimination in the
quiet perform very poorly at unfavorable S/N ratios. They
coined the term ‘‘normal fragile ear’’ to describe such listen-
ers. Middelweerdet al. ~1990! and Rodriguezet al. ~1990!
reported similar cases of listeners complaining of difficulties
in hearing speech in noise despite normal pure-tone audio-
grams. Participants in these studies were assigned to the
‘‘impaired’’ condition on the basis of either complaints of
difficulty hearing speech in noise~Middelweerdet al., 1990!
or performance on a speech-in-noise test falling below some
arbitrary criterion~Rodriguezet al., 1990!. Data were then
reported as averages for the ‘‘impaired’’ and ‘‘normal’’ con-
ditions. In both cases, the researchers suggested that there
was something pathological about the difficulty of some lis-
teners’ experiences in understanding speech in noise.

Research has repeatedly shown that many, if not all, of
our cognitive abilities are normally distributed across the
population. Intelligence, quantitative, verbal, and spatial
abilities are all approximately normally distributed~Spear-
man, 1927; Horn, 1968, 1989!. It might be possible that lis-
teners who have difficulty understanding speech-in-noise
simply fall into the lower tail of a normal distribution of
speech-recognition abilities. Under the speech-to-noise ratios
of most every day conditions, their performance may be per-
fect ~a ceiling effect!. However, degraded performance may
appear when the task becomes more difficult, as when noise
is added. There have been very few published reports de-
scribing the range of performance of normal-hearing listen-
ers on speech tasks.

a!Portions of this work were presented at the 129th meeting of the Acoustical
Society of America, Washington, DC, June 1995.

b!Electronic mail: aimee@psych.purdue.edu
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Stankov and his colleagues~Stankov and Horn, 1980;
Horn and Stankov, 1982; Roberts and Stankov, 1999! have
argued that several auditory factors contribute to fluid intel-
ligence. Fluid intelligence is defined as one’s ability to learn
quickly and thoroughly, to solve problems, reason and re-
member in ways that are relatively uninfluenced by experi-
ence~Horn and Cattell, 1966!. It can be contrasted with crys-
tallized intelligence which taps acquired knowledge and
ability. Stankov and Horn~1980! identified a separate factor
that they called ‘‘speech perception under distraction/
distortion,’’ which was not highly correlated with any other
auditory/perceptual factors. This factor was made up of tests
of expanded speech, compressed speech, sound blending,
and, most strongly, cafeteria noise masking of speech. Al-
though Stankov and Horn do not discuss the range of perfor-
mance found on the tasks underlying speech perception un-
der distraction/distortion factor, there must have been a large
enough range of performance among the subjects (N5241)
for this variable to contribute sufficient independent variance
to form a distinct factor.

If it is the case that both speech and nonspeech auditory
processing are normally distributed across the population, it
is of interest to determine the relationship between them.
Performance on speech recognition tasks must depend on
spectral-temporal analyses by the auditory system. However,
psychoacoustic measures of acuity or resolving power for
nonspeech stimuli have not been found to correlate signifi-
cantly with speech processing, or correlate only weakly with
it once the audiogram is taken into consideration~Watson,
1987; Christopherson and Humes, 1992!. This suggests that
some significant amount of the systematic variance in speech
recognition abilities may be associated with nonauditory dif-
ferences among listeners. Thus there are two basic questions
addressed in this paper.

~1! What is the distribution of speech-recognition abilities
among listeners with normal audiograms~pure-tone sen-
sitivity! in tasks employing masking noise~thereby
avoiding ceiling effects!?

~2! Are there systematic relationships between measures of
performance on nonspeech psychoacoustic tasks and the
ability to understand speech-in-noise?

One area in which individual differences in speech pro-
cessing have received a great deal of attention is in the study
of persons with hearing loss. Listeners with the same sever-
ity and configuration of sensorineural hearing loss~SNHL!
vary widely in their abilities to understand speech, especially
in noise~see Crandell, 1991, for a review!. We argue that the
individual differences found in persons with hearing loss can
be found in the entire population but are usually obscured by
the fact that normal-hearing listeners are performing at ceil-
ing levels. Once the system is stressed~by either hearing loss
or noise! these individual differences become apparent. Fol-
lowing Crandell~1991!, below we discuss a number of pos-
sibilities that have been proposed to account for individual
differences in speech-processing ability in noise. Although
these were meant to apply to individual differences in per-
sons with hearing loss, the data presented here suggest that

they may be applicable to persons with normal sensitivity as
well.

First, the susceptibility to noise may be due to deficits in
auditory processing caused by cochlear damage. For ex-
ample, Plomp~1978! suggested that a combination of attenu-
ation and distortion were the cause of speech recognition
difficulties in the hearing impaired. Cochlear distortion could
affect frequency and temporal resolution, as well as fre-
quency or temporal discrimination to different degrees
among different hearing-impaired individuals. This hypoth-
esis predicts that difficulties in processing nonspeech and
speech materials should occur together: those individuals
with distortion at the cochlear level would be expected to
have trouble with spectral-temporal resolution of all types of
auditory stimuli. The difficulties may become more severe as
the stimuli become more spectrally or temporally complex,
but there still should be a relationship between difficulties in
processing nonspeech and speech materials.

Second, Crandell notes that it is possible that the deficit
in speech recognition is due to a more centralauditory pro-
cessing disorder~Chermak and Musiek, 1997; Watson,
1994!, rather than being entirely a consequence of cochlear
pathology. If so, some individuals might have difficulty pro-
cessing complex sounds in the absence of evidence of brain
trauma and without any decline in peripheral sensitivity, lin-
guistic competence, or cognitive abilities. Individuals with
central auditory processing disorder are assumed to have no
difficulty processing simple auditory or nonauditory stimuli.
They are said to show greater difficulties as the task becomes
more complex or more ‘‘central’’ and that difficulty is as-
sumed to manifest itself in both speech and complex non-
speech processing.

Crandell’s third possibility is that individuals may pro-
cess speech at a general cognitive level differently, resulting
in different degrees of efficiency or susceptibility to disrup-
tion ~Van Rooij and Plomp, 1990, 1992!. Given a clear and
audible signal, some individuals may perform perfectly, but,
under nonoptimal conditions, such as noise or some degree
of hearing loss, these individuals may experience difficulty
in interpreting the signal. According to this hypothesis, the
differences found among individuals with the same degree of
hearing loss may be a manifestation of differences that are
also present in the population of normal-hearing listeners.
This hypothesis does not require any relationship between
psychoacoustic processing and speech-processing abilities.
However, there might be some nonauditory cognitive task
that utilizes the same ability and is affected by the same
variables.

Another possibility, one not considered by Crandell, is
that the critical properties underlying speech recognition may
be linguistic, rather thanauditory, and therefore could be
observed with either visual or auditory speech. Finally, it is
possible that there is a general ability to make perceptual
wholes from fragments, not necessarily speech fragments.
This ability, often called ‘‘cloze’’ in the reading literature, is
the ability to comprehend text or speech in which portions
are deleted or distorted. Those individuals who score well on
these sorts of tests are making use of top-down contextual
information. Both of these hypotheses were given some
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modest support by Watsonet al. ~1996! who reported signifi-
cant correlations~0.45,r ,0.55,n590, p,0.001! between
lip-reading~vision-only! abilities of normal-hearing listeners
and those listeners’ abilities to identify speech in noise
~auditory-only!. This suggests that one or more common cen-
tral, or cognitive mechanisms may partially account for the
excellence in speech perception by both eye and by ear. Wat-
son et al. ~1996! argue against a purely modality specific
view of speech processing and instead suggest that a portion
of the variance in speech processing appears to be associated
with nonauditory cognitive abilities. These authors also re-
ported significant correlations between lip-reading, auditory
speech processing, and a task in which printed phrases had to
be recognized under a condition of ‘‘visual noise.’’

Among the important determinants of speech recogni-
tion thresholds in noise are the contextual cues available to
the listener~Miller et al., 1951; Sumby and Pollack, 1954;
Hirsh et al., 1954!. Miller et al. ~1951! found a range in
threshold from214 dB for ~closed-set! digits to 24 dB for
words in sentences to14 dB for nonsense syllables. As the
stimuli become more complex and the set size increases,
listeners’ informational capacities and the opportunity for us-
ing context increases. Those individuals with good skills in
using contextual information may not necessarily do well on
less contextually based processing. In the study reported be-
low, we employed a range of speech tests including one that
could not benefit from contextual processing or prior knowl-
edge~nonsense syllable recognition!, one that could benefit a
great deal from contextual cues~sentence recognition!, and
one that falls in between~closed-set word recognition!.

This study determined the individual abilities of 93
normal-hearing college age listeners to process a variety of
speech and nonspeech stimuli, and the relation between those
auditory performance measures and certain estimates of in-
tellectual or cognitive functioning~SAT-V, SAT-M, GPA!. A
previously developed test battery, the Test of Basic Auditory
Capabilities~TBAC!, was used to measure nonspeech audi-
tory processing. The eight sub-tests on this battery have been
shown to have good test–retest reliabilities~overall Cron-
bach’s alpha of 0.75 across three groups of subjects; Chris-
topherson and Humes, 1992!. Three additional speech tests
were added to this battery for the present study. These new
tests were constructed from audio recordings included in the
Bernstein and Eberhart~1986a, b! lip-reading corpus~a
video disk recorded by professional actors!. The speech tests
were conducted under various levels of speech-to-noise
~S/N! ratios and included consonant–vowel~CV! syllable
identification ~open-set!, consonant–vowel–consonant
~CVC! word identification~closed-set!, and sentence identi-
fication ~open-set!.

II. METHOD

A. Subjects

Ninety-three Indiana University students~Ages:m520,
range 18–32! served as subjects in this study. All tested
within normal limits @,20 dB HL from 250 to 8000 Hz
~ANSI, 1989!# on a preliminary hearing screening. Forty-five
of the subjects received an additional, 2-dB step audiogram.

These 45 subjects also signed a release form to allow access
to their academic records and to their scores on the Scholas-
tic Aptitude Test~SAT!. The subjects were paid for their
participation.

B. Stimuli

The TBAC and speech tests were presented to subjects
through a digital audio tape deck~Panasonic, SV-3500!. The
output of this tape deck was routed to a two-channel ampli-
fier ~Macintosh, C24! through a network of attenuator pads
and delivered monaurally to 13 pairs of Etymotic ER-3A
insert earphones at 75 dB SPL. All stimuli were presented at
75 dB SPL, with the exception of the increments in the
intensity-discrimination task. Calibration was accomplished
using a 1-kHz tone.

1. Test of basic auditory capabilities (TBAC)

The Test of Basic Auditory Capabilities~TBAC! con-
sists of a series of auditory processing tests including seven
discrimination tests and one nonsense syllable identification
test. There are eight levels of difficulty in each discrimina-
tion test and all tests follow a modified two-alternative
forced-choice procedure in which a standard is presented fol-
lowed by two test stimuli, one of which differs from the
standard. Listeners are told that their task is to choose which
of the two test sounds is different from the standard. This
method is used for seven out of the eight subtests, minimiz-
ing listeners’ confusions that can result from changes in psy-
chophysical procedures. For the eighth test subjects hear
nonsense syllables in cafeteria noise and are asked to identify
the sound by choosing one of three written alternatives. The
first six tests use tones or tone sequences as stimuli and in-
clude a total of 72 trials per test. The seventh test uses se-
quences of four CV nonsense syllables and the eighth is a
portion of the CV/VC nonsense syllable test developed by
Resnicket al. ~1975; see also Dubnoet al., 1982!. This last
test was modified to include three response alternatives on
each trial, the actual nonsense syllable that was presented,
plus the two most confusable alternatives identified in the
study by Dubnoet al. ~1982!.

This test has been used to measure the auditory process-
ing capabilities of normal-hearing~Watsonet al., 1982a, b;
Espinoza-Varas and Watson, 1988!, hearing-impaired~Hu-
mes and Christopherson, 1991; Christopherson and Humes,
1992! and learning-disabled listeners~Watson, 1991!. The
eight sub-tests are described below~see Christopherson and
Humes, 1992, for a more detailed description!.

~a! Pitch discrimination(DF)—range ofD f from 2 to 256
Hz; standard is a 250-ms, 1.0-kHz tone, presented at 75
dB SPL.

~b! Single-tone intensity discrimination(DL)—range of
from 0.5 to 8.0 dB~same standard as for Pitch dis-
crimination!.

~c! Single-tone duration discrimination(DT)—range from
8 to 256 ms; standard is 100-ms, 1.0-kHz tone, pre-
sented at 75 dB SPL.

~d! Pulse/train discrimination (PT)—standard is six 20-ms
pulses of a 1-kHz tone. The temporal sequences are
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varied by increasing the separation between members
of one of the test sequences, from 40 ms to 90 ms.
~This is a rhythm discrimination test.!

~e! Embedded test-tone loudness (ET)—detect the pres-
ence of a tone rather than a silent gap in the temporal
center of a nine-tone, isochronous pattern. The duration
of the target tone is varied between 10 and 200 ms;
nontarget tones are all 50 ms in duration.

~f! Temporal order for tones (TO)—discriminate the order
in which two equal-duration tones are presented, one of
which is 550 Hz and the other 710 Hz. The two tones
are preceded and followed by equal-duration leading
and trailing 600-Hz tones. Duration of the tones in
these ~isochronous! four-tone sequences are varied
from 20 to 200 ms.

~g! Temporal order for syllables (TOS)—speech analog of
the temporal order for tones test, in which the listener
discriminates the syllable sequence /fa/ /ka/ /ta/ /pa/
from /fa/ /ta/ /ka/ /pa/. The durations of the syllables
are varied from 75 to 250 ms.~The syllables are natural
tokens that were digitally edited.!

~h! Syllable identification (SI)—identify nonsense syllables
such as ‘‘ooze,’’ among three alternatives~adapted
from Resnicket al., 1975!. The alternatives are the
most likely errors, according to the data reported by
Resnicket al. ~1975!.

2. Speech tests

All speech materials were recorded from the Bernstein
and Eberhardt~1986a, b! lipreading corpus. Speech ex-
amples were digitized using an Audiomedia D/A and re-
corded on a Macintosh. The stimuli were edited and re-
recorded onto a DAT. Speech-shaped noise was mixed with
the speech. Three types of stimuli were used: CVs, words,
and sentences.

a. CVs. The CVs were consonants b, ch, d, f, g, h, k, l,
m, n, p, r, s, sh, t, w, and z followed by the vowel /a/. Two
examples of each CV~with the exception of k, l, p, and sh
which only had one example recorded! were digitized. Each
stimulus was recorded at two different speech-to-noise ratios
~S/N!: 0 and13 dB. A block of trials consisted of five CVs
and blocks alternated in their S/N ratio. Three practice blocks
were presented, decreasing in S/N ratio from16, 13, to 0
dB. There was a 3-s inter-stimulus interval~ISI! and six sec-
onds between blocks. A 0.5-s 1-kHz tone was played to sig-
nal the start of each new block. Twelve seconds separated
blocks six and seven. Subjects were asked to write the con-
sonants they thought they heard in the blank spaces provided
and to be sure to respond on every trial.

b. Words.The words were 50 one-syllable words from
the Modified Rhyme test~Houseet al., 1965! presented in a
forced-choice, four-alternative trial structure. The three foils
each differed from the target by one feature: the initial and
final consonant cluster and the vowel. Words were recorded
at two S/N ratios, 0 and23 dB. A block of trials consisted of
five words and the S/N ratio was alternated between blocks.
Five seconds separated each word and a 0.5-s 1-kHz tone
was played in between each block. Ten seconds separated
blocks 25 and 26. Two practice blocks were presented before

the test. Subjects were asked to circle the word they thought
they heard and were told to respond on every trial.

c. Sentences.Sentences were 20 of the CID sentences
~Davis and Silverman, 1970! spoken by a male talker. They
ranged in length from 2 to 13 words with an average of 8
words. Sentences were presented in five different levels of
noise,13, 0, 23, 24, and25 dB S/N ratio. The S/N ratio
was decreased systematically within each block of five
words. Twenty seconds separated each sentence and a 0.5-s,
1-kHz tone signaled the beginning of each new sentence.
Subjects were asked to write down all the words they heard.

C. Procedures

Subjects were tested in groups of 4 to 13 in a sound-
treated room. Following a preliminary auditory screening,
they were seated at a desk and were given instructions on
how to insert the earphones. Testing was completed in two
1-h sessions. The sequence of the tests and of all items
within each test were the same for all listeners. This constant
test order was chosen to minimize all sources of inter-subject
variation in performance other than their individual abilities
to perform the tasks.

Instructions for the TBAC are recorded as part of the
test and include detailed descriptions of the method for each
of the subtests. Subjects are given two practice trials before
each test. Instructions for the additional speech tests were
given by the experimenter. On each test, subjects were en-
couraged to guess.

III. RESULTS AND DISCUSSION

A. TBAC

Figure 1 shows the collapsed overall psychometric func-
tions for the seven discrimination tests~dotted lines! and a
fitted curve that describes the maximum likelihood probit
~solid lines!. Estimated thresholds for mean performance at
75% correct are shown for each subtest in Table I~first col-
umn!. It is clear that the tests do a moderately good job of
sampling the transition range~chance-to-perfect! for the 93
normal listeners whose data are shown here. The probit fits
are a close description of the data, with all fits but one ac-
counting for greater than 95% of the variance. The exception
is the fit to the temporal-order-for-syllables test, which ac-
counts for only 77% of the variance. Later analyses suggest
that performance on this last test is not well described by a
simple probit function.

Figure 2 shows the mean psychometric functions for lis-
teners falling within each decile when the listeners were or-
dered by their overall percentages of correct responses on
each test. Table I gives an overview of population perfor-
mance on these tests in terms of the fitted thresholds~inter-
cepts for 50% correct performance expressed in Hz, ms, or
dB, as appropriate! for the group of subjects who fall within
each decile. These ranges are similar to those reported by
Watsonet al. ~1982a! for a comparable sample of normal-
hearing listeners~see the Appendix!. With the exception of
the embedded tone test, the range of thresholds for normal
hearing listeners on these stimuli is large.
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FIG. 1. Collapsed overall psychometric functions for the seven discrimination tests from the TBAC~dotted lines! and a fitted curve which describes the
maximum likelihood probit~solid lines!.

TABLE I. Population performance on TBAC subtests.

Test Mean

Thresholds by decile

1 2 3 4 5 6 7 8 9 10

Pitch discrimination
~Hz!

12.30 a 16.00 15.20 13.40 13.40 10.20 8.50 7.80 7.40 5.20

Single-tone intensity
discrimination~dB!

0.88 3.00 1.40 1.00 0.90 0.90 0.80 0.70 0.60 0.60 0.40

Single-tone duration
discrimination~ms!

34.00 107.00 46.00 36.00 35.00 33.40 33.00 25.20 22.00 18.00 8.00

Pulse/train
discrimination~ms!

14.20 26.70 20.30 17.00 15.50 14.30 13.00 10.70 8.40 7.40 5.50

Embedded test-tone
loudness~ms!

39.00 54.00 45.00 43.00 39.00 39.00 37.50 37.00 34.00 33.40 33.00

Temporal order
~tones! ~ms!

61.00 126.00 85.00 75.00 63.50 60.00 58.00 46.00 43.70 35.00 25.70

Temporal order
~syllables! ~ms!

135.00 a 167.00 a 157.00 a 119.00 101.50 98.00 92.00 75.30

Syllable identification
@P(c)#

0.74 0.64 0.68 0.71 0.72 0.74 0.75 0.76 0.78 0.80 0.84

aProbit fit failed.
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The families of psychometric functions for all tests ex-
cept the temporal-order-for-syllables test appear well de-
scribed by families of probit functions differing primarily in
their horizontal displacement. The syllable-order test differs
in that the performance by the worst subjects appears to be
limited both by the duration of the syllables, yielding hori-
zontal displacement of the function, and also by another fac-
tor, which limits maximum performance for long-duration
sequences. Although it is not clear what this other factor is,
Watsonet al. ~1982a! found a similar result on this test. They
noted that their poorest listeners actually performed worse
for long-duration sequences than for intermediate-duration
ones, on this test. This could reflect a duration-dependent
deficiency in working memory for these listeners~Gathercole
and Baddeley, 1993!.

B. Supplemental speech tests

Means and population statistics, collapsed across noise
level, for each of the supplemental speech tests are shown in
Table II. The sentences were scored in terms of overall sen-
tences correct and also in terms of total individual words
correct. The correlation between those two measures was
0.77. The range of scores for sentences scored by words was
larger and more closely approximated a normal distribution.
Therefore, for all further analyses, the scores for sentences
scored by words have been used.

The range of percent correct@P(c)# for all of the speech
tests is about 30 percentage points. This substantial range of
performance implies that some of the subjects could under-
stand speech at a much lower S/N ratio than others.

FIG. 2. Mean psychometric functions for listeners falling within each decile for the seven discrimination tests from the TBAC. Deciles were constructed by
dividing the individuals into ten groups by their overall percent correct on each test. In general, the leftmost function in the family of curves showsthe best
10% of listeners and the rightmost function describes the worst 10% of the listeners.

TABLE II. Population performance on supplementary speech tests.

Test Mean

Means by decile@P(c)#

1 2 3 4 5 6 7 8 9 10

CVs 0.58 0.45 0.52 0.53 0.56 0.58 0.60 0.61 0.63 0.65 0.71
Words 0.74 0.56 0.66 0.70 0.73 0.75 0.77 0.79 0.80 0.82 0.86
Sentences 0.60 0.39 0.49 0.55 0.57 0.59 0.62 0.64 0.65 0.68 0.75
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There were only two levels of noise for the CV and the
word test, therefore thresholds could not be accurately esti-
mated. However, there were five levels of noise for the sen-
tences, which allowed the fitting of psychometric functions.
Listeners were ordered by overallP(c) into ten groups. A
maximum-likelihood normal ogive was fitted to the average
data for each decile. Assuming a normal ogive to be repre-
sentative of this psychometric relationship, ‘‘functional’’ S/N
ratios were derived by correcting the nominal values to place
them on this fitted function.1 Psychometric functions for

decile groups obtained with the resulting functionalS/N ra-
tios were then plotted, using maximum-likelihood functions.
The probit fits are a close description of the data, with all fits
but one accounting for greater than 95% of the variance. The
exception is the fit to the eighth decile, which accounts for
only 89% of the variance. Fifty-percent thresholds were then
interpolated from the fitted functions. Deciles 1, 2, 3, 7, 9,
and 10 are shown. As may be seen in Fig. 3, the range of
speech-to-noise ratios for 50% correct between the first and
tenth decile is approximately 7 dB, and is about 3.2 dB be-
tween the second and ninth decile.

C. Correlational analyses

The product-moment correlation coefficients among all
of the TBAC subtests and the supplemental speech tests are
presented in Table III. Although there are many statistically
reliable correlations, there are not many substantial ones.

The reliability of the underlying tests was measured us-
ing Cronbach’s coefficientalpha ~Cronbachet al., 1972!.
This particular measure estimates the proportion of true score
variance that is captured by the items by comparing the sum
of item variances with the variance of the sum scale. If there
is only error in the items~uncorrelated across subjects!, then
the coefficient will be equal to zero. If all items are perfectly
reliable and measure the same thing, then the coefficient is
equal to 1. The values ofalpha were 0.78 for all of the tests
together ~TBAC and supplemental speech tests!; 0.75 for
TBAC alone; 0.64 for the supplemental speech tests alone.
Although the supplemental speech tests were slightly less
reliable than the TBAC scores, all of the reliability measures
were high enough to permit interpretation of the inter-test
associations.

FIG. 3. Mean psychometric functions for listeners falling within each decile
for the sentences in noise test. Deciles were constructed by dividing the
individuals into ten groups by their overall percent correct on this test. Fifty
percent thresholds were interpolated from the fitted functions and are indi-
cated by the arrows. The leftmost curve describes the performance of the
best 10% of listeners and the rightmost function describes the worst 10% of
the listeners. For maximum clarity, only deciles 1, 2, 3, 7, 9, and 10 are
shown.

TABLE III. Correlations~r! among the test (N593).

1 2 3 4 5 6 7 8 9 10 11

1 CVs ¯

2 Words 0.25a ¯

3 Sentencs 0.41a 0.47b
¯

4 Pitch
discrimination

0.23a 0.25a 0.30b
¯

5 Single-tone
intensity
discrimination

0.11 0.20 0.19 0.28b ¯

6 Single-tone
duration
discrimination

0.14 0.21a 0.10 0.36b 0.53b
¯

7 Pulse/train
discrimination

0.14 0.20 0.19 0.28b 0.34b 0.29b
¯

8 Embedded test-
tone loudness

0.26a 0.21a 0.20 0.16 0.33b 0.33b 0.49b
¯

9 Temporal order
~tones!

0.15 0.13 0.12 0.22a 0.09 0.33b 0.10 0.35b ¯

10 Temporal order
~syllables!

0.18 0.25a 0.19 0.26a 0.20 0.31b 0.17 0.31b 0.46b
¯

11 Syllable
identification

0.32a 0.31b 0.28b 0.23a 0.30b 0.22a 0.25a 0.31b 0.19 0.32b ¯

ap,0.05.
bp,0.01.
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D. Correlations with other variables

Forty-five of the subjects allowed access to their SAT
scores and GPAs and were also given a 2-dB step hearing
screening.2 Table IV shows the correlations among the
cognitive/intellectual scores and the TBAC and supplemental
speech tests. Interestingly, the temporal order tests from the
TBAC correlated quite strongly with the SAT verbal score.
This is discussed further below.

E. Factor analyses

Two factor analyses were conducted, one including all
of the participants and one restricted to the 45 for whom we
obtained SAT scores and GPAs. The analysis including all of
the participants was based on the eight TBAC subtests and
the three supplementary speech tests described above. The
analysis extracted three factors with eigenvalues greater than
1.3 Varimax-rotated loadings4 on the three factors are shown
in Table V, for each of the auditory tests and other measures.

An interpretation of the three factors is~1! a nonspeech dis-
crimination factor—including most of the TBAC measures,
~2! a speech identification factor—including our supplemen-
tary speech tests as well as the syllable identification test,
and~3! a temporal order discrimination factor—including the
two temporal order tests. The three factors accounted for
54% of the variance.

The temporal order discrimination factor is similar to a
temporal tracking factor identified by Stankov and Horn
~1980!. Each of the tasks that loaded on this factor required
attention to ‘‘a series of successive events for which there is
an ordered pattern~p. 37!.’’ Stankov and Horn found this
factor to be only moderately correlated with verbal compre-
hension and musical ability. Tallal~1980; see also Tallal
et al., 1985! has identified deficits in temporal integration as
a major factor in disordered speech perception in children.
The data reported here and also by Stankov and Horn~1980!
suggest that temporal-ordering abilities are not intimately re-
lated to speech perception.

This analysis also suggests that the abilities measured by
the speech and nonspeech tests administered in this study
share very little common variance. A four-factor solution
~not shown here! did not significantly increase the amount of
variance that was accounted for and did not change the in-
terpretation. The speech tests and nonspeech tests were
strongly loaded on separate factors; there was also a third
factor for the temporal order tests~syllables and tones!, and
the fourth factor was composed entirely of the Pitch test
from the TBAC.

A second factor analysis was performed on the data from
those listeners for whom cognitive/intellectual measures
were available, as well as the auditory measures (N545). A
four factor solution of these data is presented in Table VI.
Interestingly, the first factor combined the cognitive/
academic measures~GPA, SAT! and the temporal-order vari-
ables from the TBAC~Tones and Syllables!. As noted earlier,

TABLE IV. Correlations~r! among the supplemental tests (N548).

Test
Threshold
~right ear!

Threshold
~left ear! GPA

SAT
verbal SAT math

CVs 20.10 20.13 0.11 0.02 0.06
Words 20.03 20.05 20.15 0.09 0.16
Sentences 20.22 20.25 0.08 0.18 0.34
Pitch discrimination 0.13 0.11 0.07 0.34a 0.23
Single-tone intensity
discrimination

0.07 0.13 0.13 0.08 0.27

Single-tone duration
discrimination

0.20 0.17 0.25 0.31a 0.36

Pulse/train discrimination 0.11 0.06 20.05 0.02 0.06
Embedded test-tone loudness 0.02 0.06 20.03 0.29a 0.40
Temporal order~tones! 20.09 20.05 0.20 0.43b 0.42
Temporal order~syllables! 0.15 0.23 0.31a 0.65b 0.45
Syllable identification 0.17 0.26 20.04 0.10 0.14
Threshold~rt! ¯ 0.83 0.09 0.22 20.01
Threshold~lt! 0.83b

¯ 0.15 0.32a 0.12
GPA 0.09 0.15 ¯ 0.52b 0.29
SAT verbal 0.22 0.32a 0.52b

¯ 0.56
SAT math 20.01 0.12 0.29a 0.56b

¯

ap,0.05.
bp,0.01.

TABLE V. Three-factor solution for all subtests (eigenvalues.1) N593.

Test

Factor

1 2 3

Single-tone intensity
discrimination

0.73 0.06 0.04

Pulse/train discrimination 0.73 0.17 20.09
Single-tone duration
discrimination

0.67 0.00 0.35

Embedded test-tone
loudness

0.63 0.26 0.28

Pitch discrimination 0.51 0.33 0.20
Sentences 0.07 0.83 20.03
Words 0.18 0.68 0.08
CVs 0.04 0.67 0.15
Syllable identification 0.30 0.52 0.17
Temporal order~syllables! 0.16 0.21 0.76
Temporal order~tones! 0.11 0.06 0.86
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the importance of temporal variables in developmental lan-
guage disorders has been repeatedly argued by Tallal and
colleagues~e.g., Tallal, 1980; Tallalet al., 1985!. However,
the association of temporal-order thresholds with intellectual
measures in this analysis, and their dissociation from the
speech processing factor, suggests an alternative interpreta-
tion that temporal-order judgments are more closely related
to general cognitive skills than to linguistic ones.

The second factor loaded primarily on hearing thresh-
olds. The range of hearing thresholds in our population was
surprisingly large. These ‘‘normal-hearing’’ subjects had
thresholds ranging from about210 to 120 dB HL. How-
ever, this range of thresholds had little or no association with
either speech or nonspeech processing abilities. The third
factor consisted mainly of the nonspeech TBAC measures
and the fourth factor was made up of the speech tests. This
analysis further underscores the independence of abilities un-
derlying speech and nonspeech auditory processing.

F. Summary and conclusions

Several different measures of speech recognition, using
nonsense syllables, words, and sentences were significantly
correlated, suggesting a common processing mechanism, or
mechanisms. These correlations, although statistically sig-
nificant, were relatively small compared to some previous
studies showing substantially stronger relationships among
speech processing variables~e.g., Rabinowitzet al., 1992;
Demorestet al., 1996!. Speech-processing measures are very
sensitive to set size, method, and subject population, which
could account for the discrepancy. Nevertheless, the factor
analysis indicated a strong speech identification factor with
the speech tests loading very cleanly on that factor and with
very little overlap with the other factors. More importantly,
these speech-processing measures correlate only very weakly
with measures of spectral and temporal auditory resolving
power. These results, together with the significant correlation

between lip-reading~visual-only! and auditory-only speech
identification in noise~Watsonet al., 1996!, argue against
modality-specific views of speech processing and instead are
consistent with theories that postulate a central cognitive fac-
tor that is specific either to~a! speech,~b! linguistic tasks, or
~c! the recognition of perceptual wholes on the basis of
stimulus fragments. Data currently available do not offer a
strong reason to choose among these alternatives.

There are significant individual differences in speech
processing abilities among normal-hearing college students,
yielding a range of speech-to-noise ratios for 50% correct
detection of sentences, of about 6.0 dB, for 95% of that
population. While apparently modest, given that the dynamic
range of the auditory system exceeds 100 dB, this range is
not without consequences. Reference to Fig. 3 illustrates, for
example, that with a speech-to-noise ratio equal to21.6 dB,
the best ten percent ofnormal-hearing listenersrecognize
82% of the words presented to them, while those in the low-
est percentile recognize only 38%. This would represent a
difference between mostly successful and mostly unsuccess-
ful efforts at sentence-based communication.

From a cognitive perspective, speech processing is a
complex skill depending on a variety of subsidiary abilities.
Because the speech signal is quite redundant—there are mul-
tiple cues to each phonemic distinction—there may be many
combinations of strengths and weakness of auditory process-
ing abilities that lead to equivalent levels of speech recogni-
tion performance.

While it is tempting to conclude from this work that
individual differences in auditory abilities in general have
little to do with one’s efficiency as a speech processor, that
conclusion is probably premature. The discrimination tests
included in the TBAC battery, like most nonspeech discrimi-
nation tasks that have been found to correlate weakly with
speech processing, all encourage ‘‘analytic listening.’’ At-
tempting to detect some subtle spectral or temporal detail of
a complex sound~or to judge the pitch of a simple one! may
not be examples of the way the auditory system must be
employed in identifying spoken words. Thus it is possible
that nonspeech discrimination or identification tasks that re-
quire the listener to process more global properties of stimuli
may be more appropriate for the prediction of individual
differences in speech perception.

Another possibility is that the nonspeech tasks that are
generally used in psychophysical tasks measure the limits of
sensitivity whereas the speech signal contains much larger
supra-threshold physical changes. The complexity of the
speech signal is such that the ability to detect very small
changes in a relatively simple auditory stimulus may not be
directly related to speech intelligibility. One approach that
one could take towards solving this difference in complexity
is to compare discrimination or identification of spectrally-
temporally complex nonspeech stimuli to identification of
speech sounds. The main difficulty with this approach is that
we then have as little control over the exact cues used for
solving the task as we do when we use regular speech
sounds. A different approach is to limit the speech sounds to
the same narrow-band spectral region as the nonspeech tasks
~limiting the complexity of the stimuli at least on one dimen-

TABLE VI. Four-factor solution for all variables including cognitive/
academic and hearing thresholds (N545).

Test

Factor

1 2 3 4

SAT verbal 0.86 0.20 0.01 0.05
Temporal order~syllables! 0.74 0.15 0.05 0.09
SAT math 0.69 20.03 0.23 0.23
Temporal order~tones! 0.66 20.22 0.38 20.04
GPA 0.62 0.06 20.09 20.11
Pitch discrimination 0.44 0.04 0.09 0.08
Hearing threshold~lt! 0.19 0.92 0.05 20.13
Hearing threshold~rt! 0.08 0.90 0.06 20.13
Pulse/train discrimination 20.10 0.05 0.82 20.08
Embedded test-tone
loudness

0.28 20.07 0.70 0.08

Single-tone intensity
discrimination

0.04 0.15 0.63 0.21

Single-tone duration
discrimination

0.42 0.13 0.57 0.14

Words 0.04 0.05 20.01 0.86
Sentences 0.18 20.20 20.04 0.82
CVs 0.02 20.15 0.23 0.51
Syllable identification 0.01 0.44 0.22 0.47
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sion!. This is an approach recently taken by Noordhoeket al.
~2001!. Their measure of speech intelligibility was a thresh-
old measure of the bandwidth of speech at 1 kHz required for
a 50% intelligibility score. That bandwidth measure was
more highly related to their nonspeech auditory tasks than
were the common speech reception threshold tasks. This is
an interesting result and suggests that auditory resolving
power may be more important in certain circumstances than
is indicated by our present data. There can be little doubt that
if you pare the speech processing task down to the point
where you are forced to use some very subtle acoustic details
to understand the speech, then eventually individual differ-
ences in auditory abilities would have to make a difference in
performance.

The applicability of these findings to the practical ques-
tion of speech perception by the hearing impaired deserves a
final comment. The failure of hearing aids to provide useful
help to many of the hearing-impaired persons for whom they
are provided, has been repeatedly reported for almost 50
years~Humes, 1999!. The explanation has commonly been
that there is more wrong with the impaired auditory system
than its loss of sensitivity~which could be corrected by
simple amplification!; it also fails to properly analyze the
auditory signal~i.e., it is ‘‘distorted’’!. If true, it would be
expected, as noted earlier, that this distortion would also be
reflected in the processing of nonspeech stimuli. While the
nonspeech tests used here may not have included the correct
‘‘speechlike’’ sounds, the data reported here strongly suggest
that factors higher in the sequence of processing than the
auditory periphery account for significant variance in speech
recognition—by both normal hearing and by hearing-
impaired listeners. The consequences of being deficient in
this higher-level processing ability may become much larger
when it is coupled with hearing fragmented speech because
of sensorineural~peripheral! hearing loss.
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APPENDIX

The Test of Basic Auditory Capabilities~TBAC, Watson
et al., 1982a; Espinoza-Varas and Watson, 1988! was origi-
nally standardized with a group of 127 normal-hearing sub-
jects, using free-field stimulus presentation in a relatively
uniform acoustic environment. Analysis of that first set of
TBAC data suggested a similar factor structure to that re-
ported here, as shown in Table VII. The separation of the
speech and nonspeech processing measures shown here was
one of the motivations for the present study. While sugges-
tive of a difference in the mechanisms underlying speech
recognition and nonspeech auditory discrimination abilities,
these results suffered from being based on a single speech
recognition task~the nonsense syllable identification test!.
The present replication and extension of these results clearly
support the original conclusion.

1We justify this method of smoothing the data on the grounds that variations
in the gaussian noise masker were sufficient to explain those small devia-
tions, and that the deviations were also well in excess of the standard errors
for these means.

2This fine-grained test of auditory sensitivity was introduced because of the
possibility that differences in pure-tone thresholds among these listeners
might be of some importance, despite all of them being within clinical
limits of normal hearing (x,20 dB HL). Within such a population it is
common to find listeners whose thresholds differ by 15–20 dB or more, at
given frequencies. Further analysis showed these large differences in abso-
lute thresholds to have no association whatsoever with speech processing at
conventional levels.

3In factor analysis an eigenvalue refers to the variance accounted for by each
factor as a function of the number of total variables submitted to the factor
analysis. In general, the eigenvalues reflect the amount of common variance
accounted for by the respective number of factors. Unless a factor extracts
at least as much as the equivalent of one original variable~an eigenvalue of
1!, it is generally dropped from further consideration.

4The goal of rotating the loadings in a factor analysis is to obtain a clear
pattern of loadings, that is, factors that are somehow clearly marked by
high loadings for some variables and low loadings for others. A varimax
rotation of the factor loadings is the most commonly used method of rotat-
ing the factors.
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TABLE VII. Factor analysis for TBAC data on 127 normal-hearing listeners~from Watsonet al., 1982a!.
Loadings less than 0.250 have been replaced by zero.

Test

Factor

1 2 3 4

Temporal order~tones! 0.803 0.000 0.000 0.000
Embedded test-tone loudness 0.771 0.000 0.000 0.000
Pitch discrimination 0.659 0.000 0.000 0.000
Temoral order
~syllables!
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Single-tone duration
discrimination

0.000 0.878 0.000 0.000

Single-tone intensity
discrimination

0.000 0.731 0.325 0.000

Syllable identification 0.000 0.000 0.902 0.000
Pulse/train discrimination 0.000 0.000 0.000 0.876
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This study describes the masking asymmetry between noise and iterated rippled noise~IRN! as a
function of spectral region and the IRN delay. Masking asymmetry refers to the fact that noise
masks IRN much more effectively than IRN masks noise, even when the stimuli occupy the same
spectral region. Detection thresholds for IRN masked by noise and for noise masked by IRN were
measured with an adaptive two-alternative, forced choice~2AFC! procedure with signal level as the
adaptive parameter. Masker level was randomly varied within a 10-dB range in order to reduce the
salience of loudness as a cue for detection. The stimuli were filtered into frequency bands, 2.2-kHz
wide, with lower cutoff frequencies ranging from 0.8 to 6.4 kHz. IRN was generated with 16
iterations and with varying delays. The reciprocal of the delay was 16, 32, 64, or 128 Hz. When the
reciprocal of the IRN delay was within the pitch range, i.e., above 30 Hz, there was a substantial
masking asymmetry between IRN and noise for all filter cutoff frequencies; threshold for IRN
masked by noise was about 10 dB larger than threshold for noise masked by IRN. For the 16-Hz
IRN, the masking asymmetry decreased progressively with increasing filter cutoff frequency, from
about 9 dB for the lowest cutoff frequency to less than 1 dB for the highest cutoff frequency. This
suggests that masking asymmetry may be determined by different cues for delays within and below
the pitch range. The fact that masking asymmetry exists for conditions that combine very long IRN
delays with very high filter cutoff frequencies means that it is unlikely that models based on the
excitation patterns of the stimuli would be successful in explaining the threshold data. A range of
time-domain models of auditory processing that focus on the time intervals in phase-locked neural
activity patterns is reviewed. Most of these models were successful in accounting for the basic
masking asymmetry between IRN and noise for conditions within the pitch range, and one of the
models produced an exceptionally good fit to the data. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1395583#

PACS numbers: 43.66.Dc, 43.66.Ba, 43.66.Mk, 43.66.Hg@MRL#

I. INTRODUCTION

Over the last 30 years, considerable effort has been de-
voted to specifying the ‘‘shape’’ of the auditory filter in hu-
mans, i.e., the magnitude of the transfer function of the filter
~e.g., Patterson, 1976!, and to constructing filterbanks to
simulate cochlear filtering in the spectral domain. These au-
ditory filterbanks are used to convert the long-term power
spectra of sounds into ‘‘excitation patterns’’~e.g., Moore and
Glasberg, 1987!. The excitation pattern is a general term for
any representation of the tonotopic distribution of the sound-
evoked neural activity at the level of the auditory nerve and
above. Excitation patterns based on auditory filter shapes can
explain a wide range of auditory phenomena; for example,
the roex auditory filter~Pattersonet al., 1982! has proven
highly successful in predicting the masking of tonal signals
by noise ~Patterson and Moore, 1986; Rosen and Baker,
1994; Bakeret al., 1998; Glasberg and Moore, 2000!. When

the roles of tone and noise are reversed, however, the tone is
found to be a much less effective masker than the noise, and
this asymmetry in masker effectiveness is difficult to explain
with models based on the excitation patterns of the stimuli.
Hellman~1972! showed that a narrow band of noise masks a
tone much more effectively than a tone masks a noise, even
when the tone and noise maskers have the same power.
Patterson and Henning~1977! quantified the discrepancy us-
ing the energy detection model of masking, and showed that
even when the variability of the energy of the noise is con-
sidered, a noise is a more effective masker than a tone. Hall
~1997! recently extended Hellman’s observations of masking
asymmetry to signals and maskers with bandwidths ranging
from 0 to 256 Hz. The center frequency of Hall’s stimuli was
1 kHz. Hall showed that, when masker level was fixed,
masked thresholds for signals with bandwidths greater than
that of the masker were much lower than those for signals
with bandwidths less than that of the masker. Masked thresh-
olds were essentially independent of signal bandwidth fora!Author to whom correspondence should be addressed.
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signal bandwidths smaller than or equal to the masker band-
width, which is compatible with the assumption that detec-
tion was based on the level of the stimulus at the output of
the auditory filter centered on the signal. For signal band-
widths greater than the masker bandwidth, masked thresh-
olds decreased markedly with increasing signal bandwidth.
Hall ~1997! attempted to explain the data using excitation
patterns that were produced by multiplying the long-term
power spectra of the stimuli with the magnitudes of the
transfer functions of two of the most recent auditory filters,
the two-dimensional, resonant-tectorial-membrane filter of
Allen ~1980! and the gammatone auditory filter of Patterson
~1994a!. Nevertheless, the decrease could not be explained in
terms of the excitation patterns of the stimuli.

The gammatone auditory filter is defined in the time
domain. The magnitude of its transfer function is very simi-
lar to that of the roex filter, and it has been successfully used
to represent cochlear filtering in physiological models of
auditory-nerve fibers~e.g., Hewitt and Meddis, 1991; Zhang
et al., 2001!. Moreover, the level-dependent version of the
gammatone filter, the ‘‘compressive gammachirp’’ auditory
filter of Irino and Patterson~1997, 2001!, has recently been
used to explain not only the level-dependent, human masking
data of Rosen and Baker~1994! but also the time-domain
recover functions recorded by Carney and Yin~1988! in au-
ditory nerve fibers~Carney et al., 1999!. The success of
these time-domain filters suggests that the problem Hall
~1997! encountered when attempting to model the asymme-
try of masking may have less to do with the representation of
cochlear filtering, and more to do with the use of excitation
patterns as the internal representation of the stimuli. Specifi-
cally, models of masking based on excitation patterns ignore
the fine-grain timing information at the output of the co-
chlear filter. In this paper, we investigate this hypothesis us-
ing ~1! a stimulus referred to as iterated rippled noise which
enables us to perform a particularly stringent test of the
excitation-pattern model of masking, and~2! a time-domain
model of auditory processing that enables us to segregate the
effects of filtering and temporal averaging in the production
of excitation patterns.

A. Excitation patterns for noise and IRN

Rippled noise~RN! is constructed by delaying a copy of
random noise byd ms, and adding it back to the original
~Bilsen, 1966!. Iterated rippled noise~IRN! is produced by
iterating the delay-and-add processn times ~Yost, 1996!.
IRN has a noise-like waveform with a degree of temporal
regularity which increases with the number of iterations,n.
The stimulus produces a compound perception with a hiss
component, typical of the original noise, and a temporally
regular component which sounds like a buzzy tone for delays
between about 1 and 30 ms, and which elicits a perception of
roughness or flutter for delays longer than 30 ms. The pitch
of IRN corresponds to the reciprocal of the delay~ROD!1

and the relative strength of the tone and noise components
depends on the degree of temporal regularity in the stimulus.
IRN is interesting because it can produce tonal and atonal
sounds with the same total energy and very similar excitation
patterns. The upper panel of Fig. 1 shows the magnitude of

the transfer function of a bandpass filter used in the current
study to restrict noise and IRN to the midfrequency region of
the audible range. The two lower panels show the excitation
patterns produced by noise~middle panel! and an IRN with
16 iterations and a ROD of 64 Hz~lower panel! after they
have been passed through the bandpass filter shown in the
upper panel. In this case, the cochlear filtering was simulated
in the time domain by a gammatone auditory filterbank with
194 channels with center frequencies between 0.8 and 8 kHz,
equally spaced on an equivalent rectangular bandwidth
~ERB! scale ~Glasberg and Moore, 1990; Pattersonet al.,
1995!, and the excitation patterns were produced by calcu-
lating the root-mean-square~rms! amplitude of the output of
each filter and plotting the rms amplitudes as a function of
filter center frequency on the same ERB scale as the band-
pass filter in the upper panel. The activity in the excitation
patterns is largely restricted to the passband of the initial
bandpass filter, as would be expected. The excitation level
increases with increasing frequency within the filter pass-
band because the bandwidth of the auditory filter in-

FIG. 1. Upper panel: Schematic diagram of the filter used to restrict the
frequency region of the stimuli. The lower cutoff frequency,Fc , was varied
from 0.8 to 6.4 kHz. The solid line shows the filter transfer function for the
condition whereFc51.6 kHz. The lower and upper spectral ramps were
0.2- and 1 kHz wide; the flat portion was 1.6 kHz wide. The vertical dashed
lines mark the boundaries between the lower and upper spectral ramps and
the flat portion. Middle and lower panels: Long-term excitation patterns
produced by noise~middle panel! and an IRN with 16 iterations and a ROD
of 64 Hz ~lower panel! after having been passed through the bandpass filter
shown in the upper panel.

2097J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 Krumbholz et al.: Asymmetry of masking between noise and IRN



creases with increasing center frequency. The excitation pat-
terns of the noise and the IRN are very similar; in particular,
when the IRN delay is long and the lower cutoff frequency
of the bandpass filter is relatively high, the excitation pattern
of the IRN does not reveal a set of harmonically spaced
peaks that could be used to determine the pitch of the sound.

Yost et al. ~1996! showed that it is difficult to explain
the discrimination of IRN stimuli with models based on ex-
citation patterns of the stimuli, and Pattersonet al. ~1996!
also showed that it is difficult to explain the relative strength
of the tone and noise components in the perception of IRN
with models based on excitation patterns. In both papers, the
authors demonstrated that time-domain models with gamma-
tone auditory filterbanks can explain the perceptions associ-
ated with IRN. Moreover, Patterson and Datta~1996! have
reported that there is an asymmetry of masking between
noise and IRN. They measured masked threshold for noise
and for IRN with 256 iterations in the presence of an IRN
masker with various numbers of iterations ranging from 0
~noise! to 256. IRN was generated with a delay of 16 ms and
all stimuli were high-pass filtered at 0.8 kHz, which is 12.8
times the reciprocal of the delay, so the excitation patterns of
the IRNs did not contain any resolved harmonic peaks
~Shackleton and Carlyon, 1994!. The overall level of the
masker was randomly varied over a 10-dB range in order to
reduce the salience of loudness as a cue for detection.
Threshold signal-to-masker ratio~SMR! for an IRN signal
masked by noise was23 dB, whereas threshold SMR for a
noise signal masked by IRN was213 dB. Since the maskers
produce similar excitation patterns, it is difficult to explain
the masking asymmetry with traditional power spectrum
models of masking.

The study of Patterson and Datta~1996! was limited to a
fixed delay of 16 ms and a fixed high-pass cutoff frequency
of 0.8 kHz. The pitch of IRN becomes progressively weaker
as the delay increases~Yost and Hill, 1978! and as the cutoff
of the highpass filter increases~Yost et al., 1998!. In the
current study, Patterson and Datta’s findings are extended by
measuring the degree of masking asymmetry between noise
and IRN as the reciprocal of the delay varies over the range
16–128 Hz, and as the cutoff of the high-pass filter increases
from 0.8–6.4 kHz. We also demonstrate that time-domain
models of auditory processing like those reported by Yost
et al. ~1996, 1998! and Pattersonet al. ~1996, 2000! can be
extended to explain much of the masking observed in the
current experiments.

II. METHODS

A. Stimuli

The stimuli were computed digitally with 16-bit resolu-
tion and a sampling rate of 25 kHz@Tucker Davis Technolo-
gies ~TDT! AP2#. IRN was generated with 16 iterations of
the add-original algorithm~Yost et al., 1996! using a gain,g,
of unity. The stimuli were filtered into frequency bands with
an equivalent rectangular bandwidth of 2.2 kHz and four
different lower cutoff frequencies,Fc50.8, 1.6, 3.2, and 6.4
kHz. The edges of the frequency bands were rounded with a
quarter cycle of a cosine function in order to avoid edge

tones~see the upper panel in Fig. 1!. The lower and upper
spectral ramps had widths of 0.2 and 1.0 kHz, respectively.
The flat portion was 1.6 kHz wide. Filtering was performed
digitally in the frequency domain.

In both masking conditions~IRN masked by noise and
noise masked by IRN!, and in all four filter conditions,
masked threshold was measured for four different IRN de-
lays, d57.8125, 15.625, 31.25, and 62.5 ms, with recipro-
cals of 128, 64, 32, and 16 Hz. Thresholds were also mea-
sured for a noise signal in a noise masker in all four filter
conditions, yielding a total of 4343214536 conditions.
In all cases, the signal and masker were gated on and off
simultaneously with 25-ms cosine-squared ramps and a flat
portion of 750 ms. Three threshold measurements were per-
formed in each condition. The order in which conditions
were measured was counterbalanced between the three
threshold runs. For the first run, thresholds were measured
for ascending filter cutoff frequency; within each filter con-
dition, thresholds were measured first for IRN masked by
noise and then for noise masked by IRN; within each mask-
ing condition, thresholds were measured for ascending IRN
delay. For the second and third threshold runs, the order of
the threshold measurements was reversed relative to the pre-
vious run. When one threshold run for each of the ‘‘IRN
masked by noise’’ and ‘‘noise masked by IRN’’ conditions
was completed, thresholds for the ‘‘noise masked by noise’’
condition were measured with the same order of filter cutoff
frequencies.

The signal and masker were played out through separate
channels of the TDT DD1 D/A converter and low-pass fil-
tered at 10 kHz~TDT FT6-2!. They were separately attenu-
ated according to the signal and masker level for the current

FIG. 2. Individual and average thresholds for the four filter cutoff frequen-
cies ~Fc50.8, 1.6, 3.2, and 6.4 kHz!. Threshold is expressed in terms of
signal-to-masker ratio, SMR, in dB. Thresholds for IRN masked by noise
~filled symbols and solid lines! and for noise masked by IRN~open symbols
and dashed lines! are plotted as a function of the reciprocal of the IRN delay
~ROD!. The results for the individual listeners are presented by different
symbols which are shifted relative to each other along the abscissa for
clarity; the error bars show the standard error of the threshold estimates. The
lines connect the average threshold values for each masker condition across
listeners. The average threshold for noise masked by noise in each filter
condition is shown by a horizontal, faint solid line.
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trial using two programmable attenuators~TDT PA4!. They
were added in an analog signal mixer~TDT SM3!, where
they were also combined with a continuous low-pass noise
designed to mask distortion products with frequencies below
the stimulus passband. The continuous noise was produced
by low-pass filtering~Kemo VBF8! a pink noise from an
SRS SR780 spectrum analyzer. The low-pass filter had a
slope of 96 dB/octave and a cutoff frequency which was half
an octave below the lower cutoff frequency,Fc , of the cur-
rent filter condition. The unfiltered pink noise had a level of
31.3 dB SPL in the 1/3-octave band around 1 kHz. Finally,
the stimuli were fed to a headphone buffer~TDT HB6! and
presented diotically via headphones~AKG K 240 DF!. The
listener was seated in a double-walled, sound-attenuating
booth.

B. Procedure

Masked threshold was measured with an adaptive two-
alternative, forced-choice procedure. Each trial consisted of
two 800-ms observation intervals separated by a silent gap of
500 ms. One of the observation intervals contained the
masker alone, the other contained masker plus signal. The
listener’s task was to choose the interval which contained the
signal by pressing one of two buttons on a response box.
Feedback was given at the end of each trial. The adaptive
parameter was the level of the signal. The nominal overall
level of the masker was fixed at 60 dB SPL. However, in
order to reduce the usefulness of loudness cues, the levels of
the stimuli in both observation intervals were varied ran-
domly within a 10-dB range. The random level rove was
intended to encourage listeners to base their decisions on
sound quality differences between the two observation inter-
vals in those conditions where signal and masker were of
different stimulus type. At the same time, the level rove in-
creased threshold in conditions where a noise signal was pre-
sented in a noise masker because loudness was the only cue
available to the listeners in these conditions. Signal level was
set to a value well above the anticipated threshold at the
beginning of each threshold run. After three consecutive cor-
rect responses, signal level was reduced and after each incor-
rect response, signal level was increased to track the signal
level that yields 79%-correct responses~Levitt, 1971!. The
step size of the level increments and decrements was 5 dB up
to the first reversal, 3 dB up to the second reversal, and 2 dB
for the rest of the ten reversals that made up one threshold
run. Each threshold estimate is the average of the last eight
reversals of signal level. The data points presented in the
figures are the mean of three thresholds estimates and the
error bars show their standard errors.

C. Listeners

A total of four listeners participated in the experiment:
authors AN and KK as well as two students, NR and RB,
who were paid for their services at an hourly rate. The lis-
teners were between 20 and 31 years and reported no history
of hearing impairment.

III. RESULTS

The four panels of Fig. 2 show the experimental results
for the four filter conditions~Fc50.8, 1.6, 3.2, and 6.4 kHz!.
Threshold for IRN masked by noise~filled symbols and solid
lines! and for noise masked by IRN~open symbols and
dashed lines! is plotted as a function of the reciprocal of the
delay. The individual thresholds for the four listeners are
presented by different symbols which are shifted relative to
each other along the abscissa for clarity. The lines connect
the average threshold values for each masking condition
across listeners. For each filter condition, the average thresh-
old for noise masked by noise is indicated by the horizontal,
faint solid line. Threshold is expressed in terms of the signal-
to-masker ratio, SMR, which is the difference between the
overall level of the signal at threshold and the overall level of
the masker in dB. The two panels of Fig. 3 show the average
thresholds for IRN masked by noise~upper panel! and for
noise masked by IRN~lower panel! plotted as a function of
the filter cutoff frequency,Fc . The parameter in Fig. 3 is the
reciprocal of the IRN delay, ROD. The asterisks connected
by faint solid lines in both panels of Fig. 3 show the average
thresholds for the noise masked by noise conditions.

FIG. 3. Average thresholds for IRN masked by noise~upper panel! and
noise masked by IRN~lower panel!, plotted as a function of filter cutoff
frequency,Fc . The parameter is the reciprocal of the IRN delay~see the
legend in the upper panel!. In both panels, the average thresholds for noise
masked by noise are represented by asterisks connected by faint, solid lines.
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For most combinations of filter cutoff frequency and
ROD, noise masks IRN much better than IRN masks noise;
this masking asymmetryis illustrated by the large difference
between the bold solid and dashed lines in each panel of Fig.
2. For the lowest cutoff frequency,Fc50.8 kHz, threshold
decreases markedly with increasing ROD for both masking
conditions. For IRN masked by noise~solid lines!, the slope
of the function relating threshold to the ROD becomes shal-
lower as cutoff frequency increases. For most combinations
of IRN delay and masking condition, threshold tended to
increase with increasing cutoff frequency~Fig. 3!. Figure 3
also shows that the functions relating threshold to filter cut-
off, Fc , are essentially parallel for delays with reciprocals of
32, 64, and 128 Hz. For 16 Hz, the threshold function for the
IRN masked by noise condition is close to the threshold
function for the noise masked by noise condition, which is
roughly independent of filter cutoff. The loudness difference
between masker and masker plus signal was a useful cue for
detection at SMRs above the noise masked by noise thresh-
old, and so, threshold for IRN masked by noise and for noise
masked by IRN was expected to be bounded by the threshold
for noise masked by noise. In the noise masked by noise
condition, the loudness difference between masker and
masker plus signal was the only detection cue. However, the
overall levels of both stimuli were randomized within a
10-dB range. In this case, when the SMR is 1 dB, the level of
the masker plus signal will be greater than the level of the
masker alone in 79% of the trials. The observed threshold for
the noise masked by noise condition is in reasonable accor-
dance with this expectation. For the noise masked by IRN
condition, the threshold function for ROD516 Hz is mark-
edly steeper than the functions for the other three delays
~lower panel in Fig. 3!.

Interestingly, in the highest filter condition (Fc

56.4 kHz), the average threshold for IRN masked by noise
at 16 and 32 Hz is higher than the threshold for noise masked
by noise, where the only detection cue is the loudness differ-
ence between masker and masker plus signal. The perceptual
correlate of the temporal regularity in IRN with a long delay
is not distinct in the highest filter condition, and so the sound
quality difference between masker and signal was probably
not a reliable cue in the IRN masked by noise condition. It is
possible that threshold is elevated in these conditions be-
cause listeners still tried to base their decisions on sound
quality differences even though they were less useful than
loudness differences.

Figure 4 presents the masking asymmetry for each of the
IRN delays. Values for different filter cutoff frequencies,Fc ,
are denoted by different bar infills. When the reciprocal of
the delay is 32, 64, or 128 Hz, the masking asymmetry is
more or less independent of filter cutoff frequency with an
average value of about 9 dB. At 128 Hz, there is a small but
progressive increase in masking asymmetry when cutoff fre-
quency increases from 0.8 to 3.2 kHz, which is primarily due
to the increase in threshold for the IRN masked by noise
condition with increasing cutoff frequency. When the recip-
rocal of the delay is 16 Hz, the masking asymmetry for the
lowest cutoff frequency (Fc50.8 kHz) is about the same as
it is for the higher RODs~about 9 dB!, but it decreases

progressively with increasing cutoff frequency to less than 1
dB when Fc56.4 kHz. The progressive decrease of the
masking asymmetry for the 16-Hz IRN is mainly due to the
marked increase in threshold with increasing cutoff fre-
quency in the noise masked by IRN condition~lower panel
in Fig. 3!. These results suggest that processing of temporal
regularity may be based on different principles below and
above the pitch–infrapitch boundary, which is at about 30 Hz
~Krumbholzet al., 2000!.

IV. MASKING ASYMMETRY IN TIME-DOMAIN MODELS
OF AUDITORY PROCESSING

Several time-domain models of auditory processing
were used to simulate the internal representation of the IRN
and noise stimuli in the auditory system and to investigate
the neural bases of the observed masking asymmetry. The
models are all based on Licklider’s~1951! duplex model of
pitch, which was the first multichannel autocorrelation model
of temporal processing. Several computational versions of
Licklider’s general model have since been implemented by,
for example, Slaney and Lyon~1990!, Meddis and Hewitt
~1991!, and Pattersonet al. ~1992! among others. In general
terms, these auditory models produce a multichannel simu-
lation of the neural activity produced by the cochlea, and
then they construct a time-interval histogram of the phase-
locked activity in each channel. The output is an array of
interval histograms referred to as an autocorrelogram or ‘‘au-
ditory image.’’

We will use the terminology described in Patterson and
Irino ~1998! to distinguish the auditory models described in
this section and to separate the processing mechanisms from
the representations of internal activity that they produce. For
example, thegammatone filterbank is a processing module
and as such is specified with a lower-case, bold and italic
abbreviation,gtf, whereas the output that the module is in-
tended to simulate, basilar membrane motion, is designated
by an upper-case, nonbold abbreviation, BMM. A complete
model is specified by its processing modules separated by
‘‘/’’ such as thegtfÕmedÕac model; the first specifies the mode

FIG. 4. Masking asymmetry in dB as a function of the reciprocal of the
delay for four different filter cutoff frequencies,Fc ~denoted by different bar
infills!. The error bars show the standard errors of the threshold differences.
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of spectral analysis, which is invariably the gammatone au-
ditory filterbank in this paper, the second specifies the
method of converting the simulated BMM into a simulated
neural activity pattern~NAP!, which is the Meddis hair cell
~med! in this example, and the third specifies the method of
processing the time-interval information in the NAP which in
this example is autocorrelation~ac!.

The modeling in the current paper was performed with
the AIM/DSAM software package2 andMATLAB . The model in
this section is essentially a modified version of the auditory
image model~AIM ! presented in Pattersonet al. ~1995!. The
operation of the middle ear was simulated with a broad,
second-order bandpass filter with lower and upper cutoff fre-
quencies of 0.45 and 8.5 kHz, respectively. The spectral
analysis performed by the cochlea was simulated with a 60-
channel, gammatone filterbank~gtf! with center frequencies
between 0.1 and 8 kHz, evenly distributed on the ERB scale
~Glasberg and Moore, 1990!. The filtered waves were half-
wave rectified, compressed, and low-pass filtered~hcl! to
simulate the neural activity pattern~NAP! flowing from the
cochlea up the auditory nerve in response to IRN and noise
stimuli. We used instantaneous, power-law compression with
an exponent of 0.5~Oxenham and Moore, 1995!. A cascade
of four low-pass filters, with a fixed cutoff frequency of 0.8
kHz was used to simulate the loss of phase locking at high
frequencies~Weiss and Rose, 1988!. Finally, a time-interval
analysis similar to autocorrelation was applied in each chan-
nel of the simulated NAP to produce a two-dimensional
time-interval histogram, referred to as an auditory image
~AI ! ~Pattersonet al., 1992!. Specifically, the conversion
from the time dimension of the NAP to the time-interval
dimension of the AI was performed with strobed temporal
integration ~sti! ~Patterson, 1994b; Patterson and Irino,
1998!. Autocorrelation in its original form produces a repre-
sentation which is analogous to an all-order time-interval
histogram. Such histograms are symmetric in the time-
interval dimension, and so they are insensitive to temporal
asymmetry in the stimulus that listeners often perceive
~Patterson, 1994a, b; Akeroyd and Patterson, 1995, 1997!. In
sti, the analysis is limited to time intervals measured from
local peaks within each channel of the NAP. Pattersonet al.
~1996! showed that in the case of pitch perception, where
asymmetry is not an issue, autocorrelation andsti produce
virtually indistinguishable results. Consequently, we believe
that if autocorrelation were used in place ofsti in the mod-
eling that follows, it would not materially affect the model-
ing results. Also,sti takes far less computation time than
autocorrelation, which remains a significant advantage when
processing a large number of stimuli for a variety of models.
This version of AIM is referred to as thegtfÕhclÕsti model
~gtf: gammatone filterbank;hcl: half-wave rectification,
compression, and lowpass filtering;sti: strobed temporal in-
tegration!.

To summarize the information in the two-dimensional
images and to produce a decision measure, the AI was
summed across frequency channels to form the summary AI
of the stimulus. The summary AIs were normalized to the
value at 0 ms because the level rove decreased the salience
of overall level as a detection cue. The stimuli used in the

modeling were produced in the same fashion as those pre-
sented to the listeners in the experiment. For each combina-
tion of ROD and filter cutoff, 15 samples of each masker
type ~noise or IRN! were generated at a fixed level of 60 dB
SPL. Simulations were performed for a set of signal levels
ranging from values well below to values well above the
observed thresholds: For the IRN masked by noise condition,
the SMR varied from216 to 14 dB in 3-dB steps; for the
noise masked by IRN condition, the SMR varied from222
to 14 dB in 3-dB steps. At each signal level and for each
combination of ROD and filter cutoff, 15 samples of each
signal type~IRN or noise! were generated and added to one
of the 15 masker samples for that condition. The stimuli
were generated with a duration of 810 ms. For each of the
stimuli, a sequence of 20 individual summary AIs was gen-
erated in 35-ms steps starting at 105 ms after stimulus onset,
where the response of the model has reached steady state.
The 20 summary images were averaged to produce a single,
overall summary AI for that stimulus. The overall summary
AIs for each of the 15 masker or masker-plus-signal samples
were averaged to produce the summary AI that was used to
calculate the decision measure for each combination of sig-
nal level and masker type. The summary AIs were limited to
a maximum time interval of 35 ms, as the lower limit of
pitch for complex sounds is about 30 Hz, corresponding to a
period of 33 ms~Krumbholz et al., 2000!. To simulate the
reduction in pitch strength near the lower limit of pitch, and
to avoid discontinuities at the border of the image, we fol-
lowed Pattersonet al. ~1996! and Pressnitzeret al. ~2001!
and imposed a linear weighting function which decreased
from unity at a time interval of 0 ms, to zero at a time
interval of 40 ms. The limitation in time intervals restricted
the modeling to stimuli with RODs of 32, 64, and 128 Hz.
An attempt to include the 16-Hz data is discussed at the end
of this section.

A. gtf Õhcl Õsti model with a Gauss decision measure

The top panel of Fig. 5 shows the summary AIs for the
IRN masked by noise condition when the delay is 15.625 ms
(ROD564 Hz), the filter cutoff is 0.8 kHz, and the SMR is
15 dB. The masker, which is a noise in this case, is shown by
the dashed line and the masker plus signal by the solid line.
The IRN signal produces a peak at the IRN delay and at
integer multiples of the delay, and it reduces the activity in
the regions just below and above the peaks. This suggests
that the activity levels in the peak regions and adjacent to the
peak regions could provide the basis for a decision measure
that correlates well with the perceptual cues used in the de-
tection task. The lower panel shows the summary AIs in the
noise masked by IRN condition for the same combination of
delay and filter cutoff and the same SMR of 15 dB. In this
case, the masker~dashed line! is an IRN and the masker plus
signal ~solid line! is IRN plus noise. Again, the signal pro-
duces a difference in the peak regions and the adjacent re-
gions. In this case, however, the signal is a noise and it
reducesthe normalized activity at the IRN delay and its in-
teger multiples, and itincreasesthe normalized level in re-
gions just below and above the peaks. Accordingly, we con-
structed a measure of the relative strength of the tone and
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noise components in the perceptions produced by these
stimuli by calculating the activity level in the peak regions
and in the adjacent background regions of their summary
AIs. Pattersonet al. ~1996! found that the ratio of the peak
level to the background level in the summary AI is a good
predictor of the perceived tone-to-noise ratio of IRN sounds.
Pattersonet al. restricted their decision measure to the first
peak in the image, at the IRN delay. They investigated the
tone-to-noise ratio in IRN stimuli for a single delay of 16 ms,
and so there was no need to model the effect of IRN delay.
We observed that the effect of IRN delay in the current ex-
periment was readily modeled by considering not only the
first peak, but also the peaks at integer multiples of the IRN
delay that lie within the boundaries of the image, i.e., below
35 ms. The summary AI for a 32-Hz IRN contains only one
peak at 31.25 ms, the summary image for a 64-Hz IRN con-
tains two peaks at 15.625 and 31.25 ms~see Fig. 5!, and the
image for a 128-Hz IRN contains four peaks at integer mul-
tiples of 7.8125 ms. The activity in the peak regions of the
summary AI, PA, was calculated by centering Gaussian
weighting functions with a standard deviations of 1 ms on
the peaks at integer multiples of the IRN delay below 35 ms,

and then integrating the summary AI within these Gaussian
windows. A width of 1 ms was chosen, so that the Gaussian
window would encompass the activity in the main peak as
well as part of the two side peaks of each peak region in the
IRN. PA provides a measure of the strength of the tonal
component of the stimulus. The activity in the background
regions adjacent to the peaks,BA, was calculated by apply-
ing the same Gaussian weighting functions centered 4 ms
below the integer multiples of the IRN delay. The back-
ground window was centered on the background region
where the difference between masker alone and masker plus
signal was greatest~compare the dashed and solid lines in
Fig. 5!. BA provides a measure of the strength of the noise
component in the perception. The faint dash-dotted lines in
Fig. 5 show the two peak windows, and the faint dotted lines
show the two background windows for the 64-Hz IRN. Fol-
lowing Pattersonet al. ~1996!, we computed the ratio be-
tween peak and background activity for each peak separately
and added the ratios for all peaks within the boundary of the
image. The peak-to-background ratio of the masker is desig-
nated PAm /BAm , and for the masker plus signal, it is
PAm1s /BAm1s . The absolute value of the difference
PAm1s /BAm1s2PAm /BAm was used as the decision mea-
sure for estimating threshold. ThegtfÕhclÕsti model with this
decision measure will be referred to asgtfÕhclÕsti-Gauss.

The four panels of Fig. 6 show the decision measure
plotted as a function of SMR for the four filter conditions
(Fc50.8, 1.6, 3.2, 6.4 kHz). The parameters within each
panel are the ROD and the masking condition. The bold lines
show the decision measure for IRN masked by noise; the
thin lines show the results for noise masked by IRN. Differ-
ent RODs are represented by different line types~dash-
dotted: 32 Hz; dashed: 64 Hz; solid: 128 Hz!. Threshold was
defined as that SMR at which the peak-to-background differ-
ence for masker plus signal deviates from that of the masker

FIG. 5. Summary AIs for masker~dashed line! and masker plus signal~solid
line! for IRN masked by noise~left panel! and noise masked by IRN~right
panel!. In both cases, the IRN delay was 15.625 ms (ROD564 Hz) and the
SMR was 15 dB. The faint dash-dotted and dotted lines show the Gaussian
weighting functions used to calculate the level of activity in the peak and
background regions.

FIG. 6. Decision measure for thegtfÕhclÕsti-Gauss model plotted as a func-
tion of SMR for the four filter conditions (Fc50.8, 1.6, 3.2, 6.4 kHz).
The bold lines show the decision measure for IRN masked by noise; the thin
lines show the results for noise masked by IRN. The reciprocal of the delay
is represented by different line types~dash-dotted: 32 Hz; dashed: 64 Hz;
solid: 128 Hz!. The threshold criterion that minimizes the rms deviation
between simulated and measured thresholds is shown by the horizontal,
dotted line in each panel.
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alone by a fixed criterion,C. The criterionC was the same
for all experimental conditions and it was chosen to mini-
mize the root-mean-square~rms! deviation between simu-
lated and measured threshold values for all conditions. In
Fig. 6, the criterion is shown by the horizontal, dotted line in
each panel.

The four panels of Fig. 7 show simulated threshold as a
function of reciprocal of the delay for the four filter condi-
tions. The bold symbols connected by bold lines show the
simulated thresholds for the two masking conditions: IRN
masked by noise~squares and solid lines! and noise masked
by IRN ~triangles and dashed lines!. The thin symbols con-
nected by thin, solid, and dashed lines show the correspond-
ing average data from the experiment. Comparison of the
simulated and observed thresholds shows that, although the
gtfÕhclÕsti-Gauss model contains no free parameters apart
from the criterion,C, which was fixed for all conditions, the
model can nevertheless explain the basic asymmetry of
masking, the effect of the ROD in the range 32–128 Hz, and
most of the effect of filter cutoff frequency. The rms devia-
tion between the simulated and observed thresholds is only
1.37 dB. The deviation between the simulated and observed
thresholds is concentrated in the IRN masked by noise con-
dition for the lowest filter frequency (Fc50.8 kHz). Thresh-
old in this condition is overestimated by the model~compare
the bold and thin squares in the upper left panel!. The fit
between the simulated and the observed thresholds in the
IRN masked by noise condition is better for the higher filter
frequencies, because the observed thresholds increase more
strongly with increasing filter frequency than the simulated
thresholds.

Pattersonet al. ~2000! used a time-domain model of au-
ditory processing, which was similar to thegtfÕhclÕsti model
used in this section, to explain the perceptual tone-to-noise
ratio of merged IRNs, i.e., stimuli which consist of two IRNs
with different delays, added together. They found that the

correspondence between simulated and observed data criti-
cally depended on the cutoff frequency of the low-pass filter,
which determines the model’s loss of phase locking at high
frequencies. We examined the effect of the low-pass cutoff
frequency,Flp , in the gtfÕhclÕsti-Gauss model on the simu-
lation of masking asymmetry, by varyingFlp in the four-
stage low-pass filter of thehcl stage of the model between
0.075 and 9.6 kHz in octave steps. The simulation showed
that threshold was remarkably insensitive to changes in the
low-pass cutoff. Even whenFlp was increased from 0.8 kHz
~as in the initial version of thegtfÕhclÕsti model above! to 9.6
kHz, the functions relating the decision measure to SMR~as
in Fig. 6! remained essentially unchanged, indicating that
although the peaks in the summary AIs exhibit an increasing
amount of temporal fine structure asFlp is increased, the
integral of the activity within the Gaussian windows remains
the same. AsFlp was decreased below 0.8 kHz, the maxi-
mum value of the decision measure at the maximum SMR
decreased, because the peaks in the summary AIs became
wider and flatter. However, this had little effect on threshold
down to Flp50.15 kHz; the rms deviation between simu-
lated and observed thresholds remained in the range 1.35 to
1.40 dB ~compared with 1.37 dB forFlp50.8 kHz!. When
the cutoff was reduced toFlp50.075 kHz, the rms deviation
rose to 1.9 dB, because the model lost the ability to account
for the effect of IRN delay.

Omitting the compression in the initial version of the
gtfÕhclÕsti-Gauss model caused only a marginal increase in
the rms deviation between simulated and observed thresholds
from 1.37 to 1.40 dB. ThegtfÕhclÕsti-Gauss model without
compression still predicts the correct amount of masking
asymmetry, indicating that the masking asymmetry in the
simulated thresholds is largely determined by the temporal
properties of the stimuli. This is in accordance with the find-
ings of Patterson and Irino~1998!, who showed that the au-
ditory image model could explain temporal asymmetry in the
auditory system. They found that changing the compression
in the model did not have a large effect on the predicted
asymmetry. Patterson and Irino used a relative decision mea-
sure, like the peak-to-background ratio used in the current
study. They argued that the effect of instantaneous, mono-
tonic compression is minimized when ratios are computed.

B. hcl Õac model with a Gauss decision measure

The fact that thegtfÕhclÕsti-Gauss model is insensitive to
the low-pass cutoff,Flp , suggests that it is the gammatone
filterbank that enables the model to account for the effect of
filter condition. In order to test this idea, we calculated the
Gauss decision measure directly from the autocorrelation
functions ~ac! of the waves after half-wave rectification,
compression, and low-pass filtering. The middle-ear band-
pass filter, the compression, and the low-pass filter were the
same as in the initial version of thegtfÕhclÕsti-Gauss model.
The autocorrelation function used to calculate the decision
measure was the average of the autocorrelation functions for
fifteen 810-ms samples of each stimulus type. The modeling
was once again restricted to stimuli with RODs of 32, 64,
and 128 Hz. This model will be referred to as thehclÕac-
Gauss model.

FIG. 7. Simulated threshold for thegtfÕhclÕsti-Gauss model as a function of
the ROD for the four filter conditions. The bold symbols connected by bold
lines show the simulated thresholds for the two masking conditions: IRN
masked by noise~squares and solid lines! and noise masked by IRN~tri-
angles and dashed lines!. The thin squares and triangles connected by thin,
solid, and dashed lines show the corresponding average data from the ex-
periment.
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Simulated thresholds from thehclÕac-Gauss model are
presented with the average threshold data in Fig. 8. As might
be expected, thehclÕac-Gauss model can account, at least
qualitatively, for the basic masking asymmetry and for the
effect of IRN delay, but it cannot explain the effect of filter
condition. Whereas the observed threshold increases with in-
creasing filter cutoff, the simulated threshold is largely inde-
pendent of cutoff, so threshold is overestimated in the lowest
filter condition (Fc50.8 kHz) and underestimated in the
highest filter condition (Fc56.4 kHz). Thus, the rms devia-
tion between simulated and observed thresholds increases
from 1.37 to 1.89 dB. The simulations were also repeated
with a compression exponent of 1~no compression!, in order
to determine whether the masking asymmetry in the initial
hclÕac-Gauss model was a result of the compression, or
whether it is determined by the temporal structure of the
stimuli themselves. As in the case of thegtfÕhclÕsti-Gauss
model, omitting the compression in thehclÕac-Gauss model
caused only a marginal increase in the rms deviation between
simulated and observed thresholds from 1.89 to 1.93 dB.

C. gft Õmed Õsti model with a Gauss decision measure

In many time-domain models, the mechano-electrical
transduction is simulated with the hair-cell model proposed
by Meddis~1986!. We repeated the simulations of masking
asymmetry described above with a version of AIM where the
half-wave rectification, compression, and low-pass filtering
were replaced by the Meddis~1986! hair-cell model~med!.
Simulated thresholds from thisgftÕmedÕsti-Gauss model are
presented with the average threshold data in Fig. 9, which
shows that simulated threshold for both masking conditions
increases markedly with increasing filter cutoff frequency,
Fc . The increase in simulated threshold for the IRN masked
by noise condition~filled triangles! is similar to that ob-
served in the data. However, in the noise masked by IRN
condition, the simulated threshold increases even more with
increasing cutoff frequency which is not observed in the
data. Thus, the simulated masking asymmetry decreases with
increasing cutoff frequency, whereas the observed masking

asymmetry for RODs of 32, 64, and 128 Hz is fairly constant
across filter conditions. This discrepancy leads to an increase
in the rms error from 1.37 to 2.0 dB. Thus, thegtfÕmedÕsti-
Gauss model can explain the main effects in the data quali-
tatively, but quantitatively, the fit is not as good as that pro-
vided by thegtfÕhclÕsti-Gauss model. The excess frequency
dependence of thegtfÕmedÕsti-Gauss model is probably due
to the spontaneous rate of the Meddis~1986! hair cell. In the
two-dimensional AIs, the spontaneous rate produces a con-
stant background of activity in channels which do not re-
spond to the stimulus. In the higher filter conditions, the
proportion of channels which do not respond to the stimulus
becomes greater, because the stimulus passband covers a
smaller number of ERBs. Thus, the summary AIs for stimuli
in the higher filter conditions have a higher level of back-
ground activity and smaller peaks. This illustrates a general
limitation of time-domain models that use hair cells with
spontaneous rates in conjunction with summary auditory im-
ages. Such models could be extended with a routine that
determines whether each channel should be included in the
summary AI on the basis of whether it makes a useful con-
tribution to the decision measure, but this extension is be-
yond the scope of the current paper.

D. gtf Õmed Õsti with a Euclidean distance measure, D 2

The autocorrelation models described by Meddis and
O’Mard ~1997! and Pressnitzeret al. ~2001! are quite similar
to thegtfÕmedÕsti-Gauss model, and between them they can
account for a wide range of pitch phenomena. There is, how-
ever, a difference in the decision measure. Meddis and
O’Mard and Pressnitzeret al. used a Euclidean distance
measure, D2, rather than the difference between peak-to-
background ratios,PA/BA, to summarize the difference be-
tween two summary AIs. D2 is the integral of the squared
difference between two summary AIs, and so it compares
differences at all time intervals within the image and it gives
all differences equal weight. We replaced the Gauss decision
measure in thegtfÕmedÕsti-Gauss model with the D2 measure
to determine if this would improve the fit of thegtfÕmedÕsti

FIG. 8. Simulated threshold for thehclÕac-Gauss model plotted in the same
format as in Fig. 7.

FIG. 9. Simulated threshold for thegtfÕmedÕsti-Gauss model plotted in the
same format as in Fig. 7.
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model. We found that thisgtfÕmedÕsti-D2 model does not
predict sufficient masking asymmetry to explain the ob-
served data. The simulated thresholds for IRN masked by
noise are greater than those for noise masked by IRN, but the
degree of asymmetry is far too small; on average, the mask-
ing asymmetry in the simulated thresholds is only 2.5 dB
compared to 9.4 dB in the observed thresholds. As a result,
the rms deviation between simulated and observed thresholds
increases from 2.0 to 3.6 dB when the Gauss measure is
replaced by the D2 measure with thegtfÕmedÕsti model.

E. Extension of gft Õhcl Õsti -Gauss model to the 16-Hz
data

The lower limit of pitch is in the region of 30 Hz and, as
a result, the maximum time interval in the AI or the autocor-
relogram is typically restricted to about 35 ms~Patterson
et al., 1996!. This is why the fits described above were re-
stricted to the data for IRN delays with reciprocals greater
than 30 Hz. It was also our impression that listeners were
using flutter or roughness in the 16-Hz condition rather than
the presence of a tonal percept. In the two lower filter con-
ditions ~Fc50.8 and 1.6 kHz!, the 16-Hz data appear to be a
natural extension of those at the higher RODs; however, in
the two higher filter conditions~Fc53.2 and 6.4 kHz!, the
thresholds for the two masking conditions converge in the
16-Hz data. Nevertheless, for completeness we extended the
gtfÕhclÕsti-Gauss model to determine the degree to which it
could accommodate the complete data set if we ignored the
perceptual data on the lower limit of pitch. The extension
was accomplished simply by doubling the maximum time
interval in the auditory image to 70 ms by halving the slope
of the linear weighting function applied to the summary AI.
The simulated and observed thresholds are presented in Fig.
10, which shows that thisgtfÕhclÕsti-Gauss model with en-
larged images does not provide a good fit to the extended
data set. At 16 Hz, the model overestimates threshold for
IRN masked by noise in all filter conditions. Moreover, the
model underestimates threshold for noise masked by a 16-Hz
IRN in the two higher filter conditions~Fc53.2 and 6.4

kHz!, and as a result, it overestimates the masking asymme-
try at 16 Hz in these two filter conditions. In general, this
model predicts that threshold at 16 Hz will simply be an
extension of that at 32, 64, and 128 Hz; this is clearly not
true for the observed threshold at 16 Hz. The rms deviation
between simulated and observed thresholds rises from 1.37
to 1.89 dB when the images are extended to longer time
intervals. We interpret this as further evidence that detection
for 16 Hz is mediated by different cues than for the higher
RODs. This provides some justification for our original de-
cision to limit the model to RODs above 30 Hz.

In summary, the modeling suggests that the most appro-
priate description of the masking asymmetry observed be-
tween noise and IRN in the pitch region is provided by the
gtfÕhclÕsti version of Licklider’s original model of time-
interval processing. The fact that threshold increases with
increasing filter cutoff demonstrates that some form of audi-
tory filtering is required to explain the pattern of results
across frequency. The standard gammatone auditory filter-
bank,gtf, was used to perform the spectral analysis, although
the asymmetry of masking does not constrain the parameters
of the filterbank to the specific values that we have em-
ployed. The mechano-electrical transduction in the cochlea
was simulated by half-wave rectification, square-root com-
pression, and four stages of low-pass filtering, as suggested
by the studies of Yostet al. ~1998! and Pattersonet al.
~2000! on the perception of pitch and pitch strength. The
effects of compression and low-pass filtering were examined
but neither was found to play an important role in determin-
ing the form of the masking asymmetry as a function either
of filter cutoff or IRN delay. However, when thehcl module
was replaced by the Meddis hair cell,med, the spontaneous
rate of the hair cell caused the masking asymmetry predicted
by the model to decrease as filter cutoff increased—a reduc-
tion that is not observed in the data. Similarly, all threshold
values increased with cutoff frequency more than they do in
the data. The time-interval processing applied by the third
stage of the model is required to explain the basic masking
asymmetry. The precise form of the processing is not overly
constrained by the current data; we used strobed temporal
integration,sti, since it is simple and it preserves temporal
asymmetry as required by studies of strongly asymmetric
sounds~Patterson and Irino, 1998!. In order to explain the
fact that threshold decreases with IRN delay in all filter con-
ditions for both masker types, it was necessary to include the
higher-order peaks of the summary auditory images in the
decision measure. This is a new finding that is most likely
related to the fact that the experiments included a wide range
of delays. Finally, the width of the auditory image was in-
creased to 70 ms in an attempt to explain the data at the
longest IRN delay with a reciprocal of 16 Hz, but it was
unsuccessful in the sense that the reduction of masking
asymmetry at high filter cutoff frequencies in the 16-Hz data
was not mirrored in the simulated threshold.

V. CONCLUSIONS

There is a large masking asymmetry between noise and
iterated rippled noise~IRN!. Noise is about 10 dB more ef-
fective in masking IRN than IRN is in masking noise when

FIG. 10. Simulated threshold for thegtfÕhclÕsti-Gauss model with enlarged
images plotted in the same format as in Fig. 7.
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the reciprocal of the IRN delay is within the pitch range. For
both masking conditions, threshold decreases with decreas-
ing IRN delay, and for most combinations of IRN delay and
masking condition, threshold increases as the passband of the
stimuli is moved to higher frequencies. When the reciprocal
of the delay is 16 Hz, the masking asymmetry decreases
progressively as the filter cutoff frequency is increased, from
about 9 dB for the lowest cutoff frequency (Fc50.8 kHz) to
less than 1 dB for the highest cutoff frequency (Fc

56.4 kHz). This suggests that masking asymmetry is deter-
mined by different cues for delays within and below the pitch
range. The fact that a masking asymmetry exists for condi-
tions that combine very long IRN delays with very high filter
cutoff frequencies means that it is unlikely that models based
on the excitation patterns of the stimuli would be successful
in explaining the observed masking asymmetry.

Time-domain models of auditory processing that focus
on the time intervals in phase-locked neural activity patterns
were quite successful in accounting for the basic masking
asymmetry between IRN and noise for conditions within the
pitch range. Within this class of models, one of the simplest
produced an exceptionally good fit to the data with an rms
deviation of only 1.37 dB. This model consisted of a gam-
matone auditory filterbank, half-wave rectification, square-
root compression, low-pass filtering, and a sparse form of
autocorrelation. However, the model was unable to explain
the change in the pattern of results across frequency for IRN
with a delay below the pitch region.
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1In contrast to a harmonic complex tone, the waveform of IRN is not peri-
odic, so it never repeats itself identically over time. Segments of the wave-
form separated byd ms are correlated, and the correlation increases with
the number of iterations,n; however, the segements are never identical
while n is less than infinity. Therefore, strictly speaking, terms that are
often used to characterize harmonic tones, like ‘‘period’’ and ‘‘repetition
rate,’’ are inappropriate in the case of IRN. The only correct term is the
‘‘reciprocal of the delay,’’ which is often cumbersome, and so, in such cases
we use ‘‘ROD’’ for reciprocal of the delay.

2The AIM/DSAM software package can be acquired over the Internet at http://
www.essex.ac.uk/psychology/hearinglab/dsam/index/htm
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This experiment assessed the benefits of suppression and the impact of reduced or absent
suppression on speech recognition in noise. Psychophysical suppression was measured in forward
masking using tonal maskers and suppressors and band limited noise maskers and suppressors.
Subjects were 10 younger and 10 older adults with normal hearing, and 10 older adults with
cochlear hearing loss. For younger subjects with normal hearing, suppression measured with noise
maskers increased with masker level and was larger at 2.0 kHz than at 0.8 kHz. Less suppression
was observed for older than younger subjects with normal hearing. There was little evidence of
suppression for older subjects with cochlear hearing loss. Suppression measured with noise maskers
and suppressors was larger in magnitude and more prevalent than suppression measured with tonal
maskers and suppressors. The benefit of suppression to speech recognition in noise was assessed by
obtaining scores for filtered consonant-vowel syllables as a function of the bandwidth of a forward
masker. Speech-recognition scores in forward maskers should be higher than those in simultaneous
maskers given that forward maskers are less effective than simultaneous maskers. If suppression
also mitigated the effects of the forward masker and resulted in an improved signal-to-noise ratio,
scores should decrease less in forward masking as forward-masker bandwidth increased, and
differences between scores in forward and simultaneous maskers should increase, as was observed
for younger subjects with normal hearing. Less or no benefit of suppression to speech recognition
in noise was observed for older subjects with normal hearing or hearing loss. In general, as
suppression measured with tonal signals increased, the combined benefit of forward masking and
suppression to speech recognition in noise also increased. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1403699#

PACS numbers: 43.66.Dc, 43.66.Sr, 43.71.Ky, 43.71.Lz@SPB#

I. INTRODUCTION

Suppression may be responsible for reducing masker ef-
fectiveness when additional noise components are introduced
at certain frequency locations around the signal. As such,
suppression may help maintain normal speech recognition by
reducing the effects of background noise and improving the
signal-to-noise ratio under certain conditions. Given that in-
dividuals with cochlear hearing loss have difficulties under-
standing speech in noise, and that these individuals may also
have reduced or absent suppression~e.g., Wightmanet al.,
1977; Mills and Schmiedt, 1983; Moore and Glasberg, 1986;
Thibodeau, 1991!, it is reasonable to assume that a lack of
suppression contributes to difficulties in speech understand-
ing. That is, individuals with cochlear hearing loss have rela-
tively poor speech recognition in noise because they do not
fully benefit from the reduced effects of background noise
and improved signal-to-noise ratios provided by suppression.
Although suppression has been demonstrated in psycho-
physical experiments for many years~e.g., Houtgast, 1974;
Shannon, 1976!, its functional benefits for speech recogni-
tion in noise remain unknown.

Several studies of suppression have used speech or
speech-like stimuli as maskers. For example, masking pat-
terns were compared for speech-like stimuli in simultaneous

and forward masking~Houtgast, 1974; Tyler and Lindblom,
1982; Moore and Glasberg, 1983b!; the patterns of masked
thresholds obtained in forward masking showed greater dif-
ferences between peaks and valleys than those obtained in
simultaneous masking, and differences varied with level.
This has been interpreted as demonstrating that, at moderate
levels, suppression enhanced certain spectral contrasts in the
excitation pattern elicited by an auditory stimulus, such as
that evoked by vowels. However, this interpretation is cur-
rently under debate and the relative contributions to masking
of suppression and spread of excitation at various masker
levels are not yet known~e.g., Delgutte, 1990a; Beveridge
and Carlyon, 1996; Moore and Vickers, 1997; Oxenham and
Plack, 1998; Gifford and Bacon, 2000!. Excitation patterns
estimated from pulsation thresholds or forward masking
show reduced spectral contrasts for hearing-impaired sub-
jects ~Bacon and Brandt, 1982; Tyler and Lindblom, 1982;
Van Tasellet al., 1987!. However, an association between
the spectral characteristics of excitation patterns evoked by
vowels and vowel recognition by hearing-impaired listeners
has been difficult to establish~Dubno and Dorman, 1987;
Van Tasellet al., 1987; Turner and Henn, 1989!.

Whereas speech and speech-like stimuli have been used
asmaskersto estimate suppression, effects of suppression on
perceptionof consonants have not been assessed, nor has the
impact of reduced or absent suppression on speech recogni-

a!Author to whom correspondence should be addressed; electronic mail:
dubnojr@musc.edu
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tion. Preservation of spectral information in consonant spec-
tra may be critical because, analogous to the vowel’s formant
structure, the gross shape of the consonant’s onset spectrum
~Blumstein and Stevens, 1980!, as well as spectral informa-
tion during the formant transition~Kewley-Portet al., 1983!,
are important acoustic cues for these signals. Furthermore,
these cues occur in the initial 20–30 ms of the consonant
~Dubno et al., 1987!, coinciding with the time period in
which forward masking is effective.

To make relevant comparisons of suppression and
speech recognition in noise, it is preferable that the same
maskers and suppressors be incorporated in both suppression
and speech-recognition measurements. In two previous ex-
periments~Dubno and Ahlstrom, 2001a, 2001b!, a suppres-
sion metric was evaluated wherein forward- and
simultaneous-masked thresholds were measured at low and
high frequencies in bandlimited maskers as a function of
masker bandwidth.1 Using this method, forward-masked
thresholds decreased as masker bandwidth increased, which
was attributed to effects of suppression. In both studies,
larger estimates of suppression were obtained at a higher
than a lower signal frequency, regardless of whether suppres-
sion was defined as a change in forward-masked threshold
with increasing masker bandwidth or a change in effective
masker level. For older subjects with cochlear hearing loss,
suppression was reduced relative to normal in regions of el-
evated thresholds; suppression was correlated with absolute
thresholds only at the signal frequency.

In the second study measuring suppression with band
limited maskers~Dubno and Ahlstrom, 2001b!, masker band-
widths were varied with respect to the signal frequency by
extending noise bands below and/or above the signal. The
largest reduction in threshold~and, therefore, the most sup-
pression! was observed when noise was added below the
signal frequency, consistent with some physiological evi-
dence of stronger suppression below the characteristic fre-
quency~CF! than above~e.g., Delgutte, 1990b!. Moreover,
for suppressor frequencies below the CF, suppression thresh-
olds are low and suppression regions cover a wide range of
levels. Accordingly, suppression may be greater below the
signal frequency than above for levels of speech and noise
typically encountered in the environment. For older subjects
with hearing loss, suppression was reduced to a greater ex-
tent above the signal frequency and where thresholds were
elevated. Less suppression was observed for older than for
younger subjects with normal hearing, consistent with age-
related changes in auditory-filter bandwidths attributed to re-
duced suppression~Sommers and Gehr, 1998!. Reduced sup-
pression for older subjects with normal hearing suggested
that age contributed to reduced suppression or that suppres-
sion was sensitive to changes in cochlear function that did
not result in threshold elevation.

The purpose of the current experiment was to assess the
benefits of suppression and the impact of reduced or absent
suppression on speech recognition in noise. Additional goals
were to confirm and extend the earlier findings by assessing
changes in suppression with masker level and by comparing
results with those from a more conventional tonal measure of
suppression~for the latter, see the Appendix!. Subjects were

younger and older adults with normal hearing and older
adults with cochlear hearing loss. The masking procedure for
speech signals was analogous to that used to assess suppres-
sion with tonal signals. Scores were obtained for filtered
consonant–vowel syllables in forward and simultaneous
bandlimited maskers as a function of masker bandwidth.
Speech-recognition scores in forward maskers should be
higher than those in simultaneous maskers, given that for-
ward maskers are less effective than simultaneous maskers.
However, if suppression also mitigated the effects of the for-
ward masker and resulted in an improved signal-to-noise ra-
tio, scores should decrease less in forward masking as
forward-masker bandwidth increased, and differences be-
tween scores in forward and simultaneous maskers should
increase with increasing masker bandwidth. If suppression
played no role, and results were determined by overall
masker energy, scores should decline with increasing
forward-masker bandwidth, and differences between scores
obtained in forward and simultaneous maskers should remain
relatively constant with increasing masker bandwidth.

II. METHODS

A. Subjects

There were three subject groups:~1! 10 younger subjects
with normal hearing~mean age: 26.2 years; range: 22–35!;
~2! 10 older subjects with normal hearing~mean age: 67.4
years; range: 60–73!; and~3! 10 older subjects with mild-to-
moderate sensorineural hearing loss~mean age: 67.3 years;
range: 58–81!. Absolute thresholds of normal-hearing sub-
jects~younger and older! were< 20 dB HL ~ANSI, 1989! at
octave frequencies from 0.25 to 4.0 kHz and immittance
measures were within normal limits. Hearing-impaired sub-
jects were selected from among patients with adult-onset co-
chlear hearing loss~specific etiology unknown!, absolute
thresholds within specific ranges, and normal immittance
measures. Three subjects wore binaural hearing aids; seven
subjects did not have hearing aids, although all but one had
been encouraged to use amplification. Thresholds of hearing-
impaired subjects were restricted to ensure that~1! as the
masker bandwidth increased, noise bands would not be in-
troduced into areas of severe hearing loss or into areas where
thresholds were changing abruptly with frequency and~2!
subjects’ thresholds in the bandpass maskers were higher
than their absolute thresholds. For younger subjects, one ear
was selected randomly for testing. For older subjects, the test
ear was selected based on pure-tone thresholds. For older
subjects with normal hearing, the ear with better thresholds
was selected. For older subjects with hearing loss, the ear
that better met the two criteria listed above was selected.
Subjects did not have experience with the psychophysical
tasks used in this study. As such, subjects received approxi-
mately 2 h of practice with forward masking with noise
maskers and 2 h of practice with tonal maskers prior to the
start of data collection. Data collection was completed in
nine, 2-h sessions. Subjects were paid an hourly rate for their
participation.
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B. Apparatus and stimuli

1. Tonal signals

Tonal signals were digitally generated~TDT PD1! pure
tones, sampled at 50.0 kHz and low-pass filtered at 8.5 kHz.
Signals for measuring quiet thresholds were 350-ms pure
tones, including 10-ms raised-cosine rise/fall ramps, at se-
lected one-third-octave intervals ranging from 0.25 to 6.3
kHz. Quiet thresholds for frequencies from 8.0 to 18.0 kHz
were measured with a Demlar audiometer~signal duration
not fixed! and Koss headphones. Signals for forward mask-
ing were 20-ms pure tones, including 5-ms raised-cosine
rise/fall ramps, at 0.8 and 2.0 kHz. Signal level was varied
adaptively.

2. Noise maskers and suppressors

Bandpass noise maskers were created by digitally filter-
ing a broadband noise~filter slopes.100 dB/oct!. For each
signal, there were three to five bandpass maskers with vary-
ing bandwidths. The narrowest bandpass maskers were cen-
tered at the signal frequency. Bandwidths ranged from 0.2 to
1.5 kHz~for the 0.8-kHz signal! and from 0.4 to 2.0 kHz~for
the 2.0-kHz signal!. Bandwidths were increased from nar-
rowest to widest by adding noise bands above or below the
signal frequency, that is, varying the masker’s high- or low-
frequency cutoff. A broadband masker was also included
~low-pass cutoff set to 8.0 kHz!. Bandpass maskers were
presented at three spectrum levels, 35, 40, and 45 dB.
Masker duration was 200 ms, including 5-ms raised-cosine
rise/fall ramps. In forward masking, the duration between the
masker and the signal was 0 ms~at the 0-voltage points!.
Simultaneous-masked thresholds for 350-ms signals ranging
from 1.0–5.0 kHz were also measured in six of the bandpass
maskers; these masked thresholds were incorporated in ar-
ticulation index~AI ! computations used to select speech lev-
els ~see below!. For these measures, masker duration was
increased to 356 ms.

3. Speech signals

Speech signals were 66 consonant–vowel syllables
formed by combining 22 English consonants with /Ä,i,u/ spo-
ken by one male and one female talker~a total of 132 syl-
lables!. The stimulus set was divided into six subsets to pro-
vide a more reasonable listening interval. A more detailed
description of the speech materials and procedures is in-
cluded in Dubno and Schaefer~1992, 1995!. Each syllable
was presented two times in random order; thus, each speech-
recognition score was the average of 264 responses. Digital
speech waveforms~without a carrier phrase! were output at a
sampling rate of 32.89 kHz, bandpass filtered from 0.89 to
3.55 kHz, routed to an attenuator, mixed with the bandpass
masker, and delivered to the earphone. The speech was fil-
tered to increase the difficulty of the task for forward mask-
ing, that is, to avoid ceiling effects without the use of very
high masker levels.

Recognition of filtered consonant–vowel syllables was
measured in quiet, and in simultaneous and forward masking
as a function of the bandwidth of the bandpass masker. The
masker bandwidths were adjusted in a manner that was simi-

lar to that used in the noise suppression measures. The nar-
rowest maskers were centered at 2.0 kHz. Bandwidths
ranged from 0.37 to 2.14 kHz. Bandwidths were increased
from narrowest to widest by raising the masker’s high-
frequency cutoff or by lowering the masker’s low-frequency
cutoff. Bandpass masker spectrum level was fixed at 40 dB,
equal to one of the levels used in the noise suppression mea-
surements. For simultaneous masking, the masker was turned
on 10 ms before the syllable and was turned off coincident
with the offset of the syllable. For forward masking, the syl-
lable onset immediately followed masker offset.

For each subject, filtered consonant–vowel syllables
were presented at two levels, one selected for quiet and for
forward masking and the other selected for simultaneous
masking; different speech levels were necessary because of
the substantial difference in the effectiveness of forward and
simultaneous masking. Rather than use the same two speech
levels for all subjects, levels were selected to correspond to
two AI values. The AI values were chosen so that speech
levels were not substantially higher for hearing-impaired
than for normal-hearing subjects and to avoid floor and ceil-
ing effects across all conditions. Speech levels were deter-
mined for each subject using the frequency importance func-
tion and normal transfer function relating the AI to speech
recognition, measured directly for these stimuli~Dirks et al.,
1990a, 1990b!. For the quiet condition, speech levels were
selected to achieve an AI of 0.58~;75% correct! for subjects
with normal hearing and an AI of 0.31~;50% correct! for
subjects with hearing loss, as computed from each subject’s
quiet thresholds. The same speech levels were used for for-
ward masking. For simultaneous masking, speech levels for
all subjects were selected to achieve an AI of 0.18~;30%
correct! in the widest masker bandwidth~i.e., the most diffi-
cult condition!, as computed from each subject’s thresholds
in that masker. Note that the focus of the study is the manner
in which speech recognition changes with masker bandwidth
in forward and simultaneous masking in the three subject
groups, rather than absolute differences in speech recognition
between simultaneous and forward masking and among sub-
ject groups.

The amplitudes of signals and maskers were controlled
individually using programmable and manual attenuators
~TDT PA4!. The signal was added to the masker or masker
plus suppressor~TDT SM3! and delivered through one of a
pair of TDH-49 earphones mounted in supra-aural cushions.
Spectral characteristics of all signals were verified using an
acoustic coupler and a signal analyzer~Stanford Research
model SR760!.

C. Procedures

For each subject, thresholds were measured in the fol-
lowing order:~1! absolute thresholds for 350-ms pure tones
at selected one-third-octave frequencies ranging from 0.25 to
6.3 kHz, followed by thresholds at frequencies from 8.0–
18.0 kHz;~2! absolute thresholds for 20-ms tones at 0.8 and
2.0 kHz; ~3! forward-masked thresholds for 20-ms tones at
0.8 and 2.0 kHz in bandpass maskers as a function of masker
bandwidth, and in a broadband masker, with masker spec-
trum levels of 35, 40, and 45 dB;~4! forward-masked thresh-
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olds for 20-ms tones at 0.8 and 2.0 kHz with the tonal
masker alone, and also with the tonal masker and each of
four suppressors, for two masker/suppressor level combina-
tions ~see the Appendix for these results!; and ~5!
simultaneous-masked thresholds for 350-ms tones for signal
frequencies within the speech passband~1.0–5.0 kHz! in six
bandpass maskers at a spectrum level of 40 dB, for predic-
tions of speech recognition using the AI. Within each set of
measures, the order of signal frequency~0.8 kHz, 2.0 kHz!
was counterbalanced and, within these conditions, masker
spectrum level, and then masker bandwidth~or suppressor
frequency! was randomized. Subjects were tested individu-
ally in a sound-treated room.

Thresholds were measured using a single-interval~yes–
no! maximum-likelihood psychophysical procedure, similar
to that described by Green~1993! and discussed in detail in
Leek et al. ~2000!. Each threshold was determined from 24
trials, four of which were catch trials. A monochrome moni-
tor displayed the listen and vote periods. Subjects responded
by clicking one of two mouse buttons corresponding to the
responses ‘‘yes, I heard the tone’’ and ‘‘no, I did not hear the
tone.’’ Two threshold measurements were obtained in each
condition; if these differed by more than 5 dB, a third mea-
surement was obtained. Each data point was the average of
the two closest threshold measurements. Thresholds at fre-
quencies from 8.0 to 18.0 kHz were measured using a modi-
fied method of limits psychophysical procedure.

Following all threshold measurements, recognition of
filtered consonant–vowel syllables was measured in quiet,
and in forward and simultaneous masking as a function of
masker bandwidth. Subjects were instructed to respond by
clicking the mouse on the appropriate alphabetic symbol dis-
played on the monochrome monitor. All consonants con-
tained in the subset were available alternatives; correct an-
swer feedback was not provided.

It has been suggested that forward-masked thresholds
may be affected by confusion if stimulus conditions make it
difficult to distinguish the signal from the narrowband
masker and if the ability to distinguish the signal from the
masker changes with masker bandwidth. As such, in this
experiment, stimuli and procedures for forward masking
were selected to minimize these effects~Moore and Glas-
berg, 1986!, including: ~1! a 20-ms signal, which was long
enough to have a tonal quality to differentiate it from the
quality of the noise masker;~2! bandpass masker bandwidths
which were>20% of the signal frequency, thus avoiding
very narrow bandwidths that have envelope fluctuations
which are similar to those of the signal; and~3! practice
sessions wherein subjects were trained to differentiate qual-
ity differences between the masker and the signal, using
masker-signal delays.0 ms. None of the subjects displayed
systematic changes in their forward-masked thresholds dur-
ing the course of data collection~see Dubno and Ahlstrom,
2001a, 2001b for additional discussion!.

III. RESULTS AND DISCUSSION

A. Quiet thresholds

Mean thresholds~in dB SPL! for the three groups of
subjects are shown in the top panel of Fig. 1 for 20-ms sig-

nals and in the bottom panel of Fig. 1 for 350-ms signals. In
the lower right panel, thresholds are shown for pure-tone
signals ranging from 8.0 to 18.0 kHz. For these extended
high frequencies, if subjects did not respond at the maximum
intensity presented~110 dB SPL!, thresholds were assigned a
value of 115 dB SPL. In the audiometric range, thresholds
for the older subjects with normal hearing were higher than
those of the younger subjects by about 10 dB~7.5-dB differ-
ence for 20-ms signals!, although all subjects in these two
groups met the criterion of ‘‘normal hearing.’’ Thresholds for
extended high frequencies were substantially elevated for
these older subjects. Hearing-impaired subjects had mild-to-
moderate hearing loss which was greater in the higher fre-
quencies than in the lower frequencies; highest thresholds
were observed for extended high frequencies.

B. Bandpass noise suppression with tonal signals

Figure 2 shows mean suppression of tones as a function
of bandpass masker spectrum level for the 0.8-kHz signal for
the three subject groups. Figure 3 shows mean suppression
for the 2.0-kHz signal, plotted in the same manner as Fig. 2.
In both figures, some data points are offset along the abscissa
for clarity. Suppression was operationally defined as the de-
crease in forward-masked threshold with increasing masker
bandwidth, as noise bands were added above or below the
signal frequency. Thus, each point is the difference in
forward-masked threshold~in dB! for the widest and narrow-

FIG. 1. Mean thresholds~in dB SPL! measured in quiet for younger subjects
with normal hearing~open circles!, older subjects with normal hearing~open
triangles!, and older subjects with cochlear hearing loss~filled triangles! for
20-ms signals~top panel! and 350-ms signals~bottom panel!. Error bars
indicate61 standard error of the mean~SE!. In the lower right panel, if
subjects did not respond at the maximum intensity presented~110 dB SPL!,
thresholds were assigned a value of 115 dB SPL.
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est maskers, excluding the broadband masker. The left panel
of each figure contains results for noise bands added below
the signal and the right panel for noise bands added above
the signal. Values.0 dB indicate suppression.

For the younger subjects with normal hearing, measur-
able suppression was observed for nearly all conditions.
However, for the two older groups, suppression was minimal
when noise was added below the signal and not present when
noise was added above the signal. Suppression measured
with noise was assessed by a repeated measures analysis of
variance~ANOVA ! with subject group as a grouping factor,
and masker level and signal frequency as repeated measures.
The analysis was conducted only on suppression measured
with noise bands added below the signal, given that suppres-
sion was measurable here for most subjects. For younger
subjects with normal hearing only, an additional ANOVA
was conducted with direction of band widening as an addi-
tional factor.

For younger subjects with normal hearing, suppression
was significantly larger when noise was introduced below the
signal than above, but only at 2.0 kHz~0.8 kHz:F@1,9#
50.26, p.0.05; 2.0 kHz:F@1,9#565.97, p,0.01!. Sup-
pression was significantly larger at 2.0 kHz than at 0.8 kHz
when noise was added below the signal~F@1,9#516.94, p

,0.01! and above~F@1,9#520.99, p,0.01! and increased
significantly with masker level~F@2,18#57.0, p,0.01!.

At both signal frequencies, suppression was significantly
larger for younger subjects with normal hearing than for the
two older groups~younger versus older normal:F@1,27#
515.40, p,0.01; younger versus older hearing impaired:
F@1,27#522.31,p,0.01; older normal versus older hearing
impaired:F@1,27#50.64,p.0.05!. In contrast to results for
younger subjects, suppression for the two older groups was
not significantly different at the two signal frequencies~older
normal: F@1,27#52.77, p.0.05; older hearing impaired:
F@1,27#50.57, p.0.05! and did not change with level
~older normal:F@1,27#51.35, p.0.05; older hearing im-
paired:F@1,27#51.87,p.0.05!. It was notable that absolute
thresholds for older subjects with normal hearing were more
similar at both signal frequencies to those of younger sub-
jects than to those of subjects with hearing loss. Neverthe-
less, suppression for the older subjects with normal hearing
was reduced almost as much as for older subjects with hear-
ing loss.

Suppression measured for the three subject groups using
the 45-dB masker spectrum level may be compared to earlier
results using this technique~Dubno and Ahlstrom, 2001b!.
The overall results were comparable in that suppression was
greater for noise bands introduced below the signal than
above, suppression was greater for the 2.0-kHz signal than
for the 0.8-kHz signal, and suppression was reduced for
older subjects with and without hearing loss relative to that
observed for younger subjects with normal hearing.

To assess the influence of confusion effects mentioned
previously, forward-masked thresholds were examined in
two ways. First, from forward-masked thresholds measured
in three masker levels, slopes of growth-of-masking func-
tions were computed for each subject for each masker band-
width. Neff ~1985! suggested that steep slopes~i.e., close to
1.0! were evidence of confusion. Here, for younger subjects,
slopes became somewhat shallower as bandwidth increased
but remained,0.5 even in the narrowest bandwidth. Over-
all, slopes were shallower at 2.0 than at 0.8 kHz. For older
subjects, slopes for all bandwidths were somewhat steeper
than for younger subjects, and were steeper at 2.0 kHz than
at 0.8 kHz for older subjects with hearing loss. However,
these patterns were observed across all bandwidths, not just
for the narrowest bandwidth. Still, slopes ranged from 0.6–
0.75, with no systematic relationship with bandwidth. Sec-
ond, as was observed in Dubno and Ahlstrom~2001b!, the
decline in forward-masked thresholds with increasing
masker bandwidth differed for noise introduced below the
signal versus above the signal. Taken together, these two
forms of evidence suggest that confusion effects were not
influencing forward-masked thresholds.

C. Bandpass noise suppression with speech signals

Figures 4 and 5 plot recognition of filtered consonant–
vowel syllables~in percent correct! in quiet and in bandpass
maskers as a function of masker bandwidth for the three
subject groups. As illustrated by the schematics in the right
panels, in Fig. 4, bandwidths were increased by lowering the
low-frequency cutoff of the masker, and in Fig. 5, band-

FIG. 2. Mean suppression~61 SE! as a function of bandpass masker spec-
trum level for the 0.8-kHz signal for younger subjects with normal hearing
~open circles!, older subjects with normal hearing~open triangles!, and older
subjects with cochlear hearing loss~filled triangles!. Each point is the dif-
ference in forward-masked threshold~in dB! for the widest and narrowest
masker bandwidths. The left panel contains results for noise bands added
below the signal and the right panel for noise bands added above the signal.
Values.0 dB indicate suppression. Some data points are offset along the
abscissa for clarity.

FIG. 3. Same as Fig. 2, but for the 2.0-kHz signal.
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widths were increased by raising the high-frequency cutoff
of the masker. Filled symbols are scores predicted by the AI;
open symbols are observed scores. Some data points are off-
set along the abscissa for clarity. For predictions of scores in
simultaneous masking~bottom panels!, the speech level pre-
sented in simultaneous masking was used to compute the AI.
In forward masking, the speech level presented in forward
masking was used to compute the AI, but the predictions, of
course, assume simultaneous masking of speech.

In simultaneous maskers~bottom panels of Figs. 4 and
5!, scores decreased as a function of masker bandwidth, as
predicted. That is, as the masker bandwidth increased, over-
all noise level increased and wider portions of the speech
spectrum were masked by the noise. This reduction in signal-
to-noise ratio in certain spectral regions resulted in reduced
speech recognition. Scores decreased least with increasing
masker bandwidth for older subjects with hearing loss when
noise was added to the higher frequencies~Fig. 5!. This may
be attributed to these subjects’ elevated thresholds in the
higher frequencies; that is, speech audibility in the region
above 2.0 kHz was determined by these subjects’ absolute
thresholds rather than by the band levels of the noise. Scores
decreased as expected for subjects with hearing loss when
noise was added to the lower frequencies, in regions where
absolute thresholds for these subjects were lower. Observed
scores in simultaneous masking were generally similar to
predicted scores. Exceptions were that younger subjects with
normal hearing performed better than predicted in the two

narrower bandwidths when noise was added to the lower
frequencies~Fig. 4!. Older subjects with normal hearing per-
formed somewhat worse than predicted for all but the nar-
rowest bandwidths~Figs. 4 and 5!.

Now consider speech recognition in forward masking
~top panels of Figs. 4 and 5!. There were several aspects of
these results that were notable. First, differences between
observed scores in quiet and in the narrowest maskers pro-
vided a measure of the effectiveness of the forward masker.
The forward masker affected speech recognition most for
subjects with hearing loss and least for younger subjects with
normal hearing. For subjects with hearing loss, scores de-
creased from those in quiet by 17–18% with the addition of
the forward masker, but decreased from quiet by only about
6.5% for younger subjects with normal hearing. For older
subjects with normal hearing, the effectiveness of the for-
ward masker depended on the spectrum of the masker. With
the addition of a forward masker with a higher frequency
passband~Fig. 4!, scores decreased from those in quiet by
18%; with the addition of a forward masker with a lower
frequency passband~Fig. 5!, scores decreased from those in
quiet by 9%.

Next, observed scores in forward maskers were better
than predicted from simultaneous masking as subjects ben-
efitted in varying degrees from the temporal separation be-
tween the masker and signal~open versus filled symbols in
top panels of Figs. 4 and 5!. That is, forward maskers were
less effective maskers of speech than simultaneous maskers.
For the narrowest masker, the difference between predicted
and observed scores was greater with the lower frequency
passband~1.41–1.78 kHz, Fig. 5! than with the higher fre-
quency passband~2.82–3.55 kHz, Fig. 4!. The influence of
the predicted scores themselves on the magnitude of the
forward-masking benefit cannot be ruled out. That is, with
the lower frequency passband, predicted scores were poorer
and the observed-predicted difference in forward masking
was greater than with the higher frequency passband.

FIG. 5. Same as Fig. 4, but for masker bandwidths increased by raising the
masker’s high-frequency cutoff.

FIG. 4. Recognition of filtered consonant–vowel syllables~in percent cor-
rect! in quiet and in bandpass maskers as a function of masker bandwidth for
younger subjects with normal hearing~open circles!, older subjects with
normal hearing~open triangles!, and older subjects with cochlear hearing
loss ~open squares!. Filled symbols are scores predicted by the articulation
index using each subject’s simultaneous-masked thresholds in the relevant
masker. Forward-masked conditions are in the top panel and simultaneous-
masked conditions are in the bottom panel. The right panel contains a sche-
matic of the long-term spectra of the nonsense syllables and the bandpass
maskers. The striped bar represents the masker with the narrowest band-
width; masker bandwidth was increased by lowering the masker’s low-
frequency cutoff. Some data points are offset along the abscissa for clarity.
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Younger subjects with normal hearing benefitted most
from the temporal separation between the masker and the
signal, older subjects with normal hearing benefitted less,
and older subjects with hearing loss benefitted least. That is,
forward maskers were more effective maskers of speech for
older subjects with and without hearing loss than for younger
subjects. Estimating from scores in the narrowest higher fre-
quency passband~Fig. 4!, scores for younger subjects in for-
ward masking averaged 27% higher than predicted from si-
multaneous masking, whereas scores for older subjects with
normal hearing were only 11% higher. The comparable val-
ues for the lower frequency passband~Fig. 5! were 39% and
32%, respectively. For older subjects with hearing loss,
scores in forward masking showed only small increases~Fig.
5! or decreases~Fig. 4! relative to scores predicted from
simultaneous masking. The differences in forward-masking
benefit observed among subject groups cannot be attributed
to the predicted scores themselves, given that for a particular
masker, predicted scores for the three subject groups were
nearly equal.

Finally, of greatest interest was the change in forward-
masked speech recognition with increasing masker band-
width. In forward masking of tones, thresholds decreased
with increasing masker bandwidth such that thresholds were
lowest in the widest forward masker. In a parallel manner,
speech-recognition scores should decrease less in forward
masking as masker bandwidth increased if the increased
masker energy arising from wider masker bandwidths was
offset by suppression effects. This was quantified in two
ways.

First, differences in scores obtained in the narrowest and
widest forward maskers were assessed by repeated measures
ANOVA; masker bandwidth was the repeated measure and
subject group was the grouping variable. Of interest was the
interaction between subject group and bandwidth. For
younger subjects with normal hearing, scores in narrow and
wide forward maskers were not significantly different, re-
gardless of whether the noise was added to the lower fre-
quency side of the masker~F@2,27#51.67, p.0.05! or to
the higher frequency side of the masker~F@1,27#51.37, p
.0.05!. That is, with increasing bandwidth of the forward
masker, scores for younger subjects with normal hearing re-
mained constant, providing evidence of the benefit of sup-
pression. Scores also remained constant with increasing
forward-masker bandwidth for older subjects with normal
hearing, but only for noise added to the lower frequency side
of the masker~lower frequency side:F@2,27#50.009, p
.0.05; higher frequency side:F@2,27#514.38, p,0.01!,
consistent with these subjects’ larger suppression for noise
added below the signal. For older subjects with hearing loss,
scores declined significantly as the bandwidth of the forward
masker increased, regardless of whether noise was added to
the lower frequency side of the masker~F@2,27#55.88, p
,0.05! or to the higher frequency side of the masker
~F@2,27#58.83,p,0.01!.

Second, as described above, if increased masker energy
arising from wider masker bandwidths was offset by sup-
pression effects, scores obtained in the widest forward
masker should deviate most from those predicted from si-

multaneous masking. This was quantified by comparing
scores obtained in the widest forward masker with scores
predicted from simultaneous masking~i.e., in the widest
masker, observed score in forward maskingminuspredicted
score in simultaneous masking!.

For the younger subjects with normal hearing, simulta-
neous masking predicted an average score of 19% for the
widest masker, whereas in forward masking, scores averaged
69%. Thus, observed scores were 50% higher than those pre-
dicted from simultaneous masking. Clearly, the reduced ef-
fectiveness of forward maskers provided at least part of the
explanation for this improvement, as was the case for the
narrowest forward maskers discussed above. However, it
may not explain the substantiallygreaterdifference between
observed and predicted scores for the widest maskers than
for the narrowest maskers. As discussed above, observed-
predicted differences for the narrowest maskers were 27%
and 39% for the higher frequency passband and lower fre-
quency passband, respectively. A reasonable explanation is
that, in the widest forward masker, the further improvement
in score relative to simultaneous masking is attributable to
reduced masker effectiveness provided by suppression. Con-
sistent with this explanation was that this ‘‘suppression ben-
efit’’ was larger for noise added to the low-frequency side of
the masker than to the high-frequency side, given that more
suppression of a 2.0-kHz tonal signal was observed for noise
added below the signal than above~Fig. 3!. However, some
‘‘suppression benefit’’ for speech was observed for noise
added to the high-frequency side of the masker whereas no
suppression at 2.0 kHz was observed for noise added above
the signal. Note that masker bandwidths were similar but not
identical for tonal and speech masking. For recognition of
filtered consonant–vowel syllables, masker passbands were
selected to correspond to the speech passband and to provide
scores in simultaneous and forward masking that were in the
measurable performance range~i.e., avoiding limitations of
floor and ceiling!. In addition, varying masker effectiveness
within a limited range of frequencies may affect detection of
a pure tone differently than recognition of a filtered syllable.

Additional tests of the suppression assumption were pro-
vided by considering observed–predicted differences for the
three subject groups, in light of their differences in suppres-
sion at 2.0 kHz~Fig. 3!. For older subjects with normal hear-
ing, differences between observed scores in the widest for-
ward masker and scores predicted from simultaneous
masking averaged 35%, less than for younger subjects with
normal hearing. As noted above, observed–predicted differ-
ences for the narrowest forward maskers were also less than
for younger subjects. These smaller improvements suggest
that forward maskers were generally more effective for these
older subjects. The ‘‘suppression benefit’’~comparing
observed–predicted differences for narrowest and widest
maskers! was measurable for noise added to the low-
frequency side of the masker but nearly zero for noise added
to the high-frequency side, consistent with these subjects’
suppression at 2.0 kHz. However, the ‘‘suppression benefit’’
for older subjects with normal hearing was equivalent to that
for younger subjects, which was not consistent with younger
subjects’ larger suppression at 2.0 kHz.
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For older subjects with hearing loss, differences between
observed scores in the widest forward masker and scores
predicted from simultaneous masking averaged only 6%,
much less than for subjects with normal hearing. Observed–
predicted differences for the narrowest forward maskers
were also small or were less than zero; that is, scores in the
narrowest forward maskers were nearly equal to or less than
scores predicted from simultaneous masking. These subjects’
results were entirely consistent with reduced suppression at
2.0 kHz, especially for noise added above the signal.

D. Relationships among suppression measures with
tonal and speech signals

In this experiment, suppression measured with speech
signals was designed to be similar to suppression measured
with tonal signals and bandlimited maskers of varying band-
widths. That is, the benefit of suppression to speech recogni-
tion in noise was indicated by the improvement in score in
forward masking relative to that predicted in simultaneous
masking for the widest minus narrowest masker bandwidths,
such that greater observed–predicted differences were asso-
ciated with greater benefit. Similarly, the magnitude of sup-
pression for tonal signals was indicated by the difference in
threshold in forward masking between the widest and nar-
rowest masker bandwidths, such that the greater the reduc-
tion in threshold, the greater the suppression. Therefore, it
was reasonable to assume that the benefit of suppression to
speech recognition in noise would be associated with the
magnitude of suppression for tonal signals.

To assess this relationship, Pearson correlation coeffi-
cients were computed between suppression measured with
tonal and speech signals for all subjects. Suppression for
tonal signals was quantified as the difference in forward-
masked threshold at 2.0 kHz between the widest and narrow-
est masker for noise added below the signal~as shown in the
left panel of Fig. 3, 40-dB masker!. Suppression benefit for
speech was quantified as the difference between the score
obtained in forward masking and the score predicted by si-
multaneous masking for the widest minus the narrowest
bandwidth, for noise added to the lower frequency side of the
masker. Correlation coefficients were also computed between
suppression at 2.0 kHz and observed–predicted differences
in scores for the narrowest forward maskers. Statistically sig-
nificant correlations were observed between suppression of a
tonal signal for noise added below the signal and~1!
observed–predicted differences for the narrowest forward
masker~r 50.633,p,0.01! and~2! observed–predicted dif-
ferences for the widest forward masker~r 50.578,p,0.01!.

Figure 6 illustrates these relationships. In the top panel,
differences between observed and predicted scores for a nar-
rowband forward masker correspond to the effectiveness of
forward masking of speech. That is, smaller observed–
predicted differences mean that scores in forward masking
approach those predicted for simultaneous masking. Thus,
the pattern of results in the top panel suggests that subjects
with substantial amounts of suppression at 2.0 kHz were
those whose speech-recognition scores were less affected by
the forward masker; subjects with less suppression were
those for whom forward maskers were more effective. In the

bottom panel, differences between observed and predicted
scores for the widest forward masker reflect the combined
benefits of forward masking and suppression. The general
trend was that as suppression at 2.0 kHz increased, the com-
bined benefits of forward masking and suppression to speech
recognition in noise also increased. Nevertheless, individual
differences were substantial. When suppression at 2.0 kHz
was small, the combined benefit for speech varied from none
~most commonly for subjects with hearing loss! to substan-
tial ~for subjects with normal hearing!. However, when sup-
pression was greater than;6 dB, the combined benefit was
consistently large.

E. Estimating suppression as a change in effective
masker level

As described above, speech-recognition scores remained
relatively constant with increasing masker bandwidth in for-
ward masking which was attributed, in part, to the decrease
in masker effectiveness and subsequent improvement in
signal-to-noise ratio provided by suppression. It was of inter-
est to determine if the change in effective masker level at-
tributed to suppression could be estimated from the speech-

FIG. 6. Differences in observed scores in forward masking and predicted
scores in simultaneous masking for three subject groups for a narrowband
forward masker~top panel! and a wideband forward masker~bottom panel!
plotted against suppression at 2.0 kHz measured with noise added below the
signal. See text for description of variables.
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recognition results. The approach was as follows. It was
assumed that the change in effective masker level was
equivalent to the amount the masker must be reduced in
simultaneous masking to achieve the score obtained in for-
ward masking. For example, for younger subjects with nor-
mal hearing, the average score in the widest forward masker
was 69%, whereas simultaneous masking predicted a score
of 19%. Using the AI and normal transfer function, it was
determined that a decrease of 44.3 dB in the level of the
simultaneous masker would improve the score to be equal to
that achieved in forward masking. Thus, 44.3 dB was the
decrease in effective masker level that may be attributed to
the combined effects of forward masking and suppression.2

The comparable values were 22.8 dB for older subjects with
normal hearing and 0.3 dB for older subjects with hearing
loss. Note that these values do not take into account how
scores change with increasing forward-masker level, that is,
the slope of the growth-of-masking function in forward
masking; this will be assessed further in future experiments.

The decrease in effective masker level attributed to sup-
pression has been estimated previously with tonal signals
~e.g., Moore and Glasberg, 1983a; Lee and Bacon, 1998;
Dubno and Ahlstrom, 2001a!. That is, rather than defining
suppression as a change in forward-masked threshold as a
function of masker bandwidth, given that the effect of sup-
pression is to reduce masker effectiveness, suppression has
been quantified as a change in effective masker level, taking
into account the nonlinear growth of forward masking. Here,
for the 2.0-kHz signal frequency and the 40-dB masker, sup-
pression was estimated as a change in effective masker level
by taking the difference in thresholds for the narrowest and
widest maskers and dividing by the slope of the growth-of-
masking function measured in forward masking. This com-
putation was conducted only on suppression measured with
noise bands added below the signal, given that suppression
was measurable here for most subjects. For younger subjects
with normal hearing, the change in effective masker level
attributed to suppression with tonal signals was 30.5 dB. The
comparable values were 8.5 and 1.1 dB for older subjects
with normal hearing and older subjects with hearing loss,
respectively. These values are smaller than those estimated
from forward masking of speech, described above, because
the prior estimates included the combined effects of forward
masking and suppression. The generally good correspon-
dence between estimates of reduced masker effectiveness for
tones and speech suggests that additional investigation of the
change in effective masker level attributed to suppression is
warranted. A related question that requires further study is
the contribution of suppression to improved signal-to-noise
ratios in more realistic listening environments where speech
interference is a complex combination of forward, backward,
and simultaneous masking.

IV. SUMMARY AND CONCLUSIONS

Psychophysical suppression was measured in forward
masking using bandlimited noise maskers and suppressors.
For noise maskers and tonal signals, suppression was defined
as the decrease in forward-masked threshold with increasing
masker bandwidth, as noise bands were added above or be-

low the signal frequency. To assess the benefit of suppression
and the impact of reduced or absent suppression on speech
recognition in noise, scores were obtained for filtered
consonant–vowel syllables in forward and simultaneous
bandlimited maskers as a function of masker bandwidth.
Subjects were younger and older adults with normal hearing,
and older adults with cochlear hearing loss. For younger sub-
jects with normal hearing, suppression measured with noise
maskers was larger when noise was introduced below the
signal than above, increased with masker level, and was
larger at 2.0 kHz than at 0.8 kHz. Much less suppression was
observed for older subjects with normal hearing or cochlear
hearing loss. For younger subjects with normal hearing,
scores for forward-masked recognition of filtered
consonant–vowel syllables remained constant with increas-
ing masker bandwidth, providing evidence of the benefit of
suppression. In addition, scores in forward masking were
substantially higher than scores predicted from simultaneous
masking, especially in the widest forward maskers. This was
attributed to the combined effects of reduced masker effec-
tiveness of forward maskers and suppression. Thus, under
nonsimultaneous-masking conditions, suppression may con-
tribute to improved speech recognition in noise. Less or no
‘‘suppression benefit’’ for speech was observed for older sub-
jects with normal hearing or hearing loss. In general, as sup-
pression for a tonal signal increased, the combined benefit of
forward masking and suppression to speech recognition in
noise also increased.
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APPENDIX: TONAL SUPPRESSION WITH TONAL
SIGNALS

A secondary goal of this experiment was to compare
suppression measured with bandlimited noise maskers and
suppressors to the more conventional measure of suppression
using tonal maskers and suppressors. Signals were 20-ms
pure tones at 0.8 and 2.0 kHz, as described in the Methods
section. Maskers were pure tones at 0.8 and 2.0 kHz; tonal
suppressors were fixed at 0.9, 1.1, 1.2, and 1.3 times the
signal frequency. Masker levels were 50 and 70 dB SPL;
suppressor levels were 20 dB above each masker level.
Masker and suppressor durations were both 200 ms, includ-
ing 5-ms raised-cosine rise/fall ramps, and the duration be-
tween the masker and the signal was 0 ms~at the 0-voltage
points!. Psychophysical procedure was as described in the
Methods section.

Suppression measured with tonal maskers and suppres-
sors was smaller in magnitude and less consistently observed
among subjects than suppression measured with noise
maskers and suppressors~e.g., Lee and Bacon, 1998!. Given
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that individual differences within subject groups were sub-
stantial, results are plotted for individual subjects rather than
displaying group means. Figures 7 and 8 plot suppression as
a function of suppressor frequency for the 0.8-kHz and 2.0-
kHz signal and masker, respectively. The upper panel con-
tains results for masker and suppressor levels of 50 and 70
dB SPL, respectively, and the lower panel for 70 and 90 dB
SPL. Suppression~in dB! was operationally defined as the
masked threshold without the suppressor minus the masked
threshold with the suppressor. Values.0 dB ~above the hori-
zontal lines! indicate suppression, because the masked
threshold decreased with the addition of the suppressor tone.
Values,0 dB ~below the horizontal lines! suggest that the
suppressor was producing masking, because the masked
threshold increased with the addition of the suppressor tone.

Overall, suppression was observed for only a few sub-
jects in each group~the small numbers of subjects with sup-
pression precluded statistical analysis!. When observed, sup-
pression was more common with the two higher suppressor
frequencies, especially with the lower masker/suppressor
levels. Indeed, for those lower levels, no suppression was
observed for the suppressor frequency below the signal fre-
quency. This is consistent with suppression thresholds of
auditory-nerve fibers that were higher when the suppressor
frequency was below the characteristic frequency than above
~e.g., Sachs and Kiang, 1968!. Suppression was more com-
monly observed for the 2.0-kHz signal than for the 0.8-kHz

signal, consistent with frequency differences in suppression
measured with pure tones by Hicks and Bacon~1999a,
1999b! and with greater nonlinear processing in the basal
than apical regions of the cochlea~e.g., Rhode and Cooper,
1993; Cooper and Rhode, 1995!.

In conditions where suppression was most likely ob-
served, only 4/10 younger subjects with normal hearing and
4/10 older subjects with normal hearing showed suppression
for the 0.8-kHz signal~lower masker/suppressor levels, sup-
pressor 1.3 times signal frequency!. For the 2.0-kHz signal,
5/10 younger subjects with normal hearing and 5/10 older
subjects with normal hearing showed suppression~lower
masker/suppressor levels, suppressor 1.2 times signal fre-
quency!. These individual differences were consistent with
those observed in previous experiments with subjects with
normal hearing~see review in Wright, 1996; Lee and Bacon,
1998; Hicks and Bacon, 1999a! and subjects with hearing
loss~Hicks and Bacon, 1999b!. Wright ~1996! suggested that
individual differences may be attributed to the interdepen-
dence of suppression and tuning. That is, if a tone at the
suppressor frequency contributes to masking, due to slight
variations in sharpness of tuning, that same tone cannot also
provide suppression.

To assess the possible influence of confusion effects in
on-frequency forward masking, slopes of two-point growth-
of-masking functions were computed for forward-masked
thresholds with the masker alone~masker levels of 50 and 70
dB SPL!. As noted previously, slopes near 1.0 suggest the
influence of confusion effects. Here, slopes averaged;0.7
for both signal frequencies. Additional evidence against con-
fusion effects was that the signal levels at threshold were
lower than the masker levels~Neff, 1985!. Thus, as with
suppression measures obtained with noise maskers and sup-

FIG. 7. Suppression as a function of suppressor frequency for the 0.8-kHz
signal and masker for younger subjects with normal hearing~open circles!,
older subjects with normal hearing~open triangles!, and older subjects with
cochlear hearing loss~filled triangles!. Each point is the difference in
masked threshold~in dB! with and without the suppressor. The upper panel
contains results for masker and suppressor levels of 50 and 70 dB SPL,
respectively, and the lower panel for 70 and 90 dB SPL, respectively. Values
.0 dB ~above the horizontal lines! indicate suppression and values,0 dB
~below the horizontal lines! suggest that the suppressor was producing
masking. Some data points are offset along the abscissa for clarity.

FIG. 8. Same as Fig. 7, but for the 2.0-kHz signal and masker.
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pressors, there was little evidence that confusion effects in-
fluenced forward-masked thresholds.

To assess the association between suppression measured
using tonal maskers and suppressors and suppression mea-
sured using noise maskers and suppressors, correlation coef-
ficients were computed within each subject group and signal
frequency ~for tonal maskers, four suppressor frequencies
and two levels; for noise maskers, two band widening direc-
tions and three levels!. The strongest correlations were ob-
served for younger subjects with normal hearing, which was
likely due to their larger range of suppression values. Most
correlations were positive, suggesting that younger subjects
who demonstrated suppression on one measure also demon-
strated suppression on the other. Statistically significant cor-
relations~r>0.632,p,0.05! were most commonly observed
between tonal and noise suppression measured at 0.8 kHz
and for suppression measured at the higher levels. Similar
trends, but fewer significant correlations, were found for
older subjects with normal hearing. Statistically significant
correlations between tonal and noise suppression measures
were not observed for older subjects with hearing loss, pos-
sibly because suppression values were small for these sub-
jects and conditions.

To summarize, suppression measured with tonal maskers
and suppressors was observed in a maximum of 50% of sub-
jects in each group and was more commonly observed at 2.0
kHz than at 0.8 kHz, with suppressor frequencies higher than
the signal frequency, and in subjects with normal hearing.
Suppression measured with tonal maskers and suppressors
was smaller in magnitude and less prevalent than suppres-
sion measured with noise maskers and suppressors.

1The rationale for using noise maskers and suppressors rather than using
tonal maskers and suppressors is given in Dubno and Ahlstrom~2001a!.

2To estimate the decrease in effective masker level that may be attributed to
suppression, it is necessary to determine the change in effective masker
level between the widest and narrowest maskers. Accordingly, using the
same approach as for the widest masker, we attempted to determine the
amount the narrowest masker must be reduced in simultaneous masking to
achieve the score obtained in forward masking. However, a valid estimate
could not be computed for the narrowest maskers because, at these low
masker levels, AI values were being determined by the listeners’ quiet
thresholds rather than by band levels of the noise.
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The chaos mechanism of above-range phonation was examined in symmetrically modeled vocal
folds by using the traditional two-mass model assumption. The Poincare´ map technique was used to
display chaotic attractors. This method provided an effective description of irregular vocal-fold
movements. The power spectrum, Lyapunov exponent, and Kaplan–Yorke dimension were
employed to describe chaotic vibrations in the vocal-fold model. These nonlinear dynamic analyses
suggested that, for the positive Lyapunov exponent, chaotic attractors contribute to irregular
vocal-fold vibrations. Descriptions of complicated irregular vibrations of the vocal fold yielded
evidence of chaos. To investigate the effects of independent parameters such as subglottal pressure,
coupling stiffness, and phonation neutral area, bifurcation diagrams based on the Poincare´ map were
discussed. The results confirmed that the dynamics of the two-mass model was strongly influenced
by independent parameters. Nonlinear dynamic methods were expected to provide useful
information for better understanding of irregular vocal-fold vibrations as well as of the dynamic
mechanism of above-range phonation in excised larynx experimentation. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1395596#

PACS numbers: 43.70.Aj, 05.45.Ac, 05.45.Pq@AL #

I. INTRODUCTION

Chaos theory allows scientists new insights into the ir-
regular phenomena of nature. Many complicated phenomena
that were previously attributed to stochastic processes in fact
displayed deterministic dynamic behaviors. The determinis-
tic mechanism of the chaotic system has been widely applied
to investigate abnormal or disordered behaviors in biological
systems in fields such as neurology,1,2 cardiology,3,4 and la-
ryngeal physiology.5–10These investigations examine the ap-
plication of chaos theory to irregular vibrations of the vocal
fold with the goal of achieving a better understanding of the
factors that contribute to vocal abnormalities.

There exists substantial evidence that vocal-fold vibra-
tion is a highly nonlinear process.5,6,10–14The combined ef-
fects of nonlinear biomechanical events and aerodynamic
events can produce rich irregular vibratory behaviors such as
bifurcation and chaos. Clinical applications of irregularities
in vocal-fold vibration have most often involved vocal-fold
pathology. Nonlinear dynamic methods may potentially pro-
vide a better understanding of the irregular vocal-fold vibra-
tion observed in pathological conditions. The study of non-
linear dynamics has recently received considerable attention.

Mathematical models have helped to provide an under-
standing of the oscillation of the vocal folds during
phonation.6,11–24Using fluid mechanics theory, partial differ-
ential equations can be used to describe nonlinear character-
istics of vocal-fold vibration.6,22–24However, chaotic dynam-
ics of nonlinear partial differential equations has not been

determined. There have been no effective methods to quan-
titatively describe chaos in partial differential equations. For
investigation of the chaotic vibrations of the vocal fold,
simple models such as the two-mass model are still very
important. Compared with multiple mass models,20,21 the
two-mass model is a simple yet effective way to model
vocal-fold vibration, and it has been successfully used to
study nonlinear oscillation of the vocal fold in the production
of voice.11–15,18,19Many interesting phenomena such as the
phase difference between the lower and the upper edge of the
vocal fold, diplophonia, and other irregular vibration patterns
can be modeled by this concept. Studies using the pathologi-
cal two-mass model, such as the asymmetrical model, have
demonstrated that some irregular vocal-fold vibrations are
attributed to chaos effects.12–14

Previous experiments with excised larynx25–29have con-
sistently demonstrated that subglottal pressure determines la-
ryngeal phonation with the following pattern: when subglot-
tal pressure is lower in magnitude than the phonation
threshold pressure, phonation does not occur. When the sub-
glottal pressure is above the phonation threshold pressure,30

the larynx phonates well in a stable range. There exists a
maximum subglottal pressure producing the stable, well-
defined phonation called the phonation instability pressure.27

When the subglottal pressure continues to increase and sur-
passes the phonation instability pressure, irregular vibrations,
defined as the above-range phonation~ARP! in this paper,
are produced. Although this phenomenon has been previ-
ously observed experimentally, its dynamic mechanism re-
mains poorly described.

Chaotic vibrations characterizing models of the patho-a!Electronic mail: jiang@surgery.wisc.edu
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logical larynx also characterize the symmetric vocal
fold.6,10,11In this paper, the irregular ARP will be modeled as
chaotic vibration of symmetric vocal folds for the positive
Lyapunov exponent. Several nonlinear dynamic methods are
applied to describe nonlinear vibration of vocal fold. Though
previous studies have employed the next-maximal map
technique,7,11,12we will use Poincare´ map to display the pro-
jection of chaotic attractors, which provides an effective il-
lustration of irregular vocal-fold vibrations. The power spec-
trum, Lyapunov exponent, and Kaplan–Yorke dimension are
also used to describe chaotic vibrations in the two-mass
model. Nonlinear dynamic methods demonstrate the chaos
mechanism of irregular vibration in the present symmetric
vocal-fold model. In order to examine the effects of indepen-
dent parameters such as subglottal pressure, coupling stiff-
ness, and phonation neutral area, the bifurcation diagrams
based on the Poincare´ map technique are shown and dis-
cussed. The results clearly describe the chaotic nature of
above-range phonation as well as the strong dependence of
the dynamics of the two-mass model on independent param-
eters.

II. THE TWO-MASS MODEL OF VOCAL FOLDS

Based on the Ishizaka–Flanagan model,15 many simpli-
fied versions of the two-mass model have been proposed. We
used the model of Steinecke and Herzel12 to investigate the
possible chaotic vibration of the vocal-fold system; however,
the nonlinear dynamic method used in these analyses can be
easily generalized to any of the other versions of the two-
mass model.

The systematic diagram of the vocal-fold model is
shown in Fig. 1. Deduction of the dynamics requires the
following assumptions:

~1! The cubic nonlinearity of the oscillators is small enough
to be neglected in the model.

~2! The interaction of the glottal flow with subglottal and
supraglottal resonances is negligible. This simplification
is based on the excised larynx experiments by Baer,31

which support the assumptions that subglottal pressure is
constant and supraglottal pressure is zero.

~3! The additional pressure drop at the inlet is neglected.
Both the viscous losses inside the glottis and the inertia
of glottal air are small. The Bernoulli flow is assumed to
act only in the narrowest part of the glottis.

~4! The model is considered symmetric. The left side of the
vocal fold is assumed to be the same as the right side.

According to these assumptions, the normalized motion
equation of the masses can be described by

ẋ15n1 ,

ṅ15
1

m1
S P1ld12r 1n12k1x1

2Q~2a1!c1

a1

2l
2kc~x12x2! D ,

~1!
ẋ25n2 ,

ṅ25
1

m2
S 2r 2n22k2x22Q~2a2!c2

a2

2l
2kc~x22x1! D ,

wherexi ( i 51,2) is the displacement of massmi , a0i is the
phonation neutral area,15 r i is the damping constant,ki is the
spring constant,di is the thickness of massmi , l is the length
of the glottis,ci is the additional spring constant during col-
lision, andkc is the coupling constant between two masses
m1 andm2 . a15a0112lx1, anda25a0212lx2 denotes the
lower and upper glottal areas, respectively. The driving force
P1 describing the action of the pressure in the glottis and the
glottal volume flow velocityU can be formulated by the
Bernoulli equation

P15PsF12Q~amin!S amin

a1
D 2GQ~a1!, ~2!

and

U5A2Ps

r
aminQ~amin!, ~3!

wherePs is the subglottal pressure and

amin5H a1 , x1,x2

a2 , x2<x1
.

The functionQ~x! describing the collision is approximated
by

Q~x!5H tanh~50x/x0!, x.0

0, x<0
. ~4!

For the default parameter valuesm150.125,m250.025,r 1

5r 250.02, k150.08, k250.008, c153k1 , c253k2 , kc

50.025, d150.25, d250.05, a015a0250.05, Ps50.008
('8 cm H2O), l51.4, andr50.001 13, normal vocal-fold

FIG. 1. The schematic diagram of the symmetric two-mass model.
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vibration can be observed.15 All parameters are given in units
of cm, g, ms, and their corresponding combinations. The
volume flow velocityU and the displacements of the mass
m1 andm2 are shown in Fig. 2. Here, the glottal volume flow
velocity U has the obvious ‘‘valley-cut sinusoid’’ shape.32

During the open phase of the glottic cycle, the vocal folds
have no contact with each other, allowing air to flow through
the glottis and provide an aerodynamic driving force. This
aerodynamic force gives the vocal folds a periodic driving
force and sustains the oscillation of the system. However,
during the closing stage of the glottic cycle, the vocal folds
hit at the midpoint of the glottis and this collision force cuts
off the airflow @see Fig. 2~a!#. Figure 2~b! clearly shows the
phase difference between the displacement of mass 1 and
mass 2. The induced phase difference between the upper and
lower masses enables the energy transfer from the airflow to
the vocal fold, causing oscillation to then set in.

III. NONLINEAR DYNAMIC METHODS OF THE
VOCAL-FOLD MODEL

The recent development of chaos theory provides re-
searchers with methods to describe chaos which include
phase space, power spectrum, Poincare´ map, dimension,
Lyapunov exponents, and others. In this section, these non-
linear dynamic methods will be briefly discussed.

A. Phase space and Poincare ´ map

A typical mathematical model of a continuous time-
evolution process is

dx

dt
5v~x,u!, xPRn, ~5!

wherex is ann-dimensional vector in the state space, andu
are system parameters. In the two-mass symmetric model of
the vocal fold, n54 and vectorx can be written asx
5$x1 ,n1 ,x2 ,n2%

T. With the time evolution ofx, the states
give a flow$F t(x0)utPR1% in n-dimensional phase space.

In order to reduce the degrees of freedom describing the
trajectory, the map technique is applied to project the con-
tinuous flow. The method of next-maximum map, has been
reported to sample the flow where the maximal value of the
variable was recorded.7,11,12In this paper, a different method
called Poincare´ map is applied to project the flow of vocal-
fold vibration. The Poincare´ map for then-dimensional flow
F t(x) is an~n-1!-dimensional hypersurface. Let( transverse
to the flow F t(x) at xP(,Rn. The Poincare´ map P:(
→( is defined asP(x)5FT(x), whereT is the time be-
tween two sections. We therefore obtain a series of points
P(x),P(P(x)), . . . . Then, the dynamic types of trajectory
can be classified in the Poincare´ map as follows: a simple
periodic orbit appears as a single fixed point; a periodic orbit
with finite commensurable frequency components gives rise
to discrete points; a quasiperiodic trajectory draws a closed
curve; and chaotic motion is shown as scattered points with
some structure.

For the two-mass model of the vocal fold, a plane such
asx150 is chosen as the Poincare´ section. Generally, solv-
ing the Poincare´ map involves the integration of Eq.~1! and
a test of the sign changes for variablex1 . The intersection
can be determined by an interpolation between the two
points separated by the sectionx150. However, the interpo-
lation procedure inherently leads to an error. To correct for
this problem and locate the intersection point with sufficient
precision, we use the following methods suggested by
Henon.33,34 Suppose that we have the valuesx1(nDt),0,
n1(nDt), x2(nDt), x2(nDt), n2(nDt) at time nDt, and
x1((n11)Dt).0, n1((n11)Dt), x2((n11)Dt), n2((n
11)Dt) at time (n11)Dt. Clearly, the intersection must
occur between these two time steps. Now, changing the role
of x1 and t, inverting the first equation, and dividing the
other three equations by the first one, we have

dt

dx1
5

1

n1

dn1

dx1
5

1

m1n1
S P1ld12r 1n12k1x1

2Q~2a1!c1

a1

2l
2kc~x12x2! D

~6!

dx2

dx1
5

n2

n1

dn2

dx1
5

1

m2n1
S 2r 2n22k2x22Q~2a2!c2

a2

2l
2kc~x22x1! D .

FIG. 2. Normal vocal-fold vibration.~a! The glottal volume flow velocityU;
~b! the displacements of the massesm1 andm2 .
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Taking n1((n11)Dt), x2((n11)Dt), n2((n11)Dt), and
(n11)Dt as initial values and integrating Eq.~6! backward
with the stepDx152x1((n11)Dt), one can locate exactly
the values ofn1 , x2 , n2 at thex150 plane. We therefore
obtain the Poincare´ map from these values atx150.

B. Power spectrum

In addition to the time-domain and phase-space analysis,
the study can also be extended into the frequency domain
and the tangent space. The former is known as power spec-
trum analysis. The latter is associated with the Lyapunov
exponents. In a sense, power spectrum analysis is a simple
qualitative method to judge chaos, where the spectrum of the
chaotic signal is represented as a noisy broadband and the
spectrums of periodic or quasiperiodic solutions are shown
as discrete peaks.

The power spectrum of a scalar signalu~t! can be de-
fined in two different ways.35 The first definition uses the
square of the Fourier transform ofu~t! averaged over time

P~ f !5 lim
T→`

T21U E
0

T

u~ t !e22p i f tdtU2

. ~7!

The second and equivalent way is to defineP~ f ! as a Fourier
transform of the time correlation functionR~t! according to
the Wiener–Khinchin theorem

P~ f !5E
2`

`

R~ t !e22p i f t dt,

~8!

R~t!5 lim
T→`

T21E
0

T

u~ t1t!u~ t !dt.

For the real-time seriesu0 ,u1 , . . . ,uN , the fast Fourier
transform algorithm~FFT! can be used to obtain the power
spectrum.

C. Lyapunov exponent and Kaplan–Yorke dimension

There have been many approaches for describing chaos,
such as phase portrait analysis, Poincare´ map, power spec-
trum analysis, entropy, fractal dimension, and Lyapunov ex-
ponent. Of all of these, the Lyapunov exponent has been
shown to be the most effective dynamic descriptor of
chaos.36–42The Lyapunov exponent is related to the average
rate of exponential divergence or convergence of neighbor-
ing orbits in phase space. Generally, a system containing at
least one positive Lyapunov exponent is defined as chaotic,
while the system containing at least one positive Lyapunov
exponent is defined as chaotic, while the system with no
positive exponent is regular. In dissipative systems, attractors
compromise two opposite trends: dissipation plays a global
stabilizing or convergent role by contracting the phase space
volume, while local orbital instability or divergence forces
neighbor orbits to separate exponentially. Therefore, to char-
acterize the convergent or divergent characteristics of vocal-
fold systems, Lyapunov exponents should be determined. To
describe the tendency of initial conditions with small pertur-

bation, one considers the time evolution of vectors in tangent
space. Fordx→0, the local perturbation can be described by
the linear variational equation36

d ẋ05Dv~F t~x0!!dx0 , ~9!

whereDv(F t(x0))5@]vi /]xj uF t(x0)# is the Jacobian matrix
of the vector fieldv at F t(x0). The solutiondx(t) of the
linear variational equation~9! is obtained by

dx~ t !5DF t~x0!dx0 , ~10!

which represents the time dependence of the perturbed vector
in tangent space.DF t(x0) is the n3n fundamental matrix.
Considering the convergent or divergent tendency of a set of
bases$ei%, i 51,2, . . . ,n in tangent space, we then have the
definition of Lyapunov exponent37

l i5 lim
t→`

1

t
logiDF t~x0!ei i . ~11!

For the equilibrium point of Eq.~1!, DF t(x0) is a constant
matrix such that the Lyapunov exponents can be reduced to
the eigenvalues of the Jacobian matrix. Thus, the stability
analysis of the equilibrium position16–18can be regarded as a
special case of this method. When the chaotic vibration of
the vocal fold is considered,DF t(x0) and its eigenvalues
vary along the entire chaotic attractor. This condition renders
the stability analysis of the fixed point inapplicable. In this
case, we should investigate the global stability by calculating
Lyapunov exponents of a set of orthonormal directions in
tangent space. In chaotic systems, each vector tends to fall
along the path of most rapid growth, corresponding to the
maximal Lyapunov exponent. To obtain all Lyapunov expo-
nent spectra, the Gram–Schmidt reorthonormalization proce-
dure should be used. Therefore, we use the method of Wolf
et al. to calculate all Lyapunov exponents of differential
equation Eq.~1!.38 For the continuous time system Eq.~5!,
whose solution is not a fixed point, there always is one
Lyapunov exponent equal to zero. The sum of Lyapunov
exponents represents the rate of expansion of a volume ele-
ment, which can be determined by the divergence of the flow
( i 51

n l i5div v(x).37–41 Thus, for four-dimensional symmet-
ric vocal-fold model Eq. ~1!, the numerical results of
Lyapunov exponents can be checked by the relationship

(
i 51

4

l i52
r 1

m1
2

r 2

m2
. ~12!

The Lyapunov exponent spectrum was proposed to pro-
vide a qualitative classification of attractors.38–40 When all
Lyapunov exponents satisfyl i<0, i 51,2, . . . ,n, the attrac-
tor will reside within the regular invariant set such as fixed
point, limit cycle, and quasiperiodic solutions. However,
whenl i.0, one or more divergent solutions of perturbation
in tangent space will be obtained. One positive Lyapunov
exponent demonstrates the presence of chaos. In the four-
dimensional vocal-fold model Eq.~1!, there are three typical
attractors with the following Lyapunov exponent spectrum
(l1 ,l2 ,l3 ,l4): fixed point ~-,-,-,-!, limit cycle ~0,-,-,-!, and
chaos~1,0,-,-!, respectively.
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For the n-dimensional dynamic system Eq.~5!, the
Kaplan–Yorke dimension or the Lyapunov dimension43 can
be given by

DL5k1
( i 51

k l i

ulk11u
, ~13!

wherek satisfies the condition that

(
i 51

k

l i.0

and

(
i 51

k11

l i,0.

This equation signifies that thei-dimensional volumes in the
tangent space will expand ifi<k but will contract if i.k.
Regarding the relationship of Kaplan–Yorke dimension to
the other measures of fractal dimension, generally, there
holds an inequality44

D2<D1<D0<DL , ~14!

whereD0 , D1 , andD2 denote the capacity dimension, the
information dimension, and the correlation dimension, re-
spectively. The Kaplan–Yorke dimension is an upper bound

of the information dimension. The Kaplan–Yorke dimension,
as well as correlation dimension, are important parameters
for description of the complexity of the dynamic system. For
the vocal-fold dynamic model, the Kaplan–Yorke dimension
is easily calculated according to Eq.~13!, unlike some stud-
ies of nonlinear dynamic analysis of the time series of speech
in which correlation dimension can be obtained more
conveniently.45–48 Therefore, we will describe the complex-
ity of the vocal-fold model by calculating Kaplan–Yorke di-
mension instead of correlation dimension.

IV. DISCUSSION OF NUMERICAL CALCULATIONS
BASED ON THE SYMMETRIC VOCAL-FOLD MODEL

A. Chaotic vibrations of vocal-fold model

For the symmetric system Eq.~1!, chaotic vibrations can
be observed in certain values of model parameters. In nu-
merical calculations, a fourth-order Runge–Kutta method is
applied to numerically integrate the differential equation Eq.
~1! of the symmetric vocal-fold model. The initial conditions
are:x1(0)50.1,n1(0)50, x2(0)50.1,n2(0)50. We set the
time stepH50.001, and calculate nonlinear dynamic param-
eters including Poincare´ map, Lyapunov exponent, and
Kaplan–Yorke dimension after the 1000-ms transient time.

Figure 3 shows the chaotic vibration of the vocal-fold

FIG. 3. Chaotic vibration of vocal-fold model wherer 150.02, r 250.01,kc50.09,a015a0250.05, andPs50.05. ~a! Phase space;~b! Poincare´ section;~c!
power spectrum;~d! time evolutions of Lyapunov exponents.
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model where the typical values of damping and coupling
constants are taken as:r 150.02, r 250.01, andkc50.09,
respectively.15 When the high subglottal pressurePs50.05
~'51 cm H2O) is used, chaotic vibration of the model Eq.
~1! results. The phase space is shown in Fig. 3~a!. The cha-
otic attractor is shown in the Poincare´ map @see Fig. 3~b!#.
Figure 3~c! illustrates the power spectrum of vocal-fold vi-
bration where some resonant frequency components are em-
bedded in a broadband ‘‘noisy’’ spectrum. Time evolutions of
Lyapunov exponents are given in Fig. 3~d!, where l1

50.036,l250, l3520.255, andl4520.341. Because one
positive Lyapunov exponent is obtained, an irregular vibra-
tion, chaos attractor is indicated. The Kaplan–Yorke dimen-
sionDL can be obtained by Eq.~13!. The resultDL52.14, as
well as Eq.~14!, demonstrates that the vibration of the vocal-
fold model behaves as the low-dimensional chaos.

We have used a high value of subglottal pressure~51 cm
H2O) to produce irregular phonation in normal vocal folds.
The determination that this value is representative is based
on experimental observations with larynges in which high
subglottal pressure, typically above 20–30 cm H2O, pro-
duced irregular vibration and rough sound.25–29In pathologic
models of the vocal fold, such as the asymmetric model, the
normal value of subglottal pressure, 8 cm H2O, is sufficient
for irregular phonations;12 in the normal larynx, these irregu-
lar vibrations can be produced by phonating at a high sub-
glottal pressure.

B. Bifurcation diagram of independent parameters

Usually, the changes in subglottal pressure, mass, ten-
sion, and geometrical size can be treated as independent pa-
rameters of the vocal-fold model because the change in these
parameters is much slower than the vibration. To describe the
influence of independent parameters on induction of a cha-
otic pattern, Lyapunov exponents and bifurcation diagrams
~the Poincare´ map of the state versus independent param-
eters! are calculated for subglottal pressure, coupling stiff-
ness, and phonation neutral area. In bifurcation analysis, we
hold independent parameters constant for 1000 ms after the
1000-ms transient time, and calculate the outputs of the
vocal-fold model. Subsequently, the independent parameters
increase incrementally to produce new groups of output of
the vocal-fold model. In this way, the entire bifurcation dia-
gram can be calculated.

1. Subglottal pressure and above-range phonation
(ARP)

Subglottal pressure is an important independent param-
eter that affects the dynamics of the vocal fold. Subglottal
pressure must be raised above the phonation threshold pres-
sure for production of ‘‘good phonation.’’ However, previous
experiments with excised larynx25–29 found that when sub-
glottal pressure increased to greatly exceed the optimal range
of normal phonation, a second range was reached where vi-
bration became very irregular and sound was rough. To give
a qualitative description of this experimental phenomenon,
the bifurcation diagrams of the symmetric vocal-fold model
are presented.

The plots in Fig. 4 illustrate the dependence of nonlinear

dynamic results on the subglottal pressurePs, where the
curves ~a! and ~b! correspond to bifurcation diagram and
Lyapunov exponents, respectively. The independent param-
eters of the vocal-fold model are taken as:r 150.02, r 2

50.01, andkc50.09. Here, the bifurcation diagram shows
the coexistence of the steady state, period, and chaotic attrac-
tor. These sudden changes in the bifurcation diagram are
related to various bifurcations of the vocal fold.

The onset of phonation corresponds to the Hopf bifurca-
tion of the vocal-fold system: when subglottal pressure is
raised above phonation threshold pressure, the fixed point
will become unstable, and a stable limit circle will set in. The
conditions necessary for the oscillation threshold of subglot-
tal pressure can be calculated by using perturbation
theory.16–18 However, when subglottal pressure continues to
increase and exceeds an optimal range of normal phonation,
the second range will be reached in which vibration behaves
in an irregular manner. In Fig. 4, we find that when subglot-
tal pressure is above the second threshold pressure 0.0377
@'38 cm H2O, i.e., phonation instability pressure~PIP! de-
fined by Jianget al.27#, the limit cycle loses its stability, and
irregular vibrations can be observed. We call this second
stage the above-range phonation~ARP!. An abrupt transition
phenomenon can be seen, which had also been reported in an
excised larynx study by Jianget al.29 The present study fur-
ther suggests that above-range phonation has a chaotic
mechanism. The Lyapunov exponents in Fig. 4~b! confirm
the chaotic nature of the irregular ARP in the symmetric
vocal-fold model where the curves from the top correspond
to l1 , l2 , l3 , l4 , and ( i 51

4 l i , respectively. Despite the
continuous increasing ofPs, ( i 51

4 l i keeps equaling the con-
stant20.48 predicted by Eq.~12!. The result

(
i 51

4

l i'2
r 1

m1
2

r 2

m2
,

as well as the fact that there always exists a Lyapunov expo-
nent equal to zero for an autonomous dynamic system whose
solution is not a fixed point, ensures the effectiveness of
numerical methods for calculating the Lyapunov exponent.
The range within which the maximal Lyapunov exponent is

FIG. 4. The influence of the subglottal pressurePs where r 150.02, r 2

50.01, andkc50.09; ~a! Bifurcation diagram;~b! Lyapunov exponents
where the curves correspond tol1 , l2 , l3 , l4 , and( i 51

4 l i , respectively
(l1 , —; l2 , –h – ; l3 , –n – ; l4 , –, – ; ( i 51

4 l i , ¯!.
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positive defines the chaotic interval of ARP. ARP is observed
only at large subglottal pressures. The chaotic model of vocal
fold shows a good consistency with the phenomenon of ARP
observed in excised larynx experiment.25–29

2. Coupling constant

Generally, irregular vibration occurs when system pa-
rameters largely deviate from the default values. Chaotic
ARP can occur at high subglottal pressure; low damping and
large stiffness are also considered to be possible contribu-
tions to chaotic vibration.11,13,14

To observe the effect of coupling constantkc on dynam-
ics, the bifurcation diagram and Lyapunov exponents versus
kc are displayed in Figs. 5~a! and ~b!, respectively, where
Ps50.008, and a lower damping constantr 15r 250.01 than
the default value~0.02! is used. The reduced effective damp-
ing might result from vocal-tract inertive coupling.16 The
curves from the top in Fig. 5~b! correspond tol1 , l2 , l3 ,
andl4 , respectively. When the coupling constant exceeds a
critical value, the well-known period-doubling bifurcation
will be observed in the bifurcation diagram@see Fig. 5~a!#. In
this case, the limit cycle will become unstable; however, a
stable period-doubling oscillation results. As the coupling
constant increases, a period-doubling bifurcation scenario is
illustrated. Subsequently, chaotic outputs with one positive
Lyapunov exponent will appear for the large coupling con-
stant. The dynamic changes of the vocal-fold model can be
quantitatively described by the evolution of Lyapunov expo-
nent spectrum inkc parameter space. The parameter intervals
in which l1'0 define regular vibrations including limit
cycle and period-doubling series of period 2n (n
51,2, . . . ).Among the intervals, the period-doubling bifur-
cation points can be determined whenl2 approaches zero.
When kc.0.046 012 . . . , l1.0 and l2'0, such that the
vibratory patterns of vocal fold lose the regularity and be-
come chaotic. Thekc parameter intervals of chaos deter-
mined by the positive Lyapunov exponent coincide with the
illustration in the bifurcation diagram.

The period-doubling scenario has been obtained by Her-
zel and Knudsen in a study applying the next-maximal map

technique.11 Our study, using a different vocal-fold model
and Poincare´ map technique, gives the consistent illustra-
tions of period-doubling scenario. The presented evidence of
chaos by calculating Lyapunov exponent also characterizes
this study.

3. Phonation neutral area

The interaction of airflow and the glottal area causes the
phonation neutral area to play an important role in determin-
ing the dynamics of the vocal fold.15 When the initial area of
the glottis increases, the nonlinear interaction between the
airflow and glottal area becomes weak. It must then lead to a
larger subglottal pressure that excites the periodic oscillation
of the vocal fold.12,16 Figure 6~a! shows the dependence of
dynamic output on subglottal pressurePsunder three sizes of
phonation neutral area:a015a0250.05, 0.075, and 0.1,
where the parameters of the vocal-fold model are taken as
r 150.02,r 250.01, andkc50.09. A larger phonation neutral
area would increase the thresholds for periodic and chaotic
oscillations. For a large area 0.1 of vocal fold, it is difficult to
produce chaotic vibration within the rangePs,0.07 of sub-
glottal pressure. To further investigate the influence of neu-
tral area, we show the relation between the output and the
phonation neutral area in Fig. 6~b!, where the subglottal pres-
surePs50.05. For the large phonation neutral area, periodic
vibration of vocal fold will oscillate steadily. However, when

FIG. 5. The influence of the coupling constantkc wherer 15r 150.01 and
Ps50.008: ~a! Bifurcation diagram;~b! Lyapunov exponents where curves
correspond tol1 , l2 , l3 , and l4 , respectively (l1 , ; l2 , –h – ;
l3 , –n – ; l4 , –, – ).

FIG. 6. The influence of phonation neutral areaa015a02 : ~a! The depen-
dence of dynamical outputx2 on subglottal pressurePsunder three sizes of
phonation neutral area 0.05, 0.75, and 0.1;~b! the relation betweenx2 and
a015a02 , wherer 150.02, r 250.01,kc50.09, andPs50.05.
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the phonation neutral area is decreased, the strong interaction
between airflow and glottal area will decrease the threshold
of irregular vocal-fold vibration and induce chaotic vibration
of vocal fold.

Unlike subglottal pressure and phonation neutral area,
the exact relationship of mass and stiffness of the two-mass
model with the biomechanical properties of the tissue is not
clear. Therefore, their influences on nonlinear dynamics of
the vocal fold are combined, requiring further research. Ex-
amples of their influences are illustrated in the bifurcation
diagrams of massm1 and stiffnessk1 @see Figs. 7~a! and~b!,
where r 150.02, r 250.01, kc50.09, andPs50.05). Simi-
larly, the bifurcation diagrams display the coexistence of
steady state, periodic oscillation, period-doubling, period-
tripling, and chaotic vibration. In Fig. 7~b!, high subglottal
pressurePs50.05 will cause the vocal fold with normal stiff-
nessk150.08 to produce chaotic vibration; however, a larger
tension k1.0.1575 will produce regular vibration. There-
fore, larger tension tends to increase the threshold pressure of
irregular vibration, illustrating the strong dependence of
vocal-fold vibration on independent parameters.

V. CONCLUSION

In this study, a chaotic mechanism of above-range pho-
nation was suggested in the symmetric vocal-fold model.
Nonlinear dynamic methods such as the Poincare´ map,

power spectrum analysis, Lyapunov exponent, and Kaplan–
Yorke dimension, were used to investigate nonlinear vibra-
tions of the two-mass vocal-fold model. Chaotic vibrations
with positive Lyapunov exponent were obtained for the sym-
metric vocal-fold model. To illustrate the influence of inde-
pendent parameters such as subglottal pressure, coupling
constant, and phonation neutral area, bifurcation diagrams
were shown. The results suggested the strong dependence of
the dynamics of the two-mass model on these independent
parameters. Chaotic vibrations occur with obvious changing
of the independent parameter from the normal values. Non-
linear dynamic methods provided an effective analysis for
describing and quantifying irregular vibration of the vocal
fold, and these methods have the potential to develop into a
clinical application for the analysis of irregular vocal-fold
vibration.
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Studies with adults have demonstrated that acoustic cues cohere in speech perception such that two
stimuli cannot be discriminated if separate cues bias responses equally, but oppositely, in each. This
study examined whether this kind of coherence exists for children’s perception of speech signals, a
test that first required that a contrast be found for which adults and children show similar cue
weightings. Accordingly, experiment 1 demonstrated that adults, 7-, and 5-year-olds weight
F2-onset frequency and gap duration similarly in ‘‘spa’’ versus ‘‘sa’’ decisions. In experiment 2,
listeners of these same ages made ‘‘same’’ or ‘‘not-the-same’’ judgments for pairs of stimuli in an
AX paradigm when only one cue differed, when the two cues were set within a stimulus to bias the
phonetic percept towards the same category~relative to the other stimulus in the pair!, and when the
two cues were set within a stimulus to bias the phonetic percept towards different categories.
Unexpectedly, adults’ results contradicted earlier studies: They were able to discriminate stimuli
when the two cues conflicted in how they biased phonetic percepts. Results for 7-year-olds
replicated those of adults, but were not as strong. Only the results of 5-year-olds revealed the kind
of perceptual coherence reported by earlier studies for adults. Thus, it is concluded that perceptual
coherence for speech signals is present from an early age, and in fact listeners learn to overcome it
under certain conditions. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1404974#

PACS numbers: 43.71.Es, 43.71.Ft@KRK#

I. INTRODUCTION

The acoustic signal of speech consists of isolable prop-
erties, or cues as they are commonly called. Until recently,
prevailing views of speech perception have all proposed that
each linguistic element~defined either as a phonemic seg-
ment or as a feature! is signaled by specific settings of one or
several critical cues. Accordingly, much research in the area
of speech perception focused on trying to identify what set-
tings of which cues signal each linguistic element. To be
sure, differences of opinion persisted concerning whether the
cue settings that define linguistic units would prove to be
invariant or not. While some investigators held hope that
specific and stable settings of certain properties would be
found that signal each linguistic element~e.g., Blumstein and
Stevens, 1980; Kewley-Port, 1983; Stevens and Blumstein,
1978!, others postulated that there are no invariants, but in-
stead the settings of any one property that signal specific
linguistic elements vary depending on the settings of other
acoustic properties~e.g., Liberman, 1957; Libermanet al.,
1967; Mann and Repp, 1980; Studdert-Kennedy, 1983!.
Nonetheless, both approaches focused on understanding the
relation between isolated cues and linguistic segments.

The question ofhow cues combine was never explicitly
addressed in that early work. With hindsight, however, we
can suggest that the assumptions underlying all that work
clearly fit one of two models, what Bestet al. ~1989! called
‘‘cue extraction’’ and ‘‘cue integration.’’ The line of work
searching for invariant cues to linguistic identity fits under
the rubric of cue extraction: listeners extract a specific prop-
erty, and make a linguistic judgment based on that property.
The work attempting to describe the sets of cues that define
linguistic elements adheres to notions of cue integration: lis-
teners extract a set of cues, and then sum them to derive the

most probable estimate of the linguistic element represented.
Among the predominance of studies seeking to make the

connection between isolated acoustic cues and phonetic cat-
egories can be found the rare, early study interested in per-
ceptual organization of speech signals~e.g., Broadbent and
Ladefoged, 1957!. More recently, however, more investiga-
tors have focused their work specifically on the question of
how acoustic properties are organized in speech perception.
One point on which these investigators seem to agree is that
acoustic properties cohere in speech perception such that it is
difficult, if not impossible, to distinguish stimuli based on the
auditory qualities of separate signal components~e.g., Best
et al., 1989; Bregman, 1990; Remezet al., 1994!. A variety
of results support that position. For example, duplex percep-
tion experiments demonstrate that when an isolated acoustic
property~the cue! is presented to one ear and the rest of the
signal~the context! is presented to the other ear, two percepts
are reported: a nonspeech percept~consisting of the cue
only! and a speech percept~consisting of the context plus the
cue!. The critical finding of these experiments is that only for
the nonspeech percept can listeners describe the auditory
quality of the cue~e.g., whether a transition is rising or fall-
ing!. In other words, even though the cue is needed for la-
beling the speech percept, it remains inaccessible as a sepa-
rate perceptual entity~Liberman, Isenberg, and Rackard,
1981; Mann and Liberman, 1983; Whalen and Liberman,
1987!.

The question of whether acoustic properties cohere in
children’s speech perception, according to any principles, has
been largely unaddressed, but is important for several rea-
sons. For one, answers to this question can extend our un-
derstanding of the general nature of speech perception by
informing us as to whether the perceptual organization re-
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vealed in studies with adults is present from a young age
~possibly birth!, or is something that emerges through exten-
sive experience with language. Also, knowing how acoustic
properties cohere in children’s speech perception will pro-
vide some fundamental information for studying other devel-
opmental phenomena, such as how perceptual attention
changes with age and how access to phonological structure
emerges. Thus, the focus of the current investigation was on
whether or not acoustic properties cohere in children’s
speech perception such that stimuli heard as speech cannot
be discriminated based on auditory qualities of the signal.

Originally we asked whether children can make dis-
crimination decisions based on the auditory qualities of the
signal as well as or better than adults when listening to
speech. If children were found to discriminate stimuli better
than adults based strictly on auditory qualities, our thinking
went, support would be garnered for the position that the
perceptual coherence of speech signals demonstrated by
adults is a learned phenomenon. This position is represented
by the statement of Bestet al. ~1989!, ‘‘The infant’s task is to
discover the phonetic coherence of phonological categories
in the surrounding language by focusing attention on recur-
rent auditory contrasts that signal changes of meaning in that
language.’’ ~p. 249! On the other hand, if children were
found to demonstrate the same inability to discriminate
stimuli based on auditory qualities that adults demonstrate,
then we would suggest that such coherence is an integral
aspect of speech perception, present from birth, or at least
from a very young age. At the outset of this work, however,
we never anticipated the possibility that the strict coherence
of signal components reported for adults’ speech perception
might be even stronger for children. Of course, we never
anticipated the possibility that adults would show anything
other than strict coherence for speech signals.

From the start we did know that children’s perceptual
strategies for speech differ in at least one way from those of
adults. Experiments have reliably shown that the weights as-
signed to the several cues involved in a phonetic decision
can differ for children and adults. In one of the earliest dem-
onstrations of this difference, Parnell and Amerman~1978!
presented various combinations of stop-vowel syllable por-
tions ~the release burst, the burst plus aspiration noise, the
burst plus aspiration and transition, the transition, the transi-
tion plus vowel! for labeling to 4- and 11-year-old children
and adults. Four-year-olds labeled stops as accurately as
older listeners only when syllable portions included the tran-
sitions. Thus, it seemed that children weight formant transi-
tions more, or all other relevant cues less, than adults. Then,
three studies investigating differences between young chil-
dren~3 and 6 years! and adults in the use of vowel duration
and syllable-final transitions in decisions of voicing for final
stops all concluded that young children’s decisions were
based more than those of adults on the transitions, and less
on vowel duration~Greenlee, 1980; Krause, 1982; Wardrip-
Fruin and Peach, 1984!. Most recently, experiments on label-
ing of syllable-initial fricatives have shown both that chil-
dren weight formant transitions more and fricative-noise
spectra less than adults~Nittrouer, 1992, 1996; Nittrouer and
Miller, 1997a, 1997b; Nittroueret al., 2000; Nittrouer and

Studdert-Kennedy, 1987!. Thus, there is evidence that the
relative contributions made to linguistic decisions by the
various properties of the acoustic speech signal change as
children get older, and gain experience with a native lan-
guage. However, no study has suggested either that children
attend perceptually to properties that are ignored by adults or
that children ignore properties to which adults attend. Re-
gardless of the age of the listener, linguistic decisions are
based on the same sets of properties for each linguistic deci-
sion. Consequently, it was reasonable for us to ask how
strongly these signal properties cohere in children’s speech
perception.

The approach used in this study was pioneered by Fitch
et al. ~1980!. They constructed synthetic stimuli that ap-
proximated the words ‘‘slit’’ and ‘‘split’’ by varying each of
two cues: the silent interval between the@s# noise and the
vocalic portion ~which is longer for natural split than for
natural slit! and the onset frequencies of the first three for-
mants~which are lower for split than for slit!. Specifically,
the silent interval varied from 8 to 144 ms in steps of 8 ms,
and the transitions at the onset of the vocalic portions were
appropriate for either@l(t# or @pl(t#. Using an oddity para-
digm, listeners were asked to choose the stimulus, out of
three, that was different. Three conditions were included. In
the ‘‘one-cue’’ condition, both stimuli in the pair had the
same setting for one cue, but had different settings for the
other cue. Fitchet al. chose to keep the silent interval con-
stant across stimuli within a pair, and varied formant onset
frequencies~rather than holding formant onset frequencies
constant, and varying the silent interval!. In both ‘‘two-cue’’
conditions, stimuli within a pair differed on both cues. In the
‘‘two-cooperating-cues’’ condition, the settings of both cues
within a stimulus biased perception towards either slit or
split, relative to settings in the other stimulus: the stimulus
with the @l(t# formant onset frequencies always had the
shorter silent interval; the stimulus with the@pl(t# formant
onset frequencies always had the longer silent interval. In the
‘‘two-conflicting-cues’’ condition, cues were set to oppose
each other, such that they biased perception towards different
categories: the stimulus with the@pl(t# formant onset frequen-
cies always had the shorter silent interval; the stimulus with
the @l(t# formant onset frequencies always had the longer si-
lent interval. The difference in silent interval between the
two members of each pair~in the two-cue conditions! was
always 24 ms, a value derived from a labeling experiment
showing that 24 ms was the separation in functions for
stimuli with the @l(t# and @pl(t# formant onset frequencies
~i.e., the difference in formant onset frequencies was
‘‘worth’’ 24 ms of silent interval!. Results showed that all
listeners were most accurate at discriminating stimuli in the
two-cooperating-cues condition: these stimuli showed the fa-
miliar peak in discrimination accuracy at the category
boundary. Following the two-cooperating-cues condition in
discrimination accuracy was the one-cue condition, with dis-
crimination in the two-conflicting-cues condition the poorest.
Thus, even though acoustic differences between the two
stimuli were identical for the cooperating- and conflicting-
cues conditions, whether or not these differences facilitated
or inhibited discrimination depended on whether or not cues
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biased responses towards the same or different categories.1

Best, Morrongiello, and Robson~1981! replicated the
findings reported by Fitchet al. ~1980! using synthetic ver-
sions of ‘‘say’’ and ‘‘stay,’’ where the cues were the silent
interval between the@s# noise and the vocalic portion, and
the onset frequency of the first formant~F1!: F1 is lower at
voicing onset for burstless stay than for say. Presumably by
coincidence, labeling data showed that the difference in for-
mant frequencies was worth 24 ms of silent interval for these
stimuli, just as it had been in Fitchet al. When stimuli were
arranged as they had been by Fitchet al., the same ordering
of discrimination sensitivity was revealed: two cooperating
cues. one cue. two conflicting cues. Noteworthy is the
finding of both studies that discrimination for the two-
conflicting-cues conditions was barely above chance perfor-
mance.

Fitch et al. ~1980! and Bestet al. ~1981! both concluded
that the two acoustic properties manipulated in their experi-
ments must be ‘‘perceptually equivalent,’’ meaning that both
biased responses equally towards specific phonetic labels.
Furthermore, it seemed that the auditory qualities of these
properties were unavailable to the listeners; instead, listeners
were obliged to hear the composite signals according to the
phonetic labels they were assigned. In 1989, Bestet al. ex-
plicitly tested four models of how acoustic properties might
combine in perception: the ‘‘cue extraction’’ and ‘‘cue inte-
gration’’ models that have already been discussed, and two
models of coherence termed ‘‘auditory’’ and ‘‘phonetic’’ co-
herence. Both of these latter models suggest that linguistic
structure emerges from the speech signal due to principles
that mandate signal coherence, but in the case of auditory
coherence, these principles guide all of auditory perception.
The notion of phonetic coherence, on the other hand, sug-
gests that the components of the speech signal cohere spe-
cifically because they arise from the coordinated pattern of
articulatory movement that produced them. According to this
account, we would not expect the same kind of coherence for
a signal with all the properties of speech, if it were not heard
as speech. That is, if principles specifically of phonetic co-
herence explain why speech signals are heard as unitary per-
cepts, then this coherence would be absent for the same sig-
nals when they are not heard as speech. According to
auditory explanations, these signals should be heard in the
same manner regardless of whether they are perceived as
speech or nonspeech.

Best et al. ~1989! tested this hypothesis by comparing
the labeling and discrimination of speech-like stimuli when
listeners heard these stimuli as music, and when they heard
them as speech. Findings across the music and speech con-
ditions led these authors to conclude that ‘‘The results of
these three experiments are inconsistent with the claim that
speech perception entails the simple extraction, or the extrac-
tion and integration, of discrete information-bearing ele-
ments or cues.’’~p. 248! Instead, differences in response pat-
terns across the two groups led the authors to conclude that
only the model of phonetic coherence could explain how
listeners combine separate acoustic properties to derive uni-
tary and distinctive percepts representing linguistic catego-
ries. In particular, the listeners in the music group were un-

able to recover the isolated property that defined the
categories, nor could they integrate this property with the
rest of the spectral array to derive distinctive percepts. Thus,
the general conclusion of this study was that the separate
properties of the speech signal cohere according to principles
that are unique to speech~i.e., phonetic coherence!, and that
once a signal is heard in this way, it is difficult, if not im-
possible, either to recover the individual properties or to
have them cohere in a manner that would not be unique to
speech~i.e., auditory coherence!.

Only two studies have even tried to address the question
of signal coherence in children’s speech perception. Mor-
rongiello et al. ~1984! measured discrimination abilities of
5-year-olds for stimuli differing by one cue, two cooperating
cues, and two conflicting cues using the same stimuli as
those used by Bestet al. ~1981!. Unlike the adults of Best
et al., children discriminated stimuli in the two-conflicting-
cues condition as well as stimuli in the one-cue condition:
discrimination abilities were clearly above chance in the
two-conflicting-cues condition. Although those authors did
not offer possible explanations for this age-related difference
in results, we may speculate that it showed that children can
hear the auditory qualities of a speech stimulus, independent
of its phonetic label, better than adults can. Thus, we may
further suggest that the phonetic coherence of speech signals
demonstrated by adults may be a phenomenon that emerges
as one learns a language. However, there is one caveat to this
suggestion. For labeling results, children’s data in the Mor-
rongiello et al. study showed less separation between func-
tions for the twoF1-onset conditions than adults’ data did in
the Bestet al. study. In other words, the difference in for-
mant onset frequencies was worth less than 24 ms in chil-
dren’s perception. Nonetheless, the difference in silent inter-
val between members of each pair was set according to
adults’ labeling results, at 24 ms. Therefore, the effective
perceptual difference between stimuli in a pair may have
been greater for children than for adults. As a result, the
Morrongiello et al. experiment leaves unanswered the ques-
tion of whether or not cues cohere in children’s speech per-
ception as they do in adults’ speech perception.

Eilers et al. ~1989! asked if infants can discriminate
speech stimuli based on their auditory qualities. These inves-
tigators manipulated vowel duration and consonant periodic-
ity as cues to voicing for utterance-final alveolar stops, and
trained 9-month-old infants to perform a discrimination task.
As Fitch et al. ~1980! and Bestet al. ~1981! reported for
adults, Eilerset al. found that infants were able to discrimi-
nate stimuli better in the two-cooperating-cues condition
than in the one-cue condition.2 As Morrongielloet al. ~1984!
reported for 5-year-olds, Eilerset al. found that infants were
able to discriminate stimuli as well in the two-conflicting-
cues condition as in the one-cue condition. Thus, it might be
concluded that infants were making these discriminations
based on the auditory qualities of the signal, either because
they could recover individual properties of the acoustic sig-
nal or because these properties cohered according to prin-
ciples of general audition. However, a couple findings of the
Eilers et al. study encourage caution in interpretation. First,
different groups of infants participated in the two-
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cooperating-cues and the two-conflicting-cues conditions,
even though both groups heard the same one-cue stimuli.
Overall, infants in the two-cooperating-cues condition per-
formed more accurately than infants in the two-conflicting-
cues condition, even in the one-cue condition. Furthermore,
adults performed the same discrimination task with the same
stimuli as the infants, and they discriminated stimuli as well
in the two-conflicting-cues condition as in the two-
cooperating-cues condition, a result that conflicts with those
of Fitch et al. ~1980! and Bestet al. ~1981!. It might be that
results across studies cannot validly be compared because
Eilers et al. used vowel–stop-consonant syllables as stimuli,
whereas Fitchet al.and Bestet al.used stimuli consisting of
an @s# noise, followed by a silent interval and then a vocalic
portion. However, it is puzzling to have different results
based only on the content of the stimuli. Most likely, acoustic
properties either cohere according to the principles of pho-
netic coherence, or they don’t. There seems to be no satis-
factory explanation for why results might fit this model for
some stimuli, but not for others.

For the current study the decision was made to use
stimuli that consisted of an@s# noise followed by a silent
interval ~as appropriate for a stop closure! and a vocalic por-
tion, as Fitchet al. ~1980! and Bestet al. ~1981! had done.
Those are the studies that reported that adults cannot dis-
criminate stimuli based on auditory qualities of the speech
signals, and that was the phenomenon under investigation for
children in this study. However, the exact choice of stimuli
was tricky because, as described earlier, labeling experiments
have shown that children and adults weight differently the
acoustic properties upon which at least some linguistic deci-
sions rest. For such contrasts, stimuli within a pair would
differ by a different perceptual amount across listener age,
even though they differed by the same acoustic amount.
Thus, the first step of the current study had to be identifying
a set of stimuli of the form~@s# noise!–~stop closure!–
~vocalic portion! that adults and children label similarly.
Only then could we appropriately compare discrimination by
children and adults of stimuli differing by one cue, two co-
operating cues, and two conflicting cues.

II. EXPERIMENT 1: LABELING

The goal of this experiment was to find a set of stimuli
consisting of an@s# noise, followed by a silent interval and
then a vocalic portion that children and adults label similarly.
In particular, the duration of the silent interval~i.e., the gap
duration! and the onset frequency of one or more formant
transitions needed to serve as the cues to be manipulated if
we were to retain consistency in procedures with those of
Fitch et al. ~1980! and Bestet al. ~1981!. While numerous
studies~reviewed in the Introduction! have demonstrated that
the relative weights assigned to the various signal compo-
nents for speech can change as children get older~and so
gain experience with language!, one study has shown that
this developmental shift in weighting strategies does not oc-
cur for all phonetic contrasts. Nittrouer and Miller~1999!
showed that the relative weights assigned to the noise and to
formant transitions in decisions of fricative identity are simi-
lar for adults and children for /f/-vowel and /Y/-vowel syl-

lables. Nittrouer and Miller argued that this lack of develop-
mental change can be found for any contrasts for which the
‘‘optimal’’ strategy ~i.e., the one that most effectively facili-
tates recovery of phonetic structure! is the one used by
young children. Consequently, we were hopeful that we
would find a contrast for which adults and children would
show similar labeling results.

Three studies~Morrongiello et al., 1984; Nittrouer,
1992; Nittrouer, Crowther, and Miller, 1998! have shown
that adults and children weight differently the acoustic prop-
erties upon which ‘‘say’’ versus ‘‘stay’’ decisions rest. There-
fore, those stimuli could not be used. At the same time, we
wanted to avoid using ‘‘slit’’ and ‘‘split,’’ as Fitchet al. had
used. Bestet al. appropriately point out that the production
of these syllables is complex articulatorily, and so the result-
ing signal is complex acoustically. The syllables ‘‘sa’’ and
‘‘spa’’ were found to meet our requirements.

A. Method

1. Participants

Three groups of listeners participated: 11 adults between
the ages of 20 and 40 years; 11 children between the ages of
6 years, 11 months and 7 years, 5 months~the 7-year-olds!;
and eleven children between the ages of 4 years, 11 months
and 5 years, 5 months~the 5-year-olds!. All participants were
required to pass hearing screenings of the frequencies 0.5,
1.0, 2.0, 4.0, and 6.0 kHz presented at 25 dB HL~ANSI,
1989!. All participants were monolingual speakers of Ameri-
can English, had no histories of speech or language prob-
lems, and were free from significant early histories of otitis
media, defined as six or more episodes before the age of 2
years. In addition, all children participating scored better
than the 40th percentile for their age groups on the Goldman-
Fristoe Test of Articulation~Goldman and Fristoe, 1986!.
Participating adults demonstrated a reading level of at least
the 11th grade on the Wide Range Achievement Test-Revised
@WRAT-R ~Jastak and Wilkinson, 1984!#. In addition to these
participants, two 5-year-olds and one adult participated, but
their data were excluded from the final analysis because they
failed to label reliably best exemplars of each category dur-
ing testing~see Procedures!.

2. Equipment

Testing took place in a soundproof booth. Hearing was
screened with a Welch Allyn TM262 Auto Tymp
tympanometer/audiometer using TDH-39 headphones.
Stimuli were stored on a computer, and presented with a
Data Translation 2801A digital-to-analog converter, a Fre-
quency Devices 901-F filter, a Crown D-75 amplifier, and
AKG-K141 headphones. Cartoon drawings were shown on a
color-graphics monitor.

3. Stimuli

Stimuli were created with a SenSyn Laboratory Synthe-
sizer, Version 1.1. They were synthesized at a 10-kHz sam-
pling rate, and presented with low-pass filtering below 4.9
kHz. The @s# noise was a single-pole noise, centered at 3.8
kHz. This noise has been used extensively in labeling experi-
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ments in the past, and is known to be a good exemplar of@s#.
Two vocalic portions were created. Both were 270 ms long:
40-ms transitions followed by 230-ms steady-state regions.
The fundamental frequency of both began at 120 Hz, and fell
throughout the vocalic portion to an ending frequency of 100
Hz. For both,F1 started at 450 Hz and rose to a steady-state
frequency of 650 Hz.F3 started at 2100 Hz, and rose to a
steady-state frequency of 2500 Hz.F2 onset was either 1175
Hz ~the ‘‘high F2 onset,’’ most appropriate for ‘‘sa’’! or 950
Hz ~the ‘‘low F2 onset,’’ most appropriate for ‘‘spa’’!.
Steady-stateF2 was 1130 Hz in both portions. Each vocalic
portion was combined with the@s# noise at each of ten gap
durations: 0 to 36 ms, varying in 4-ms steps. Thus, there
were 20 stimuli: twoF2 onsets3 ten gap durations.

4. Procedures

The hearing screening was done first, followed by either
the articulation screening~children! or the reading screening
~adults!. For the 5-year-olds, recorded stories about each re-
sponse label~i.e., the animals they named! were presented
next. ‘‘Sa’’ was a sea creature, and ‘‘spa’’ was a horse. These
stories were presented both by recorded, natural speech and
by synthetic speech. Thus, they served both to teach children
the labels and to provide experience listening to synthetic
speech. Past experience in this laboratory has shown that
children older than 5 years of age do not benefit from these
stories, and so 7-year-olds did not hear them. Next, the pic-
tures to be used were introduced. These pictures were 83 10
in. Participants were instructed to point to the picture repre-
senting the syllable heard, and say the syllable after hearing
a stimulus. The experimenter then entered the response into
the computer. Two kinds of practice were provided before
testing: natural tokens of sa and spa, and the best exemplars
of the synthetic stimuli. The natural tokens were five samples
each of sa and spa spoken by the second author. The syn-
thetic tokens were the lowF2 onset with the 36-ms gap~best
exemplar of spa! and the highF2 onset with the 0-ms gap
~best exemplar of sa!, presented five times each. Listeners
had to respond correctly to nine out of the ten practice items
~for both kinds of practice! to move onto either the next
practice set or the test set. Testing consisted of ten blocks of
the 20 stimuli presented in random order, and children were
shown cartoon drawings on the graphics monitor at the end
of each block. Participants had to respond correctly to 80%
of the best exemplars~i.e., those presented during practice
with the synthetic stimuli! during testing for their data to be
included in the final analysis. Because all participants dem-
onstrated the ability to label these best exemplars correctly
during practice, failure to do so during testing was taken as
evidence of a general decrease in attention. A lack of general
attention of this sort would diminish the reliability of all
responses.

Labeling functions were derived for eachF2 onset, and
were the proportion of sa responses given at each level of
gap duration. These proportions were transformed to probit
functions ~i.e., cumulative normal distributions, represented
as probit scores!. From these probit functions, distribution
means and slopes were computed. Distribution means were
the points~given in milliseconds of gap duration! at which

the probabilities of sa and spa responses were equal. These
values are traditionally termed the ‘‘phoneme boundaries,’’
and will be here too. Slope is given as the change in probit
units per millisecond of change in gap duration. The differ-
ence in location of the two functions at the phoneme bound-
aries is generally taken as an index of the weight assigned to
the dichotomous property~in this case,F2 onset!, and slope
is an index of the weight assigned to the continuous property
~in this case, gap duration!.

B. Results

Figure 1 shows the labeling functions for all three lis-
tener groups, and Tables I and II display the phoneme bound-
aries and slopes, respectively. As can be seen, all groups
performed similarly. Two-way analyses of variance~ANO-
VAs!, with age as the between-subjects factor and transition
as the within-subjects factor, done on these data support that
conclusion. The main effect of age was not significant, either
for phoneme boundaries,F~2,30!51.14, p50.333, or for
slopes,F~2,30!52.78, p50.078. Only the main effect of
transition was significant, both for phoneme boundaries,
F~1,30!5228.27, p,0.001, and for slopes,F~1,30!57.20,
p50.012. The interaction of age3 transition was not signifi-
cant, either for phoneme boundaries,F~2,30!50.26,
p50.774, or for slopes,F~2,30!50.24,p50.789. Therefore,
adults, 7-year-olds, and 5-year-olds may be said to have
weighted the transition and the gap to the same extent in
making this phonetic decision, and so these stimuli met our
criterion for the discrimination task to be completed in ex-
periment 2.

III. EXPERIMENT 2: DISCRIMINATION

Once stimuli were identified that children and adults la-
bel with similar weights assigned to each acoustic property,
the next step was to examine discrimination of these stimuli
when they differed by only one cue, by two cooperating
cues, and by two conflicting cues. Based on the work of
Fitch et al. ~1980! and Bestet al. ~1981!, we anticipated that
adults would show enhanced sensitivity for stimuli in the
two-cooperating-cues condition and diminished sensitivity in
the two-conflicting-cues condition, compared to the one-cue
condition. However, the most critical condition in this ex-
periment was the two-conflicting-cues condition: this is the
one condition in which stimuli cannot be perceived accord-
ing to the principles of phonetic coherence, if they are to be
discriminated. Listeners must either recover the separate
properties of the signal or form unique and unitary percepts
with these separate properties, percepts that do not neatly
correspond to phonetic categories. Because the results of ear-
lier studies~e.g., Bestet al., 1981, 1989; Fitchet al., 1980;
Remezet al., 1994! suggest that adults do not accomplish
either of these perceptual maneuvers~instead forming uni-
tary percepts according to phonetic principles!, discrimina-
tion in the two-conflicting-cues condition should be poor. We
should find a similar response pattern for children, if pho-
netic coherence is intrinsic to their speech perception.3 Alter-
natively, if the phonetic coherence of speech signals found
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for adults is a learned phenomenon, then we could find a
different pattern of response across the three conditions for
children. In particular, we might expect children to demon-
strate enhanced sensitivity to signal differences in both two-

cue conditions, regardless of whether the cues cooperate or
conflict in terms of the category they signal. That is, these
children may not have had sufficient experience with speech
signals to have discovered phonetic coherence.

FIG. 1. Mean labeling functions for each age group
from experiment 1. Open squares represent results for
the high-F2 onset condition, and filled squares represent
results for the low-F2 onset condition.

TABLE I. Mean phoneme boundaries in ms of gap duration for each age
group ~with standard deviations in parentheses!, for the highF2 onset and
the low F2 onset. Number of participants in each group is given in italics.

Adults 7-year-olds 5-year-olds
11 11 11

High F2 onset 24.8 22.1 22.0
~3.4! ~5.1! ~4.3!

Low F2 onset 14.4 12.7 11.6
~5.3! ~6.8! ~4.0!

TABLE II. Mean slopes~in probit units per ms of gap duration! for each age
group ~with standard deviations in parentheses!, for the highF2 onset and
the low F2 onset. Number of participants in each group is given in italics.

Adults 7-year-olds 5-year-olds
11 11 11

High F2 onset 0.14 0.16 0.11
~0.04! ~0.05! ~0.05!

Low F2 onset 0.11 0.12 0.09
~0.06! ~0.05! ~0.04!
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A. Method

1. Participants

Thirteen adults, and 13 children of each of the ages of 7-
and 5 years participated in this experiment. All participants
met the same criteria as those described for participants in
the first experiment. Four additional 5-year-olds attempted
the task, but were unable to perform this discrimination task
with natural tokens of spa and sa, and eight additional
5-year-olds and one 7-year-old were unable to discriminate
the most different stimuli to be used in any of the three test
conditions~see Procedures!.

2. Equipment and stimuli

The same equipment was used as in experiment 1. The
stimuli used in the first experiment were used in this experi-
ment, but they were presented in pairs in an AX format
where A was a constant standard. Three sorts of stimulus
pairings were used: those in which stimuli differed by only
one cue~the one-cue condition!, those in which stimuli dif-
fered by two cues such that the settings of both cues biased
responses towards the same category label~the two-
cooperating-cues condition!, and those in which stimuli dif-
fered by two cues such that the settings of both cues biased
responses towards different category labels~the two-
conflicting-cues condition!. The ‘‘standard’’ stimulus~i.e.,
the one that remained constant across pairs within any one
condition! always had a 36-ms gap. The ‘‘comparison’’
stimuli ~i.e., those that varied across pairs within any one
condition! had gaps varying between 0 and 36 ms. Of course,
we could have arranged stimuli so that the standard had a
0-ms gap and the comparisons had longer gaps. However,
listeners in experiment 1 were slightly more consistent label-
ing stimuli with the 36-ms gap and the highF2 onset as spa
than they were labeling stimuli with the 0-ms gap and the
low F2 onset as sa.~See Fig. 1: the open squares at the
36-ms gap are closer to 0% than the filled squares at the 0-ms
gap are to 100%.! Thus, using stimuli with 36-ms gaps as the
standards ensured that the standard was a good exemplar of
one of the categories~in this case spa! in every condition,
even when cues conflicted. Once the decision was made to
use this end of the continuum for standard stimuli, the selec-
tion of stimuli ~standard and comparisons! for each condition
was mandated by the desired arrangement of cues across
stimuli within the condition.

In the one-cue condition, all stimuli~standard and com-
parisons! had the lowF2 onset, as appropriate for spa; only
the duration of the gap varied. In this way, the standard was
the clearest exemplar of spa possible. The first stimulus in
the pair~the standard! always had the 36-ms gap, and it was
followed by a stimulus having another gap duration. Having
formant onset frequency remain constant for stimuli within a
pair, and the gap duration vary, was one change from the
procedures of Fitchet al. ~1980! and of Bestet al. ~1981!. In
their one-cue conditions, gap duration remained the same for
stimuli within a pair, and formant onset frequencies varied.
However, those investigators provided no reason, either pro-
cedural or theoretical, for why they did it this way~or why it
might matter!. Because we wanted our standard to remain

constant across pairs, gap duration had to vary. We had no
reason, and still do not, to suspect that the arrangement of
cues~i.e., which one remains constant and which one varies!
would affect listeners’ abilities to discriminate speech stimuli
based on the auditory qualities of the signals. In any event, if
the phenomenon previously reported~that adults have ex-
tremely limited access to acoustic properties during speech
perception! can only be observed for specific arrangements
of cues, then the conclusions reached by those studies need
to be reconsidered.

In the two-cooperating-cues condition, the standard had
the low F2 onset, so both gap-~36 ms! andF2 onset biased
responses towards spa. All comparison stimuli had the high
F2 onset, so both gap andF2 onset biased responses towards
sa ~compared to the standard!. In the two-conflicting-cues
condition, the standard needed to have the highF2 onset, to
bias responses towards sa. The comparison stimuli in this
condition had lowF2 onsets. Thus, gap andF2 onset con-
flicted in terms of which category they biased responses
toward.

3. Procedures

Five-year-olds were provided with a preliminary task
that 7-year-olds and adults did not have. Because of this
extra task, and their generally shorter attention spans, 5-year-
olds were tested over 2 days. Seven-year-olds and adults
participated in just one session.

The screening measures were administered first. Next,
5-year-olds were provided with practice labeling pictures as
‘‘same’’ or ‘‘not-the-same.’’4 These were hand-drawn pic-
tures of pairs of simple objects, such as flowers and cars.
Five of the pictures showed the same object twice, and five
showed two different objects. Normally developing children
understand the concept of same by age 5 years; this extra
practice simply helped familiarize children with the task.

The procedure used here differed from that of Fitch
et al. ~1980! and Bestet al. ~1981!, where the stimuli within
a pair differed acoustically by the same amount across pairs.
We made the decision to use a fixed standard with varied
step sizes between stimuli because the method of constant
difference~used by Fitchet al. and Bestet al.! leads to the
situation where none of the pairs of stimuli has very large
acoustic differences between members. As a result, the dis-
criminations to be made are all fairly difficult perceptually,
and young children do not tolerate long strings of difficult
discriminations. The procedure of using a fixed standard
should minimize memory load and decrease stimulus uncer-
tainty, both goals generally viewed as desirable in work with
children.

For all discrimination tasks, the response was to point to
a picture of two red squares and say ‘‘same’’ if the stimuli
within a pair were judged to be the same, and to point to a
picture of a red square and a black triangle and say ‘‘not-the-
same’’ if the stimuli within a pair were judged to be different.
All participants received practice with this procedure using
recorded, natural tokens of sa and spa~five same trials and
five different trials! before any testing started at all. If a
participant was unable to recognize four of the five ‘‘differ-
ent’’ trials as different~while recognizing that all same trials
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were the same!, this natural practice set was presented a
second time. If the participant was still unable to meet the
criterion, the participant was dismissed. Then, as each stimu-
lus condition was introduced, practice was provided with the
most acoustically different stimuli in that condition. Again,
five same trials~with both members of the pair being the
standard stimulus! and five different trials~with the standard
and the most acoustically different stimulus! were provided.
If a participant was unable to recognize four of the five dif-
ferent trials as different~while recognizing that all same
practice trials were the same!, the practice set was presented
a second time. If the participant was still unable to meet the
criterion, the participant was not tested in that condition. For
testing, the standard was paired with all comparison stimuli
in that condition~including itself! ten times each~i.e., ten
blocks of ten pairs!. The order of presentation of conditions
was randomized across participants. During testing, partici-
pants needed to perform at 80% accuracy for the most dif-
ferent stimuli. Data were discarded for any participant who
did not attain this level of performance. Discrimination func-
tions were derived for each condition, and are the percentage
of not-the-same responses at each level of gap duration.

B. Results

Table III shows the numbers of participants of each age
who were unable to meet the practice or test criteria in each
condition, out of the 13 participants of each age who could
do the task in at least one condition. Two findings are note-
worthy. First, out of all participants, only two 5-year-olds
were unable to meet the criteria for the two-cooperating-cues
condition. In other words, if a listener was able to discrimi-
nate stimuli in only one condition, it was likely to be the
two-cooperating-cues condition. Second, there was no par-
ticipant who was able to do only the two-conflicting-cues
condition.

Figure 2 displays the percentage of not-the-same re-
sponses at each level of gap duration, for each condition.
Table IV lists mean percentages of not-the-same responses
for each condition. For each age group, matchedt-tests were
done comparing the percentages of not-the-same responses
for the one-cue versus two-cooperating-cues conditions, the
two-conflicting-cues versus two-cooperating-cues condi-
tions, and the one-cue versus two-conflicting-cues condi-
tions. For these statistical analyses, missing data were re-
placed using generally accepted procedures. If a participant
was unable to meet the practice or the test criterion in just
one condition, that missing value was estimated by regress-

ing that variable on the listener’s other two measures~using
regression equations derived from the group as a whole!.
This method of replacing missing data is fairly standard, and
did not affect the overall outcome of the study because the
estimated values did not change relative percentages across
conditions within groups, the result of most interest. If a
participant was unable to meet the practice or test criterion in
two conditions, those missing values were replaced with the
group means for each of those conditions. Again, this method
is generally accepted and should not affect overall outcome.
The computedt-ratios and associatedp-values are given in
Table V.

Looking at adults’ responses, the first trend we notice in
Fig. 2 and from the percentages provided in Table IV is that
adults were much better at discriminating pairs of stimuli in
the two-conflicting-cues condition than would have been pre-
dicted from Fitchet al. ~1980! and Bestet al. ~1981!: Adults’
discrimination was better in the two-conflicting-cues condi-
tion than in the one-cue condition. In fact, adults in this
experiment discriminated stimulus pairs more readily when-
ever two cues distinguished the members of the pairs than
when only one cue did, regardless of whether the two cues
cooperated or conflicted in terms of the category they sig-
naled. This result is commensurate with that of Eilerset al.
~1989!. Looking at the statistical results in Table V we see
that the percentage of stimulus pairs discriminated by adults
differed across all three conditions, as indicated by the find-
ing that all threet-tests were significant. Thus, for adults, the
pattern of response was clearly two cooperating cues. two
conflicting cues. one cue.

Results for 7-year-olds mirror results of adults in that the
order of discrimination functions is similar~two cooperating
cues. two conflicting cues. one cue!, although the trend
is not as strong. In particular, discrimination in the one-cue
condition was not as poor as that of adults: the function for
the one-cue condition is closer to those of the other two
functions than is the case for adults. For 7-year-olds, the only
t-test to reach statistical significance was the one-cue versus
two-cooperating-cues conditions, the best- and the poorest
discriminated stimuli.

For 5-year-olds, the order of discrimination functions is
different from that of the two older groups: Performance was
similar for the two-cooperating-cues and one-cue conditions,
but poorer for the two-conflicting-cues condition. Looking at
the statistical results in Table V, botht-tests involving the
two-conflicting-cues condition were statistically significant,
indicating that 5-year-olds really were worse at discriminat-
ing these stimuli than the stimuli in the other two conditions.
The one-cue versus two-cooperating-cuest-test was not sta-
tistically significant.5

Although differences among age groups in discrimina-
tion for individual conditions was not the main focus of this
study, we did perform ANOVAs on percentages of not-the-
same responses for each condition, with age as the factor.
Pairwiset-tests were also computed. Results of these analy-
ses are shown in Table VI, and indicate that a significant
effect of age was found for all conditions. The pairwise
t-tests confirm impressions from Fig. 2 and Table IV: For the
one-cue condition, 7-year-olds showed greater sensitivity to

TABLE III. Numbers of participants of each age who were unable to hear
the most different comparison stimulus as different from the standard in
each condition. Total numbers of participants are given in italics.

Adults 7-year-olds 5-year-olds
13 13 13

Two cooperating cues 0 0 2

One cue 4 2 3

Two conflicting cues 3 3 5
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differences between stimuli than adults, but adults and
5-year-olds showed similar sensitivities. For both conditions
involving two cues, 5-year-olds showed poorer sensitivities
than listeners in the other two groups.

IV. DISCUSSION

This study was originally undertaken to examine
whether children would show the same pattern of perceptual
coherence for speech that adults showed in studies by Fitch
et al. ~1980! and Bestet al. ~1981!. In those studies, adults
demonstrated enhanced discrimination for pairs of stimuli in
which two cues cooperated in terms of which category they
signaled, but a reduction in discriminability when those same
cues conflicted in terms of which category they signaled. To
use the notation of Bestet al., the pattern of results found in

FIG. 2. Mean discrimination functions for each age
group from experiment 2. Filled squares represent re-
sults for the two-cooperating-cues condition; filled
circles represent results for the two-conflicting-cues
condition; open circles represent results for the one-cue
condition.

TABLE IV. Mean percentages of ‘‘not-the-same’’ responses for each age
group ~with standard deviations in parentheses!, for all three conditions.
Number of participants in each group included in computations is given in
italics.

Adults 7-year-olds 5-year-olds

13 13 11
Two cooperating 76.5 72.8 60.9
cues ~13.4! ~10.4! ~15.9!

12 12 10
One cue 52.4 61.9 57.6

~7.8! ~9.1! ~10.8!

12 12 8
Two conflicting 62.6 64.3 49.0
cues ~12.6! ~18.1! ~9.5!
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those studies was two cooperating cues. one cue. two
conflicting cues. Unlike those reports, however, the adults in
the present study showed enhanced discrimination abilities
any time two cues differed between members of the pair,
regardless of whether cues were set to cooperate or conflict.
Using Bestet al.’s notation again, the pattern of results was
two cooperating cues. two conflicting cues. one cue. This
finding indicates that adults could either recover the separate
acoustic properties and do a simple summation to obtain a
measure of auditory difference, or could derive unitary, dis-
tinctive percepts of the stimuli that were not tied to linguistic
labels. Deciding between these two possibilities is beyond
the scope of this study, but in either case, adults were clearly
not obliged to hear these signals strictly according to the
principles of phonetic coherence.

It is, of course, tempting to suggest that our conclusions
differ from those of Fitchet al. ~1980! and Bestet al. ~1981!
because our procedures differed such that standard stimulus
and most comparison stimuli varied more in how acousti-
cally different they were from each other than the two stimuli
in any one triad of those earlier experiments. However, the
major difference between results of this study and that of
both Fitch et al. and Bestet al. ~that adults discriminated
between stimuli in the two-conflicting-cues condition! was
found when the standard and comparison did not differ much
in gap duration. In other words, this result was not obtained
only for large interstimulus differences. Besides, our results
largely replicate those of Eilerset al. ~1989!. Of course,
some aspects of the procedures used by Eilerset al. differed
from those of Fitchet al., of Best et al., and of this study.
For example, Eilerset al. used a repeating background
stimulus that was interrupted for brief periods by comparison
stimuli. Nonetheless, both that study and this study found
that adults’ discrimination was better when two cues differed
across stimuli than when only one cue did, regardless of
whether the two cues cooperated or conflicted regarding
which linguistic category they signaled. Apparently, the pro-
cedures of this study and of Eilerset al. were simply more
sensitive than those of Fitchet al. and Bestet al.

At the same time, adults’ discrimination of stimuli in the
two-conflicting-cues condition was not as good as in the two-
cooperating-cues condition in this study. The proportions of
not-the-same responses given to stimuli in the two-
conflicting-cues condition were not as high as those in the
two-cooperating-cues condition. Also, the shapes of the dis-
crimination functions were different for the two-cooperating-
cues and the two-conflicting-cues conditions. Adults were

better than expected at judging that two stimuli in the two-
conflicting-cues condition were probably not the same when
standard and comparison differed in gap durations by only a
small amount: The function is never close to ‘‘0% not-the-
same responses’’~except of course when the stimuli are
physically the same!, as it was in the one-cue condition.
However, adults never attained the same level of accuracy in
judging that stimuli were different from each other in the
two-conflicting-cues condition that they attained in the two-
cooperating-cues condition: Even at the shortest gap dura-
tions ~0 to 16 ms!, where the largest differences between
standard and comparisons existed, adults did not discrimi-
nate comparison stimuli from the standard 100% of the time
in the two-conflicting-cues condition.

Results for 7-year-olds mirror those of adults, but differ-
ences across conditions were not as well-defined. The pattern
of results was two cooperating cues. two conflicting cues
. one cue, as it had been for adults. However, only thet-test
for the one-cue versus two-cooperating-cues conditions
reached statistical significance. Failure to find a significant
difference between the one-cue and the two-conflicting-cues
conditions~as was found for adults’ data! probably reflects
two facts: variability in discrimination performance was high
for 7-year-olds in the two-conflicting-cues condition, and the
mean function for 7-year-olds in the one-cue condition was
at a longer gap duration than that of adults. In other words, a
large part of the reason for the difference in statistical find-
ings for 7-year-olds and adults is that 7-year-olds showed
betterdiscrimination in the one-cue condition, not that they
showed poorer discrimination in the two-conflicting-cues
condition. The variability in discrimination performance for
the two-conflicting-cues condition can probably be offered as
the major reason that a significant difference was not found
between the two-cooperating-cues and the two-conflicting-
cues conditions.

Five-year-olds were the one group that performed as
predicted based on Fitchet al. ~1980! and Bestet al. ~1981!,
at least with regard to the finding that discrimination was
hindered when the two acoustic properties differed across
stimuli in terms of which linguistic category they signaled.
Unlike the adults in those studies, however, 5-year-olds did
not discriminate stimuli any better when the two acoustic
properties covaried appropriately in terms of which linguistic
category they signaled than when only one property varied
across stimuli. As a result, it might be suggested that there

TABLE V. t-ratios andp-values~given in parentheses! for each matched
t-test, for each age group. Degrees of freedom are 12 for each group.

Adults 7-year-olds 5-year-olds

One/ 25.70 23.75 20.72
two cooperating ~,0.001! ~0.003! ~0.484!

Two conflicting/ 23.29 21.77 23.06
two cooperating ~0.007! ~0.102! ~0.010!

One/ 23.27 20.57 3.58
two conflicting ~0.007! ~0.576! ~0.004!

TABLE VI. F-ratios andp-values~given in parentheses! for overall tests of
age effect for each condition given in the first row, with Bonferroni signifi-
cance level of eacht-test in subsequent rows. Degrees of freedom are 2,36
for the F-ratios, and 36 for eacht-test.

One cue Two cooperating Two conflicting

F-ratio 4.07 5.16 5.53
~0.026! ~0.011! ~0.008!

Adults vs 7 years 0.05 ¯ ¯

Adults vs 5 years ¯ 0.05 0.05

7 vs 5 years ¯ 0.10 0.05
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was no coherence of signal components for 5-year-olds, that
instead decisions were based solely on gap duration. How-
ever, results from the labeling experiment contradict that
suggestion: the separation between labeling functions de-
pending onF2 onset was exactly the same for 5-year-olds as
it was for adults and 7-year-olds, indicating that these chil-
dren were sensitive to and used both theF2-onset cue with
the gap-duration cue. Thus we suggest that, in fact, 5-year-
olds categorized stimuli, and made their discrimination judg-
ments strictly based on those categories.

It might also be suggested that 5-year-olds were simply
poor at discriminating stimuli, perhaps due to general diffi-
culty with the task. However, there is no evidence of that for
the 5-year-olds included in the analyses for each condition:
Their discrimination thresholds were not at particularly brief
gap durations~i.e., far from the gap duration of the standard!,
and variability was not much greater for 5-year-olds in any
condition than it was for the other groups. In sum, we have
every reason to believe that these 5-year-olds were discrimi-
nating these stimuli with no particular difficulty.

What then are we to conclude about how acoustic prop-
erties are integrated in children’s speech perception? We sug-
gest that speech perception from a very young age promotes
coherence of signal properties. Apparently, it is only with
experience that listeners are able to discriminate stimuli in
which acoustic properties do not covary together to specify
linguistic categories, and so come to discriminate pairs of
stimuli that receive the same category labels. In other words,
human listeners learn to overcome the coherence of indi-
vidual cues that normally characterizes speech perception to
make the discrimination judgments asked of them in labora-
tory experiments. Our suggestion that none of the general
~i.e., non-speech-specific! principles of auditory organization
investigated largely by Bregman and colleagues~Bregman,
1990!, and summarized by Remezet al. ~1994!, would ex-
plain the signal coherence observed for 5-year-olds’ re-
sponses is based on the finding that the adults in this study
performed better than expected for the two-conflicting-cues
condition. From that we conclude that adults were able either
to recover the separate acoustic properties or to derive uni-
tary percepts that did not depend on phonetic coherence. In
other words, it is possible that the adults were using one of
these general-purpose processing strategies. The response
patterns of 5-year-olds across conditions did not resemble
those of adults, and so we conclude that the perceptual co-
herence observed in their data was based on different prin-
ciples, and the principles of phonetic coherence seem the
best candidates. Again, principles of phonetic coherence sug-
gest that signal properties cohere when they arise from the
same articulatory event. Children must be attentive to these
events because they need to recover information that allows
them to learn how to move their own vocal tracts in order to
produce the sounds of their native language.

The finding that 5-year-olds actually demonstrated evi-
dence of stronger signal coherence than older listeners has
implications not only for developmental theories of speech
perception, but for general theories of perceptual organiza-
tion, as well. One view of perceptual coherence holds that
multiple attributes come to be perceived as a group following

experience with systematic covariation, and this account has
been used to explain the role of multiple cues in speech
perception~e.g., Holt, Lotto, and Kluender, 2001; Kluender
et al., 1998!. Earlier descriptions of phonetic coherence
made a distinction between coherence in the perception of
speech signals and coherence in the perception of other sig-
nals largely by suggesting that covariation of signal attributes
for speech is specifically a consequence of articulatory
movement. Nonetheless, the suggestion has commonly been
that phonetic coherence results from extended experience
with covariation among acoustic properties~again, see Best
et al., 1989!. In this experiment, however, the greatest evi-
dence of coherence for these speech signals was demon-
strated by the least-experienced listeners. The more experi-
enced listeners in fact showed evidence of having learned
how to separate components of the signal.

In summary, we found evidence of strong coherence of
separate acoustic cues in the speech perception of young
children. With hindsight, perhaps this finding should not
have come as a surprise. An important developmental task
facing young children is learning how to produce the articu-
latory gestures required of their native languages, and so
those gestures are extremely relevant ecologically. Learning
to strip off the individual acoustic properties~which on their
own are ecologically irrelevant! is a perceptual skill that may
only be acquired later. Thus, children do not discover pho-
netic coherence; instead, they learn to overcome it when nec-
essary.
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1It should be borne in mind that whether cues within a stimulus are de-
scribed as ‘‘cooperating’’ or ‘‘conflicting’’ is only meaningful in relation to
how cues were set for the other stimulus in the triad. For example, in the
two-cooperating-cues condition, stimuli with@lit # formant onset frequencies
sometimes had silent intervals much longer than would be found for@slit#
in natural speech. However, in this condition, these stimuli always had the
shorter interval of the two, and so cues are described as cooperating. As
another example, in the two-conflicting-cues condition, stimuli with@plit#
formant onset frequencies could have silent intervals that would very likely
be found for@split# in natural speech. Nonetheless, as long as these stimuli
had the shorter interval of the two in the pair, the cues are described as
conflicting. Thus, the terms ‘‘cooperating cues’’ and ‘‘conflicting cues’’
have precise definitions in this context.

2Eilers et al. ~1989! actually included two one-cue conditions by having
stimuli in a pair differ only on consonant periodicity or only on vowel
duration. However, some infants performed near chance in the one-cue
condition where stimuli differed on consonant periodicity, and so we report
here only on the one-cue condition where stimuli differed on vowel dura-
tion.

3Of course, finding similar response patterns for adults and children in this
study might indicate something other than that phonetic coherence for
speech signals is innate. It could indicate that children had acquired the
perceptual strategies of adults by the age of 5 years. However, concern
about this alternative explanation would only arise if adults and children
were found to respond similarly.

4The verbal label not-the-same was used instead of different because the
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notion of two items being different is more complex than simply recogniz-
ing that two items are not the same. Consequently the youngest children
might have difficulty with it. For consistency, listeners in all age groups
used the labels same and not-the-same. Morrongielloet al. ~1984! used the
same procedure.

5Because only eight 5-year-olds could do this discrimination task in all three
conditions, theset-tests were also conducted with just those eight children.
In that case, not-test reached statistical significance, although the percent-
age of not-the-same judgments showed the same trend as for the full group
of 13: for these eight 5-year-olds, the percentages of not-the-same re-
sponses were 57.8 for the two-cooperating-cues condition, 55.4 for the
one-cue condition, and 49.0 for the two-conflicting-cues condition.
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Vowel formant discrimination II: Effects of stimulus uncertainty,
consonantal context, and traininga)
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This study is one in a series that has examined factors contributing to vowel perception in everyday
listening. Four experimental variables have been manipulated to examine systematical differences
between optimal laboratory testing conditions and those characterizing everyday listening. These
include length of phonetic context, level of stimulus uncertainty, linguistic meaning, and amount of
subject training. The present study investigated the effects of stimulus uncertainty from minimal to
high uncertainty in two phonetic contexts, /V/ or /bVd/, when listeners had either little or extensive
training. Thresholds for discriminating a small change in a formant for synthetic female vowels
/I,},,,Ä,#,Ç/ were obtained using adaptive tracking procedures. Experiment 1 optimized extensive
training for five listeners by beginning under minimal uncertainty~only one formant tested per
block! and then increasing uncertainty from 8-to-16-to-22 formants per block. Effects of higher
uncertainty were less than expected; performance only decreased by about 30%. Thresholds for
CVCs were 25% poorer than for isolated vowels. A previous study using similar stimuli
@Kewley-Port and Zheng, J. Acoust. Soc. Am.106, 2945–2958~1999!# determined that the ability
to discriminate formants was degraded by longer phonetic context. A comparison of those results
with the present ones indicates that longer phonetic context degrades formant frequency
discrimination more than higher levels of stimulus uncertainty. In experiment 2, performance in the
22-formant condition was tracked over 1 h for 37 typical listeners without formal laboratory
training. Performance for typical listeners was initially about 230% worse than for trained listeners.
Individual listeners’ performance ranged widely with some listeners occasionally achieving
performance similar to that of the trained listeners in just one hour. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1400737#

PACS numbers: 43.71.Es, 43.66.Fe, 43.71.An@MRL#

I. INTRODUCTION

Vowel sounds, high in energy and proportionally longer
than consonants, are salient portions of ordinary speech. The
overall goal of our series of vowel studies has been to model
the processing of vowels in the peripheral auditory system
and then to describe systematically how factors found in nor-
mal conversation affect processing at more central levels.
Thresholds for discriminating small changes in vowel for-
mants under optimal listening conditions have been esti-
mated for both male and female vowels~Kewley-Port and
Watson, 1994; Kewley-Portet al., 1996!. Optimal listening
conditions use established psychophysical methods under
minimal stimulus uncertainty with highly trained subjects to
measure ‘‘best’’ performance~see Kewley-Port and Watson,
1994!. Our thresholds obtained under optimal conditions
have been modeled using excitation patterns~Sommers and
Kewley-Port, 1996; Kewley-Port and Zheng, 1998! and
shown to be very similar to discrimination thresholds for
vowels determined from single unit recordings in the audi-
tory nerves of cats~May et al., 1996!. Recently, Kewley-Port
and Zheng~1999! employed listening conditions more simi-
lar to those found in ordinary conversation where listeners
interpret sentences for meaning. Compared to optimal listen-
ing conditions, four experimental variables were altered from

optimal toward more ordinary listening conditions. The pri-
mary stimulus variable was length of phonetic context, and
environmental variables included level of stimulus uncer-
tainty, linguistic meaning, and subject training. The present
study was designed to extend our knowledge of these four
variables gained from Kewley-Port and Zheng~1999! by fo-
cusing primarily on stimulus uncertainty and subject train-
ing. First, we review our knowledge of these four factors and
then provide the motivation for the present experiments.

Vowels in ordinary conversation occur in a variety of
phonetic contexts, occasionally in isolation~‘‘Oh’’ ! and typi-
cally in words in sentences. Thresholds obtained under
minimal-uncertainty testing conditions for vowel formants
have been established for isolated steady-state vowels and
have yielded replicable estimates across investigations that
are essentially constant at 0.1 barks across formant frequency
~Kewley-Port and Watson, 1994; Sinnott and Kreiter, 1991;
Hawks, 1994!. The effect of syllable context on formant dis-
crimination was shown to be highly significant in an early
study by Mermelstein~1978! and subsequently in Kewley-
Port ~1995!. In Kewley-Port and Zheng~1999! the resolution
of formant frequency under medium uncertainty was deter-
mined for isolated vowels and one syllable context~/bVd/!,
as an isolated word, in a phrase, and in a nine-word sentence.
Results showed that the largest effect of increasing phonetic
context was from vowel to syllable~36% elevation in thresh-
olds!, and the effect of longer context for the phrase and
sentence was much smaller~an additional 8% increase!. For-

a!Portions of these data were presented at the 138th meeting of the Acous-
tical Society of America@J. Acoust. Soc. Am.,106, No. 4, Pt. 2, 2275#.

b!e-mail: kewley@indiana.edu
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mant thresholds obtained under minimal uncertainty for syl-
lable context have been published in only one previous re-
port ~Kewley-Port, 1995! and for only one vowel, /I/. Results
for six consonantal contexts~/b,d,g,m,l,z/! demonstrated that
longer consonantal formant transitions substantially elevated
formant thresholds. Thresholds measured under optimal con-
ditions are important because they are the baseline of com-
parison for determining the effects of other stimulus, envi-
ronmental, or cognitive factors on perception. In Kewley-
Port and Zheng ~1999!, four vowels, /I,},,,#/, were
investigated, but not under optimal listening conditions.
Thus, one goal of this study was to measure and compare
formant thresholds under optimal listening conditions for
these four vowels in both isolation and in a common syllable
context.

Words in natural speech vary in their predictability,
meaning that one’s ability to predict the next word ranges
from rather low in some contexts to very high in others.
Watson~Watsonet al., 1976; Watson and Kelly, 1981! has
investigated the effects of predictability in psychophysical
experiments of nonspeech stimuli by varyingstimulus uncer-
tainty. Watson and Kelly~1981! defined stimulus uncertainty
as the predictability of the stimulus to be presented on the
next trial, primarily determined by the set size of possible
stimuli. Minimal stimulus uncertainty consists of only one
stimulus contrast tested within a block of trials and is the
method employed in optimal listening conditions. Following
terminology from Watson’s research, we will categorize
stimulus uncertainty into four types according to the number
of possible stimuli presented within a trial block: minimal
~one contrast!; medium~two to ten contrasts!; high ~greater
than 16 contrasts!; very high~unique stimuli on every trial!.
Watson~1987! summarized some of his research on the ef-
fects of the level of stimulus uncertainty on the discrimina-
tion of intensity, frequency, or time within ten-tone patterns.
Discrimination of a change in frequency of a tone,D f , is
most relevant here. In his Table I, Watson~1987! reported
that for tones, a change from minimal to medium uncertainty
increasedD f by a factor of 2, while a change from minimal
to very high uncertainty increasedD f by as much as a factor
of 150.

To understand how well vowels are resolved in normal
discourse, the effects of stimulus uncertainty on formant dis-
crimination should be quantified. In our report of vowel dis-
crimination in more ordinary listening conditions~Kewley-
Port and Zheng, 1999!, a medium level of stimulus
uncertainty was used with eight possible contrasts presented
within one block. This level of stimulus uncertainty was as-
sumed to be somewhat representative of the predictability of
words occurring in short sentences. Results suggested that
thresholds1 for formant discrimination under medium uncer-
tainty appear to be degraded by a factor of 2.2 compared to
thresholds under minimal uncertainty. The present study sys-
tematically examines the effect of increasing the level of
stimulus uncertainty from minimal to medium and to high
for six vowels when phonetic context is restricted to isolated
vowels or CVCs.

Many previous studies of vowel discrimination have
been conducted under medium levels of stimulus uncertainty,

including Fujisaki and Kawashima~1969!, Mermelstein
~1978!, Macmillian et al. ~1988!, Gagne and Zurek~1988!,
Iverson and Kuhl~1995!, and Coughlinet al. ~1998!, gener-
ally without specific justification for the selection of uncer-
tainty level. However, Uchanski and Braida~1998! did ex-
amine the effects of uncertainty level on vowel
discrimination. While their experimental paradigm is differ-
ent from ours, it overlaps in important ways. Uchanski and
Braida’s ~1998! goal was to quantify the effects of stimulus
variability on pairwise discrimination of similar vowels de-
graded by noise. Listeners heard either one vowel pair
~2AFC!, four pairs, or 16 pairs per block. On each trial,
listeners heard one vowel in the syllable /hVd/ and had a
binary choice of responses. Thus, over a block the number of
vowels presented was either 2, 8, or 32, corresponding rea-
sonably to our designations of minimal, medium, and high
stimulus uncertainty. Using Uchanski and Braida’s calculated
estimates ofd8, discriminability was about three times better
for the minimal uncertainty contrasts than for any higher
level of uncertainty. Moreover, discriminability was the same
for medium and high levels of uncertainty across several
measures. They concluded that the perceptual processes op-
erating under minimal uncertainty are quite different than
those at higher levels.

Uchanski and Braida’s~1998! experiment was not
strictly a discrimination paradigm in that the listener’s task
was toidentifyone of two similar vowels in the /hVd/ words.
This is closer to listening in normal discourse where listeners
identify words as they extract the meaning from the sen-
tence. Our discrimination tasks have used typical forced-
choice responses. For example, in the sentence discrimina-
tion task used in Kewley-Port and Zheng~1999!, the
modified 2AFC trial structure presented three similar sen-
tences, the standard sentence followed by the two test sen-
tences, one of which contained the altered vowel. Although
this task does not mimic normal discourse, several experi-
mental conditions were included that asked subjects to iden-
tify sentence meaning. Words were modified only in the first
sentence occurring in the three stimulus intervals, and sub-
jects wrote down which sentence they heard after completing
the discrimination response. In different conditions, either 2,
8, or 16 sentences were in the test set. No differences in the
thresholds for vowel discriminability were found among any
of the sentence conditions, with or without the identification
task. These results that include both discrimination and iden-
tification responses in sentences cannot be directly compared
to Uchanski and Briada~1998!, who employed identification
only in single words. Nonetheless, our discrimination-plus-
sentence identification conditions did require listeners to ex-
tract meaning from sentences and therefore emulate in a lim-
ited way that aspect of everyday listening. While the present
investigation does not include identification tasks such as
those in Kewley-Port and Zheng~1999! or Uchanski and
Braida~1998!, it does include vowel perception experiments
under different levels of stimulus uncertainty similar to
Uchanski and Braida~1998!.

The fourth variable examined in our studies of more
ordinary listening conditions is subject training. Previous ex-
periments at medium levels of stimulus uncertainty have
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demonstrated long-term training effects on discrimination for
ten-tone patterns~Spiegel and Watson, 1981; Leek and Wat-
son, 1984!. Watson and his colleagues have noted that some
training strategies are more effective than others in teaching
listeners how to attend to the target portions of complex
stimuli. In particular, Leek and Watson~1984! investigated
long-term training effects with ten-tone patterns using sev-
eral experimental methods. They noted that the time course
of improvement in detection thresholds with training differed
considerably among subjects at medium levels of stimulus
uncertainty. However, when attention to the target tones was
directed by minimal uncertainty training, or by lengthening
of the target, large improvements in thresholds were ob-
served.

Kewley-Port and Zheng~1999! measured the effects of
extensive training on formant discrimination in sentences. In
their experiment 1, listeners participated initially in the sen-
tence discrimination test for 1 h, and then again after 17 h of
vowel discrimination tasks. Improvement in performance af-
ter training was 65%. In experiment 2, the sentence task was
administered twice, after 12 h and 25 h of experience. A
small ~15%! but significant improvement was obtained after
greater than 13 h of additional testing. Kewley-Port and
Zheng ~1999! concluded that long-term training effects for
complex speech stimuli should be expected, and that careful
experimental design is required to reduce training effects in
multifactor comparisons. Note, however, that for vowel
sounds, it is not obvious how to interpret training in psycho-
physical laboratory experiments given that native speakers
already have extensive listening experience~.20 years! with
speech. On the one hand, estimates of ‘‘best’’ discrimination
thresholds obtained under optimal listening conditions may
provide an estimate of the limits of the neurophysiological
resolving power of the auditory system for this class of
stimuli. On the other hand, performance by average~already
highly experienced! listeners may provide more valid esti-
mates of speech processing abilities in everyday communi-
cation. Thus, in the present experiment two training strate-
gies were implemented in order to contrast the abilities of
optimally trained subjects with those of typical listeners who
received no formal training.

To summarize, the present experiment examines three
variables considered important in comparisons of perfor-
mance under optimal laboratory conditions with that mea-
sured during normal discourse: phonetic context, stimulus
uncertainty, and subject training. This investigation is in-
tended to extend that of Kewley-Port and Zheng~1999!,
whose primary focus was the manipulation of phonetic con-
text, with a modest manipulation of the variables of linguis-
tic meaning and subject training, when stimulus uncertainty
was fixed. In this study the primary variables are stimulus
uncertainty and subject training, while phonetic context is
limited to the two that demonstrated large effects in the pre-
vious study, namely isolated vowels versus vowels in syl-
lable context.

The design of the present experiment benefited from a
preliminary study of uncertainty and training by Kewley-Port
~1992!. In that study extensive training was given under me-
dium levels of stimulus uncertainty for vowel formants in

several CVC contexts. Results from four subjects showed
high variability in formant thresholds across both CVC con-
texts and subjects. Given the unavoidable interaction be-
tween levels of uncertainty and duration of subject training, a
more systematic design was implemented here. In experi-
ment 1, discrimination performance was optimized using
training that began with minimal uncertainty~one formant
per block! and then gradually increased uncertainty to 8, 16,
and finally 22 formants per block. In experiment 2, perfor-
mance was measured for many listeners~37! without formal
laboratory training under a high level of uncertainty, 22 for-
mants per block. Initial and final performance measures were
estimated during a 1-h testing session. The range of discrimi-
nation performance for relatively untrained listeners was
then compared to that from the highly trained listeners in
experiment 1. This design permitted the effects of stimulus
uncertainty and training on vowel discrimination to be at
least partially separated in the analysis.

II. EXPERIMENT 1

The primary purpose of the first experiment was to sys-
tematically explore the effect of stimulus uncertainty on
vowel formant discrimination.

A. Method

1. Stimuli

The vowels investigated were the English vowels
/I,},,,Ä,#,Ç/ modeled after a female talker that have been
used in several previous discrimination studies~Kewley-Port
and Watson, 1994; Kewley-Portet al., 1996!. These vowels
span a wide range of formant frequencies while generally not
including vowels in which two formants are so close together
that sometimes there is difficulty in synthesizing a test set
with shifted formants. Four of these vowels, /I,},,,#/, were
studied in Kewley-Port and Zheng~1999! and the same
stimuli were used again here. These four vowels were syn-
thesized in two phonetic contexts, either vowel only or in a
/bVd/ syllable. The vowels /Ä/ and /Ç/ were synthesized in
isolation or in the syllables /bob/ and /dÄd/ and were used
only in the 22-formant condition. The Klatt~1980! synthe-
sizer was used in the cascade/parallel configuration with a
10 000-Hz sample rate. The formant values for the steady-
state portion of the syllables are shown in Table I. The band-
widths for BW1, BW2, and BW3 were 70, 90, and 170 Hz,
respectively. The values for F4 and BW4 were 4000 Hz and
250 Hz and were kept constant. Duration for the vowels was
180 ms and for the syllables was 255 ms. The transition
parameters for the syllables are shown in Table II. The fun-
damental frequency (F0) contour was the same for isolated
vowels and syllables, falling linearly from 220 to 180 Hz.
The amplitude contour rose over 15 ms and then fell linearly
over the remaining duration. The vowel and syllable stimuli
synthesized with these parameters are referred to as thestan-
dard stimuli.

The test stimuli to be discriminated from the standard
stimuli were synthesized in sets of 14, similar to those in
Kewley-Port and Watson~1994! and Kewley-Port and Zheng
~1999!. The test formant,F1 or F2, was always incremented
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from the standard for 14 steps, using log ratios. The range of
the test formants is shown in Table I. For the syllables,
changes in formant frequency were made first for the center,
steady-state portion of the syllable, and then the formant
transitions were linearly interpolated from the onset and off-
set frequencies shown in Table II to the center frequencies.

The test sets were organized into groups according to
uncertainty level~Table III!. Sixteen of the test sets were
previously investigated in Kewley-Port and Zheng~1999!,
F1 andF2 for the vowels /I,},,,#/, for isolated vowels~/V/!
and /bVd/ syllables. These 16 were tested under all levels of
stimulus uncertainty, minimal, medium, and high, and the
results are referred to as the 16-formant data. For medium
uncertainty testing, these 16 test sets were divided quasiran-
domly into two groups of eight, medium-1 and medium-2, as
shown in Table III. For high uncertainty testing, high-16, all
test sets from medium-1 and medium-2 were included. The
high-22 uncertainty group included all 22 sets as shown in
Table III. Twenty-two test sets was the maximum number
that could be run due to computer memory constraints.

2. Subjects

Subjects were college students who were paid for their
participation. The five subjects had pure-tone thresholds of
20 dB HL or better at octave intervals from 250 through
8000 Hz.

3. Procedures

Stimuli were presented over calibrated TDH-39 ear-
phones to the right ears of subjects seated in a sound-treated
booth. Each subject was run independently on one of four
486 computers. Sound presentation was controlled by TDT

equipment including an array processor, a 16-bit D/A con-
verter, a programmable filter, and a headphone buffer. The
programmable filter was configured as a low-pass filter with
a cutoff frequency of 4300 Hz, and an attenuation level set
by the calibration procedure. A synthetic /e/ vowel~3 s in
length! was used as the calibration vowel. Output gain was
set such that the sound-pressure level measured in the
NBS-9A 6-c3 coupler with a Larson-Davis sound-level
meter was 77 dB SPL using the linear weighting scale and
the fast reading. Levels for the six standard vowels were
within 62 dB of the calibration vowel.

Test procedures followed those of Kewley-Port and
Zheng ~1999!. An adaptive-tracking task was used to esti-
mate discrimination thresholds at 71% correct following
Levitt ~1971!. In each trial, stimuli were presented in a modi-
fied, two-alternative, forced-choice task with feedback. The
standard was presented in the first interval, and subjects in-
dicated on a keyboard which of the next two intervals con-
tained the ‘‘different’’ ~test! stimulus. Minimal uncertainty
testing was conducted in 80-trial blocks. For experiments at

TABLE I. Frequencies in Hz for formantsF1, F2, andF3 used in synthesizing the six vowels. The last two
columns give the range of formant values for the 1st and 14th test stimuli in the test sets forF1 andF2.

Vowel

Standard vowels Ranges in test set

F1 F2 F3 F1 F2

/I/ 450 2300 3000 455–522 2315–2513
/}/ 600 2200 3000 605–671 2210–2341
/Ä/ 875 1175 2850 880–946 1182–1281
/#/ 700 1400 2600 705–771 1410–1542
/,/ 1000 1950 3000 1007–1107 1960–2091
/Ç/ 500 800 2000 505–571 807–907

TABLE II. Onset and offset frequencies in hertz and durations in millisec-
onds for the formant transitions of the syllables.

Formant
Onset
~Hz!

Formant
transition
time ~ms!

Offset
~Hz!

Formant
transition
time ~ms!

/b/
F1 475 15
F2 1900 55
F3 2750 35

/d/
F1 300 15
F2 2050 55
F3 3600 35

TABLE III. Composition of four groups of vowels tested at different levels
of stimulus uncertainty is indicated with a check mark for formants in either
isolated vowel or /bVd/ context.

Test
formant Medium-1 Medium-2 High-16 High-22

/I/ F1 A A A
/bId/ F1 A A A
/}/ F1 A A A
/"}$/ F1 A A A
/#/ F1 A A A
/b#d/ F1 A A A
/,/ F1 A A A
/b,d/ F1 A A A
/#/ F2 A A A
/b#d/ F2 A A A
/,/ F2 A A A
/b,d/ F2 A A A
/}/ F2 A A A
/b}d/ F2 A A A
/I/ F2 A A A
/bId/ F2 A A A
/Ç/ F1 A
/bob/ F1 A
/Ç/ F2 A
/bob/ F2 A
/dad/F1 A
/dad/F2 A
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all higher levels of stimulus uncertainty, each of the standard
formants was played 14 times per block in a random se-
quence.

An experimental protocol designed for 11
4-h testing ses-

sions is shown in Table IV. Because one goal of experiment
1 was to compare the thresholds under optimal listening con-
ditions for /V/ and /bVd/ stimuli, 5 h of training under mini-
mal uncertainty was given each listener with an easy dis-
crimination condition, /I/–F1 in /bId/. For threshold testing,
a single, randomized test order for the eight formants was
used by all listeners. For each formant, test blocks for either
/V/ or /bVd/ phonetic context condition alternated during a
test session, with the starting order changed daily. Adaptive
tracks were continuously monitored and testing was stopped
when asymptotic performance was approached over four to
five blocks for both /V/ and /bVd/ stimuli, usually after 2 or
3 days of testing.

After the 16 thresholds were determined under optimal
listening conditions, training began for the higher uncertainty
conditions. Listeners were trained for one session on the
medium-1 test group, and then for two to four sessions on
alternating blocks of medium-1 and medium-2 to achieve
some stability in performance. Next, one session of training
with high-16 was followed by a session with high-22 such
that training time under the four test sets at higher levels of
uncertainty was similar. A final testing order to maximize
performance across uncertainty groups was selected to be

one block each of high-22, medium-1, and medium-2 and
high-16. This test order was run six times each over three
sessions.

For each block, a value ofDF was calculated for each
formant as the difference between the standard and the test
formant using the average of the step numbers of the rever-
sals and then converted to formant frequency in Hz~geomet-
ric mean!. An average formant-frequencyDF for each test
formant for each subject was calculated from the last four
blocks tested. Group means were calculated as the mean of
the averageDF values across subjects and are the threshold
values reported asDF in hertz or as transformed toDZ in
barks.

B. Results
1. Performance measures

The mean values ofDF for all test sets in experiment 1
are shown in Hz in Table V. The table is arranged to empha-
size the comparison among the 16 formants tested in all con-
ditions, with the additional six formants tested only in
high-22 shown to the right. Otherwise, this table and all the
figures are displayed with center frequency of the test for-
mant, whetherF1 or F2, increasing from left to right.

The well-known effect of increases inDF with increas-
ing formant frequency was obtained in this study as well.
Kewley-Port and Zheng~1998, 1999! have modeled formant
threshold data and have shown that this variability can be
removed by transforming Hz to a critical-band rate scale orz
scale in barks. Because the present investigation is not fo-
cused on variability due to formant frequency but rather on
the effects of other variables including stimulus uncertainty
and syllable context, the results in this experiment were
transformed to thez scale. Specifically, Eq.~6! from Traun-
müller ~1990! was used to calculateDZ in barks fromDF in
Hz for each individual subject. The resulting meanDZ val-
ues in barks are shown in Table VI~and for 16 formants on
Fig. 2!. To confirm that this transformation did flatten the
slopes of the threshold functions, the slope of the present
threshold data under minimal uncertainty for vowel formants
~see Fig. 1! was compared to that of Kewley-Port and Wat-
son ~1994!. Both slopes were nearly flat, smaller than the
absolute value of 0.003DZ/Z.

TABLE IV. Protocol for the tasks in experiment 1.

Task Data
Level of

uncertainty
Duration
~hours!

~1! Screening Audiogram 0.5
~2! Training /I/ F1 in /bId/ Minimum 5.0
~3! Thresholds /V/ or /bVd/

alternating
Minimum 2.5–3.75 per

formant
~;19 total!

~4! Training
medium uncertainty

8-formant test sets Medium 2.5–6.25

~5! Training
higher uncertainty

16- or 22-formant
test sets

High 2.5

~6! Testing
higher uncertainty

22-, 16-, and 8-
formant test sets

Medium and high 3.75

TABLE V. Mean values ofDF for formant frequency discrimination in Hz. Values for /Ç/ and /Ä/ on the right-hand side of the table only tested in the
22-formant condition.

Uncertainty
level

/I/ F1 /}/ F1 /#/ F1 /,/ F1 /#/ F2 /,/ F2 /}/ F2 /I/ F2 /Ç/ F1 /Ç/ F2 /Ä/ F1 /Ä/ F2

450 600 700 1000 1400 1950 2200 2300 500 800 875 1175

VOWEL
Minimum 11.91 14.86 10.33 18.18 35.12 34.97 47.01 15.71
Medium 18.76 23.15 15.42 22.05 46.94 36.61 40.67 22.52
High-16 20.48 21.87 13.98 19.21 50.66 38.73 43.00 22.89
High-22 17.52 26.05 11.92 19.92 50.06 37.63 36.29 16.42 22.94 62.34

SYLLABLE
Minimum 10.05 15.20 10.87 15.94 61.21 32.21 47.99 46.01
Medium 29.99 30.12 14.21 20.47 72.83 26.05 60.62 55.34
High-16 25.72 21.78 15.82 16.26 44.25 37.52 48.20 57.37
High-22 29.10 23.80 15.72 18.72 63.64 37.63 59.62 62.70 23.64 64.03 39.56 101.05
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2. Thresholds for vowels and syllables

This experiment was designed to compare thresholds un-
der optimal listening conditions for vowel formants in isola-
tion and in simple syllable environments. To determine if
vowel thresholds for the present data were comparable to
those in earlier reports,DF values from Kewley-Port and
Watson~1994! for the eight vowel formants were converted
to barks. The averageDZ was nearly the same for the 1994
data ~0.109 barks! and for the current data~0.110 barks!.
Statistically, thresholds for the two subject groups were not
significantly different by means of a one-way ANOVA
@F(1,14)50.001, p.0.9#. Thus, under optimal listening
conditions subjects in experiment 1 perform comparably to
previous subjects.

The results for the vowel and /bVd/ syllable thresholds
are shown in Fig. 1. Only two formants hadDZ thresholds
clearly elevated by consonantal context, both forF2. The
syllable thresholds~M50.131 barks! were not significantly
different from the vowel thresholds~M50.110 barks! in a
two-way, repeated measures ANOVA of phonetic context by

formant frequency@F(1,4)54.02,p.0.11#. There was a sig-
nificant effect of formant frequency@F(7,28)56.77,
p,0.001# after the bark transform; the slopes of the two
functions were essentially zero~,u0.002u!. A significant in-
teraction of context by formant in the two-way ANOVA
@F(7,28)56.73, p,0.001# is due to the two elevatedF2
thresholds for syllables as shown in Fig. 1. These thresholds
were elevated for all five listeners and suggest that syllable
context sometimes interacts strongly with a listener’s ability
to discriminate small changes in formant frequency even un-
der optimal listening conditions. These results are similar to
Kewley-Port et al. ~1996! for multiple syllable types and
only the /I/ vowel. Although at this time the reason for the
variability of the effect of syllable context is not known, it
seems to occur only at higher frequencies. Thus, while an
average percent increase for syllable context was small, the
increase for the two elevated formants was large~.100%!.

To determine how individual thresholds differed from
one another within context, a one-way ANOVA was calcu-
lated separately for the vowel and syllable data.Post hoc
analysis for vowels~all post hocsare Scheffe´, p,0.05!

FIG. 1. Thresholds for formant fre-
quency in barks obtained under mini-
mal stimulus uncertainty for either iso-
lated vowel or syllable ~/bVd/!
context.

TABLE VI. Mean values ofDZ for formant frequency discrimination in barks. Values for /Ç/ and /Ä/ on the right-hand side of the table only tested in the
22-formant condition.

Uncertainty
level

/I/ F1 /}/ F1 /#/ F1 /,/ F1 /#/ F2 /,/ F2 /}/ F2 /I/ F2 /Ç/ F1 /Ç/ F2 /Ä/ F1 /Ä/ F2

4.48 5.75 6.53 8.53 10.64 12.84 13.65 13.94 4.92 7.24 7.74 9.52

VOWEL
Minimum 0.11 0.12 0.08 0.11 0.16 0.12 0.14 0.05
Medium 0.17 0.18 0.11 0.13 0.22 0.12 0.12 0.06
High-16 0.18 0.17 0.10 0.11 0.23 0.13 0.13 0.07
High-22 0.16 0.21 0.09 0.12 0.23 0.13 0.11 0.05 0.19 0.42

SYLLABLE
Minimum 0.09 0.12 0.08 0.10 0.28 0.11 0.14 0.13
Medium 0.27 0.24 0.10 0.12 0.31 0.09 0.18 0.16
High-16 0.23 0.17 0.12 0.10 0.20 0.13 0.14 0.16
High-22 0.26 0.19 0.12 0.11 0.29 0.13 0.18 0.18 0.20 0.43 0.25 0.52
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showed that only one vowel pair differed significantly, the
highestDZ ~/#/–F2! with the lowestDZ ~/I/–F2!. For the
syllable context,post hoc comparisons indicated that the
most elevated threshold~/#/–F2! was significantly different
for six of the seven other formants. These analyses indicate
that generally after the bark transform, thresholds did not
differ among the eight test formants within context condition
except for the second formant of /#/.

3. Effects of uncertainty and context

The primary goal of experiment 1 was to assess the ef-
fects of both stimulus uncertainty and phonetic context on
formant discrimination. The thresholds inDZ for the 16-
formant data are shown in Fig. 2 separately for vowel and
syllable contexts. All main effects and interactions were sig-
nificant, p,0.05, in a three-way ANOVA for the variables
formant frequency, context, and uncertainty. The significant

main effect of formant frequency @F(7,28)511.25,
p,0.001# was examined with apost hoctest. The formant
effect appears due once again to one formant that had the
poorest thresholds, /#/–F2, that was significantly different
from five of the other formants.

The significant effects of context and uncertainty are
more easily seen in Fig. 3. Formant resolution was consis-
tently degraded@F(1,4)542.5,p,0.01# in the syllable con-
text ~M50.163 barks! compared to vowel context~M
50.130!, about 25% poorer. Examining the effects of
uncertainty @F(3,12)58.46, p,0.01#, discrimination was
clearly best for stimuli under minimal stimulus uncertainty
~M50.117!, compared to all higher levels~medium,
M50.162; high-16,M50.149; high-22,M50.158!. Post hoc
comparisons confirmed that only two uncertainty contrasts
were significantly different, minimal versus medium, and
minimal versus high-22. Thus, there were no differences

FIG. 2. Thresholds for formant fre-
quency in barks obtained under four
levels of stimulus uncertainty for ei-
ther isolated vowel or syllable~/bVd/!
context.
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among the thresholds at the higher levels of uncertainty~see
Fig. 2!. The average reduction in discrimination due to
higher uncertainty was small, about 29%.

There was a significant interaction between context and
uncertainty@F(3,12)54.30, p,0.05# due primarily to the
smaller difference between vowel and syllable contexts for
the high-16 condition~the only nonsignificant pair, n.s., see
Fig. 3!. The overall 25% reduction in resolution in syllable
context appears rather well preserved across changes in level
of uncertainty. The interaction between context and formant
@F(7,28)52.63, p,0.05] revealed that syllable context de-
graded discriminability for just one-half of the formants. The
interaction between uncertainty and formant@F(21,84)
51.89, p,0.05# appears due to small differences in the re-
duced discriminability at higher levels of uncertainty for spe-
cific formants. The three-way interaction of formant, context,
and uncertainty observed in Fig. 2 was also significant
@F(21,84)52.34, p,0.05]. This interaction appears due to
a combined effect of syllable context at higher uncertainty
degrading discrimination more for a subset of the formants,
in particular /I/–F1 and /I/–F2, and /}/–F1 and /}/–F2.

Summarizing, for well-trained subjects the effects of
stimulus uncertainty on formant discrimination were modest.
Only a 30% reduction in discriminability was found between
minimal uncertainty thresholds and all the higher levels of
uncertainty. This effect was similar to the reduced discrimi-
nation of formants in syllable context, which averaged a 25%
decrement. However, these two effects combined degraded
resolution strongly in a few instances. That is, for /I/–F1 and
/I/–F2 the decrement for syllables at higher uncertainty lev-
els was about 135% and 268% respectively, while only mod-
est differences across conditions were observed for /#/–F1,
/,/–F1, and /,/–F2.

III. EXPERIMENT 2
Previous discrimination experiments at higher levels of

stimulus uncertainty have revealed long-term training effects
on performance~Leek and Watson, 1984; Kewley-Port and

Zheng, 1999!. The primary purpose of the first experiment
was to explore systematically the effect of stimulus uncer-
tainty on vowel formant discrimination using training proce-
dures that optimized performance as uncertainty increased.
Training on the medium-to-high uncertainty tasks was begun
after 37 h testing on minimal uncertainty tasks. This training
procedure resulted in very modest performance decrements
at higher levels of uncertainty, only about 30%. Experiment
2 was designed to contrast performance by these well-trained
listeners with that of typical listeners who have received little
formal training. In a previous study~Kewley-Port and
Zheng, 1999!, four listeners with no previous experience par-
ticipated in a challenging task to discriminate eight formants
in a /bVd/ context in a nine-word sentence. Surprisingly, dur-
ing just 1 h oftesting some subjects rapidly improved their
discrimination performance. Apparently individual listeners
differ considerably in their initial abilities to discriminate
familiar speech sounds in synthesized speech.

The goal of experiment 2 was to assess the effects of
training on typical listeners in a complex discrimination task
simulating some of the conditions found in normal discourse.
In order to include a variety of vowels both in isolation and
in syllables, the stimulus group with the highest level of
stimulus uncertainty, 22 test formants, was selected. Given
the large individual variability observed in previous discrimi-
nation experiments, a larger group of subjects was recruited
in order to estimate the range of performance found in typi-
cal listeners. One hour was selected as the duration of a
session in which listeners’ performance could be described as
reflecting ‘‘little formal laboratory training.’’

Improvement of listeners over the hour of testing was
measured from the adaptive tracks. Similar to the tracking
algorithm in experiment 1, the two-down, one-up rule was
used whereDF was decreased one step for two correct re-
sponses and increased one step when one error occurred.
Therefore, the first reversal indicated the first instance when
a listener did not discriminate a particularDF difference. To
assess how performance improved over the first hour, two

FIG. 3. Average thresholds for for-
mant frequency in barks obtained un-
der four levels of stimulus uncertainty
for either isolated vowel or syllable
~/bVd/! context. Thresholds are aver-
aged over vowel formants. Error bars
are standard deviations.
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measures were made. Theinitial estimate of discrimination
performance was calculated as the average of the first two
reversals. The1-hour estimate was calculated from the last
two steps visited. The experimental design included suffi-
cient trials for a listener to achieve perfect performance, i.e.,
error-free responses could, in principle, traverse all 14DF
steps in 1 h. Perfect performance did occur ultimately in
0.6% of the formant tracks.

Overall, performance measured in experiment 2 charac-
terized that of a large group of typical listeners during the
first hour of a complex formant discrimination task. In addi-
tion, these results were compared with those from listeners in
experiment 1 who were trained with optimal procedures.

A. Method

1. Stimuli and procedures

The stimuli tested were in the high-22 uncertainty group
used in experiment 1~see Table III!. Calibration and adaptive
tracking procedures were the same as in experiment 1. The
protocol began with1

4 h for screening and instructions. Lis-
teners then participated in five blocks of 154 trials for a total
of about 1 h testing~excluding breaks!.

For each subject, two estimates of performance were
made, the first for the initial discrimination ability from the
‘‘first’’ two reversals, and the second after 1-h exposure to
the task from the last two steps visited. If there were six or
more occurrences of the highest step~#14! initially ~i.e., at
least three errors!, then DF for step 14 was entered as the
initial estimate. The 1-hour estimate was the average of the
last twoDF steps visited in the 35 trials per formant. If there
was never a reversal, the initial and 1-hour estimates were
both entered as theDF for the lowest step~#1!. Otherwise,
the initial estimate was the average of the first two reversal
steps converted to Hz~geometric mean!. Given the large
amount of data, two research assistants identified the rever-

sals independently from printouts of the adaptive tracks, and
any discrepancies were resolved by consensus.

2. Subjects
A total of 37 college students were recruited and paid for

their participation. All 37 subjects had pure-tone thresholds
of 20 dB HL or better at octave intervals from 250 through
8000 Hz.

B. Results
1. Typical listener performance over 1 h of testing

Discrimination measures in experiment 2 were also con-
verted fromDF to barks asDZ. As a performance bench-
mark inDZ for these listeners without training, it is useful to
note thatDZ thresholds for isolated vowels in optimal con-
ditions ~Table VI! are approximately 0.1 barks~one-tenth of
a critical band!, and that significant experimental differences
obtained in Kewley-Port and Zheng~1999! tended to occur
when differences inDZ exceeded 0.1 barks. For reference
purposes, the listeners in experiment 1 with over 47 h of
participation are called ‘‘trained listeners’’ and listeners in
experiment 2 with 1 h of participation are called ‘‘typical
listeners.’’

The initial and 1-hourDZ estimates of discrimination
performance averaged over the 22 formants for all the 37
listeners are considered first. As shown in Fig. 4, after just 1
h of participation, estimates did improve for 36 of the 37
listeners, some by large amounts. Initially, the range of the
22-formant average ofDZ for listeners differed from best
listener at the 0.363 barks to worst listener at 0.537~a range
of 0.174 barks!. To assess improvement by subjects over
time, a two-way ANOVA with subject as a between~random!
variable and time as a within variable was calculated. Listen-
ers as a group did significantly improve over the hour of
testing@F(1,36)5157.1,p,0.001# on the average of 0.099
barks ~'0.1!. The distributions of listeners’DZ averages
were also examined. The distribution for initialDZ averages

FIG. 4. Average estimates for formant
frequency discrimination in barks ob-
tained from 37 typical listeners mea-
sured twice during 1 h of testing~see
the text!. DZ values are averaged over
22 formants in both isolated vowels
and syllable context.
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was very asymmetrical because most subjects~23/37! had
quite high values (DZ.0.5). This asymmetrical distribution
was well fit by a log-normal curve~after the values were
transformed high-to-low as a mirror image!. The distribution
of 1-hourDZ averages was approximately normal. Although
six listeners still had many 1-hourDZ averages higher than
0.5 barks, about 20% of the listeners had many 1-hourDZ
averages of about 0.22 barks, which fall well within the dis-
tribution of the high-22 thresholds for trained listeners in
experiment 1~Table VI, M50.21 barks!. We can conclude
that some typical listeners are able to discriminate vowels in
a laboratory task as well as highly trained listeners within the
first hour of testing. The pattern of performance across lis-
teners of the averageDZ for the initial compared to the
1-hour averages appears similar in Fig. 4. In fact, a correla-
tion of r 50.79 for the listeners’DZ averages between the
two time intervals was significant at thep,0.05 level. This
means that variance across listeners observed during the first
two reversals of the experiment predicted the variance at the
end of the hour with anr 250.62. Apparently, typical listen-
ers exhibit widely differential abilities to perform these com-
plex discrimination tasks immediately upon exposure to the
task and listeners’ relative performance changes only slightly
during the first hour. Given that the typical college-aged lis-
tener already has 201 years of experience listening to vow-
els, one might not expect such a wide range of abilities.
What, then, is the effect of training in the laboratory for
typical listeners with medium to poor initial performance? To
examine this question, the distributions ofDZ values for the
22 formants were compared between experiment 1 and ex-
periment 2.

To quantify performance differences for listeners with
little formal training, the 37 listeners were divided into three
groups of 12~the median listener was discarded! based on
the average 1-hour estimates. There are 22DZ averages per

listener in each of three groups~referred to as low-1/3, mid-
1/3, and high-1/3 groups!. A distribution of 12 listeners322
formants5264 data points was fit with normal and log-
normal functions inSTATISTICA ~1999! and the Kolmogorov–
Smirnov One Sample test was used to select the one with the
best fit. The histogram for the best group of listeners~low
1/3! is shown in Fig. 5 along with the best-fitting log-normal
function. The fit is statistically a good representation of the
underlying histogram of theDZ averages that includes the
asymmetry of the long tail into poorDZ values up to 0.7
barks. Functions for the other two groups, shown in Fig. 5,
were equally good statistical fits to the histograms. For the
mid 1/3 of the typical listeners, theDZ averages were nor-
mally distributed. The distribution for the worst group of
listeners~high 1/3! was well fit with a log-normal function
when the values were transformed high-to-low as a mirror
image. The resulting function shown in Fig. 5 has been trans-
formed low-to-high to indicate the location of the high-1/3
distribution. The performance statistics shown in Table VII
show that the three group means differ by 0.08 barks, nearly
the 0.1-bark threshold for isolated vowels under minimal un-
certainty.

To compare the trained and untrained listeners, histo-
grams for the thresholds for the high-22 data in experiment 1

FIG. 5. Distributions of the number of
averageDZ values in barks obtained
for the 22-formant test set. Lines indi-
cate the fit to the histograms of the
thresholds from four different listener
groups ~see the text!. The trained
group from experiment 1 had five sub-
jects, while the other groups from ex-
periment 2 had 12 subjects in each 1/3
group. The histogram shown is only
for the group ‘‘good 1/3’’ of the typi-
cal listeners which was fit with the
log-normal distribution shown with
the dotted line.

TABLE VII. Basic statistics forDZ in barks from three performance groups
in experiment 2 for the 1-hour estimates and from the trained listeners in
experiment 1 for the high-22 thresholds.

High 1/3 Mid 1/3 Low 1/3 Trained

Maximum–
minimum

0.711–0.133 0.711–0.089 0.711–0.054 0.668–0.054

Range 0.578 0.622 0.657 0.614
Mean 0.473 0.391 0.305 0.208
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~5 listeners322 thresholds5110 data points! were also fit
with functions. The best-fitting function was log normal
~shown as the solid line in Fig. 5!. It is highly asymmetric
and reveals that the threshold distribution for trained listen-
ers still has a long tail that extends towards high values of
DZ. An obvious feature of Fig. 5 is that the distributions for
the four listener groups overlap considerably. The overlap is
shown in Table VII whereDZ ranges are greater than 0.5
barks. If we define ‘‘good’’DZ values to be near the optimal
formant threshold at 0.1 barks, then only the poor performers
in the high-1/3 group did not have any good values. If
‘‘poor’’ DZ values are defined by the high-1/3 group whose
mean is near 0.5 barks~five times worse than optimal thresh-
olds!, then we note that even the trained listeners had some
DZ values that exceeded this value. That is, better and poorer
performing subjects, trained or untrained, had a wide range
of DZ averages over the different vowel formants and syl-
lable context conditions in this high uncertainty task.

It appears then, that it is the shapes of the distributions
for the four listener groups that are clearly differentiated in
Fig. 5, not theDZ ranges. Although the means are signifi-
cantly different in a one-way analysis of variance for listener
group@F(3,934)5120.6,p,0.0001#, as well as allpost hoc
binary comparisons~p,0.001 level, Scheffe´!, the shapes of
the distributions in Fig. 5 also reveal effects of training. The
distribution for the high 1/3 of the typical listeners is very
skewed towards lowDZ values, indicating little improve-
ment in the 1-h session. This contrasts with the trained lis-
teners, whose distribution is very skewed towards highDZ
values with clearly the most peaked shape of the distribu-
tions. The low-1/3 group with only 1 h of training has a
mean significantly higher than trained, but the shape is al-
ready assuming the skewed shape of the trained group. The
mid-1/3 group has a normal distribution with the least
peaked shape. Apparently, extensive listener training in this
complex task enabled slower learners to achieve not only
better performance, but discrimination performance across
listeners became more similar. That is, distributions indicate
that although someDZ averages will be quite high for some
stimuli regardless of training, with training listeners who
learn at different rates perform more similarly yielding a
trained distribution that is quite peaked. The log-normal
shape of the trained distribution indicates that geometric
means across subjects, or perhaps medians, are probably bet-
ter descriptors of the basic statistics of formant thresholds
than first moment means.

Summarizing these results, typical listeners with little
formal training exhibit a wide range of abilities to discrimi-
nate vowel formants in complex listening tasks. Some listen-
ers did very well on their first attempts to discriminate for-
mants, with performance close to that of highly trained
listeners. On the other hand, 15% of the typical listeners
made little improvement in 1 h of training. The effects of
extensive training yielded peaked distributions with low
thresholds for all listeners, even for those who had poor ini-
tial performance. Apparently, individuals learn to perform
well in complex listening tasks at very different rates. How-
ever, the pattern of performance across listeners for the ini-
tial estimates of discrimination~first two reversals! was simi-

lar to the performance after 1 h~Fig. 4!. This raises the
question of whether some of the variance observed in listen-
ers with little formal training is actually systematically dif-
ferent in relation to the experimental variables under inves-
tigation. In this experiment there were two stimulus variables
manipulated, vowel formant and syllable context. An analy-
sis of the systematic variability of these variables for the
typical listeners was done to further clarify the effects of
training.

2. Experimental variables

In complex discrimination tasks with speech, some lis-
teners continue to improve over a long time period, even
after a month of daily exposure~Kewley-Port and Zheng,
1999!. The implication is that asymptotic performance is ap-
proached slowly with long time constants. Frequently, an ex-
perimental goal is to measure the relative effects of various
experimental and stimulus variables on perception, not to
estimate the maximum performance of which the listeners
are capable. When in the time course of listening to speech
can the significant effects of experimental variables be mea-
sured? In experiment 1 with highly trained listeners, the vari-
ables of formant frequency and syllable context were both
significant. Several analyses were performed to determine
whether these two variables would also significantly affect
discrimination in the first hour of exposure.

In order to calculate an ANOVA for the variables for-
mant and context, the 20 formants that occurred in both
vowel and syllable context~all but /Ä/; see Table VI! were
selected. The third variable, time~initial and 1-hour esti-
mates! was also included in a three-way ANOVA~formant
3context3time! for the dependent variableDZ. All main
effects and interactions were significant. Figure 6 shows the
interaction of time with formant frequency~top panel! and
context with formant frequency~bottom panel!, where the
abscissa is displayed with formant labels to more clearly re-
veal certain patterns. For example, the interaction of time by
formant ~top of Fig. 6! is most notable in the larger differ-
ence inDZ for the first compared to the second formants.
However, the size of this interaction is small and the main
effect of a mean improvement ofDZ over time @F(1,36)
5141.4, p,0.001# of 0.098 barks~'0.1 barks! seems to
dominate performance. Similarly, small differences are ob-
served in the interaction between context and formant, while
the nearly constant difference of 0.0475~'0.05 barks! for
the significant main effect of vowel versus syllable context
@F(1,36)548.3, p,0.001# seems to characterize perfor-
mance in the bottom panel of Fig. 6. Finally, the largest main
effect was for formant@F(1,324)5196.1,p,0.001], with a
range of averageDZ of 0.41 barks~almost 1

2 a critical band!
across the ten formants.

The above analyses and the highly similar functions in
the bottom panel of Fig. 6 imply that the factors of context
and formant frequency are significant in the initial estimates
of DZ. To test this, a two-way ANOVA~context3formant!
for DZ for just the initial estimates was conducted. The ef-
fects of context @F(1,9)522.7, p,0.0001# and formant
@F(1,9)5165.6, p,0.0001# were both highly significant.
Therefore, the clear outcome of this analysis is that the ef-
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fects of the experimental variables are observable and sig-
nificant in the earliest moment that an observation of dis-
crimination can be taken, namely at the first two reversals.
We note, of course, that this is true only when there is a
fairly large sample of the population. Given that the variabil-
ity for our typical listeners in this complex task was large,
significant effects in the first hour would not usually occur
for the small number of subjects often run in psychoacoustic
training studies.

IV. DISCUSSION

A. Comparison of typical and trained listeners

Given that systematic variability was observed in the
ability to discriminate formants by typical listeners with little
training, how is that performance changed with extensive
training? Comparisons of the high-22DZ averages between
experiment 2 and experiment 1 with trained listeners can

shed light on this question. As expected, extensive training of
listeners in a complex speech discrimination task did im-
prove overall performance by large amounts. Averaging over
the 22 formants,DZ averages for initial reversals~M50.489
barks! were 235% higher than for trained listeners~M50.208
barks!. Even though in 1 h they improved quite a bit~0.1
barks!, they were still 187% higher than for trained listeners.

Relations between performance for listener groups with
different levels of training for the high-22 set were assessed
using Pearson correlations. The correlation between the ini-
tial and 1-hour performance for all 22DZ averages was high,
r 50.93 ~as expected from the subset of data in Fig. 6, top
panel!. The correlation between trained and 1-hourDZ aver-
ages wasr 50.82 and between trained and initialDZ aver-
ages wasr 50.67. This means that while 45% of the vari-
ability of thresholds for trained listeners can be predicted
from the initialDZ estimates, after just 1 h of exposure, 67%
of the variability for listeners trained for 47 h can be pre-

FIG. 6. AverageDZ values in barks
obtained for the high-22 test set are
shown for just ten of the formants av-
eraged over 37 typical listeners and
different experimental factors. In the
upper panel,DZ values measured at
two different times were averaged
over vowel and syllable~/bVd/! con-
text. In the lower panel,DZ values ob-
tained for either vowel or syllable
~/bVd/! context were averaged over
two different measurement times.
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dicted. This suggests that while typical listeners encountering
a complex task in the laboratory have highly elevated dis-
crimination performance compared to trained listeners, they
already have some abilities to attend to small acoustic differ-
ences when the stimuli are vowels. To see how much of the
remaining 33% of the variance is random ‘‘subject noise’’
versus actual differences in perception related to training,
additional analyses were conducted.

First, consider the slopes of the formant frequency func-
tions asDZ/Z. For all uncertainty conditions for the trained
subjects seen in Fig. 2, slopes appear flat, i.e., near zero. For
typical subjectsDZ estimates are clearly lower for higher
frequency formants for both initial and 1-hour estimates in
Fig. 6, top panel, suggesting negative slopes. For a quantita-
tive comparison, the slopes and significance of deviating
from zero slope for the high-22 condition were calculated
from the regression between formant frequency and both
vowel and syllable data. For trained listeners, slopes were
quite flat
(20.008DZ/Z, n.s.!, while typical listeners had significant
negative slopes~initial estimates,20.02DZ/Z, p,0.05;
1-hour estimates,20.014DZ/Z, p,0.05!. Apparently,
slopes change towards zero slope in the first hour of training,
and with training do approach zero. This implies that listen-
ers with little training find higher-frequency formants easier
to discriminate than low-frequency formants~in barks!, and
that with training, thresholds for low frequencies improve
more than for high frequencies.

What were the effects of training in relation to the vari-
able of syllable context? In the bottom panel of Fig. 6, the
effect of syllable context was a nearly constant elevation of
DZ averages by a 0.05 bark difference across all ten for-
mants. While the average elevation for trained listeners in
high-22 did not change much~0.0385 barks!, the increase for
/bVd/ context over /V/ was not constant but rather was either
very small or rather large~.0.05 barks for four of the ten
formants in Table VI!. As a further comparison, under mini-
mal uncertainty, when presumably listeners were even more
able to focus their attention, only two of eight formant
thresholds were elevated by syllable context~Fig. 1!. These
results suggest that syllable context has a weak effect on
formant discrimination abilities. With little training, listeners
consistently have modest elevations for formants in syllable
context. With more training, or with other experimental con-
ditions that enable listeners to improve performance, syllable
context has no degrading effect for most vowels.

Summarizing, as anticipated, extensive training resulted
in improved formant frequency discrimination. Analyses ex-
amined whether at initial exposure responses were largely
random, thereby implying that listeners were initially unable
to focus their attention on the differences among the syn-
thetic stimuli. Results showed, on the contrary, that variabil-
ity in the initial estimates of discrimination performance ex-
hibited systematic effects related to the stimulus variables of
formant frequency and syllable context. Clearly, listeners
with extensive experience with natural speech were able to
focus attention immediately on the salient properties manipu-
lated in the synthetic speech. However, with additional ex-
posure and feedback in the laboratory task, results showed

that training not only reduced random variability~listener
noise!, but altered listeners’ perception. Initially, high fre-
quencies were easier to discriminate, but over timeDZ
thresholds became constant over formant frequency. Initially,
syllable context elevated allDZ estimates, but over time only
a few formants were affected. Since 67% of the variance
observed after 47 h of training could be predicted after only
1 h of training, this suggests that moderately reliable mea-
sures of experimental variables in speech can be obtained in
short-term experiments. On the other hand, to estimate best
performance in speech psychophysics tasks, long-term train-
ing is needed for low, stable thresholds.

B. Review of factors affecting vowel discrimination in
more ordinary listening conditions

Two of the experimental variables investigated in this
experiment can be better understood by comparing the re-
sults of listeners in the present study with those in Kewley-
Port and Zheng~1999!. Only the eight formants in /bVd/
syllable context used as stimuli in both experiments and
shown in Fig. 7 will be compared. One variable examined in
both experiments was listener training. In Kewley-Port and
Zheng~1999!, one group of listeners participated for the first
hour in a discrimination task for syllables in nine-word sen-
tences. The results from the first two blocks were referred to
as the ‘‘untrained sentence’’ data, as shown in Fig. 7. By
comparing this untrained sentence data to the initialDZ av-
erages for the high-22 data set, we can more fully answer the
question: what are the initial abilities of listeners to discrimi-
nate vowels under more ordinary listening conditions? The
DZ averages for these data sets for the eight formants shown
in Fig. 7 largely overlap. In fact, comparing the means for
the two data sets averaged over formant frequency reveals
they are almost the same@t(14)50.777, p.0.45#, with
means equal to 0.47 and 0.43 barks for the initial and the
untrained sentence data, respectively. Even the pattern of
variability of DZ averages across formant frequency is quite
similar, r 50.90.

The similarity of these two sets of data from different
untrained subjects in rather different complex discrimination
tasks helps establish the abilities of typical listeners to dis-
criminate vowels. In Kewley-Port and Zheng~1999!, pho-
netic context was the primary variable manipulated. They
argued that the untrained sentenceDZ averages were quite
comparable with those of Mermelstein~1978!, who reported
formant discrimination for several isolated syllables. The
present experiment manipulated level of uncertainty, and re-
sults for the high-uncertainty condition yielded very similar
results to those of Mermelstein. These comparable results
across three experiments bolster the claim that there is an
upper limit of performance in tasks simulating ordinary lis-
tening for listeners with little formal experimental training.
The mean across the three data sets is near 0.5 barks, or
one-half a critical band. Thus, there is sufficient evidence to
establish 0.5 barks as a typical threshold for formant dis-
crimination by listeners with little training in a variety of
experimental conditions.

It was argued in Kewley-Port and Zheng~1999! that
closely spaced American vowels in anF13F2 formant

2153J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 D. Kewley-Port: Vowel discrimination: Effects of uncertainty and training



space are only somewhat more than 0.5 barks apart, suggest-
ing that in natural discourse listeners must be able to dis-
criminate formants better than at 0.5 barks. In particular,
Kewley-Port and Zheng~1999! claimed to have established a
norm for formant discrimination in more ordinary listening
of about 0.3 barks as an average of equivalent discrimination
for phrases, sentences, and sentences with the addition of an
identification task. The primary variable manipulated in the
present experiment was level of stimulus uncertainty, a vari-
able fixed in Kewley-Port and Zheng~1999!. How do the
effects of level of uncertainty compare to the effects for
longer phonetic context? In particular, consider the thresh-
olds for the highest level of uncertainty tested, 22 formants,
compared to the ordinary norm for formants in phrases and
sentences. In Fig. 7 a nearly constant 0.1-bark difference is
seen between theDZ functions for longer phonetic context
@Ordinary~99!# versus higher uncertainty~High-22! @signifi-
cantly different,t(14)53.79,p,0.002#. One way to directly
compare the effects is to calculate the ratio representing the
increase inDZ in relation to optimal, isolated vowel thresh-
olds ~M50.109, Kewley-Port and Zheng, 1999!. For high-22
thresholds~M50.182!, the ratio is 1.7, while for longer pho-
netic context~M50.284! the ratio is 2.6.~For comparison,
the ratio for either the untrained sentence or initialDZ aver-
ages is 4.0!. Clearly, the degrading effect of longer phonetic
context on discrimination is much stronger than the effect of
higher levels of uncertainty. From the perspective of normal
discourse, the implication is that predictability of words in
sentences is much less a factor in discriminating formant
differences than is length of phonetic context. Thus, the pre-
viously established norm for formant frequency discrimina-
tion of 0.3 barks continues to be the best estimate of formant

discrimination in normal discourse. For comparison with
other data presented in hertz, Table VIII converts 0.3 barks to
hertz at selected frequencies from 200 to 3000 Hz. Calculat-
ing these values as percent yields about 5% for frequencies
greater than 1000 Hz, which compares favorably to the com-
monly cited values of 3%–5% for formant frequency dis-
crimination in isolated vowels~Flanagan, 1955!. Note this
contrasts with our series of experiments that has demon-
strated that optimal formant thresholds for isolated vowels
are 1.5% of formant frequency and that 5% is the norm for
discrimination of formants in sentences.

V. CONCLUSION

The purpose of this formant discrimination study was to
investigate further the effects of four variables that were ma-
nipulated to simulate more ordinary listening conditions:
phonetic context, stimulus uncertainty, subject training, and
linguistic meaning. Our interpretation of the results from
both this study, focused on stimulus uncertainty, and those
from Kewley-Port and Zheng~1999!, focused on phonetic
context and linguistic meaning, follows. There is a large va-
riety of listening conditions that is encountered in everyday
listening. American English listeners are able to discriminate
within-vowel category differences in formants that are
greater than 0.3 barks apart in everyday sentences, while
simultaneously extracting the linguistic message. Listeners
can resolve finer formant differences when speech consists of
only single words. However, predictability of words in sen-
tences~measured here by stimulus uncertainty! appears to
have only a small effect on the norm for discriminating for-
mants in ordinary listening conditions. This implies that top-

FIG. 7. AverageDZ values in barks
for eight formants in /bVd/ syllables
are compared for two experiments.
The lines with higher values ofDZ are
for subjects with little formal labora-
tory training: ‘‘Initial’’ is for 37 typical
listeners under high uncertainty in the
present experiment, and ‘‘Untr. Sent.’’
was for four listeners discriminating
vowels in sentences in Kewley-Port
and Zheng~1999!. ‘‘Ordinary ~99!’’ is
the norm for listening to ordinary
phrases and sentences for trained sub-
jects proposed by Kewley-Port and
Zheng ~1999!. ‘‘High-22’’ is for
trained subjects in the present experi-
ment listening to syllables under high
uncertainty.

TABLE VIII. Values of the norm for formant discrimination in phrases and sentences~ordinary norm! was shown to be 0.3 barks. This constant value in barks
is converted to Hz in this table.

Formant
frequency 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000

Ordinary
norm

27 32 38 44 51 58 66 74 82 92 101 111 122 133 145
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down processing has little effect on listeners hearing out
small differences in vowels that may signal speaking style,
emotion, dialect, etc. Discrimination abilities in everyday
sentences improve over a very long time course in laboratory
tasks. While there is large variability in the performance of
typical listeners who initially participate in laboratory tasks,
there is a reasonable percentage~20%! who are almost im-
mediately able to perform some tasks as well as highly
trained listeners.

In the larger variety of everyday listening conditions,
several important factors have not been explored by the
present two studies. The most important is to estimate vowel
formant discrimination in natural speech stimuli rather than
the artificial-sounding Klatt~1980! synthesized speech used
here. A larger set of phrase and sentence types is also needed.
These factors are under investigation in a subsequent experi-
ment by Liu and Kewley-Port~2000!. Other important fac-
tors for future study of vowel discrimination are environ-
mental noise, including poor signal-to-noise ratios and
competing voices, especially in relation to their detrimental
effects on persons with hearing impairment.
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The purpose of this study was to determine the role of static, dynamic, and integrated cues for
perception in three adult age groups, and to determine whether age has an effect on both consonant
and vowel perception, as predicted by the ‘‘age-related deficit hypothesis.’’ Eight adult subjects in
each of the age ranges of young~ages 20–26!, middle aged~ages 52–59!, and old~ages 70–76!
listened to synthesized syllables composed of combinations of@b d g# and @i u a#. The synthesis
parameters included manipulations of the following stimulus variables: formant transition~moving
or straight!, noise burst~present or absent!, and voicing duration~10, 30, or 46 ms!. Vowel
perception was high across all conditions and there were no significant differences among age
groups. Consonant identification showed a definite effect of age. Young and middle-aged adults
were significantly better than older adults at identifying consonants from secondary cues only. Older
adults relied on the integration of static and dynamic cues to a greater extent than younger and
middle-aged listeners for identification of place of articulation of stop consonants. Duration
facilitated correct stop-consonant identification in the young and middle-aged groups for the
no-burst conditions, but not in the old group. These findings for the duration of stop-consonant
transitions indicate reductions in processing speed with age. In general, the results did not support
the age-related deficit hypothesis for adult identification of vowels and consonants from dynamic
spectral cues. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1399047#

PACS numbers: 43.71.Ft, 43.71.An, 43.71.Es@CWT#

I. INTRODUCTION

A. Adult perception of static, dynamic, and integrated
cues

The acoustic cues that contribute to the perception of
stop consonants and vowels are often classified as static, dy-
namic, and integrated cues. Static cues are those with limited
spectral change over time, while the spectra of dynamic cues
vary to a greater extent temporally. Both static and dynamic
cues are context dependent, influenced primarily by the fol-
lowing vowel. This context dependency implies the second-
ary nature of static and dynamic cues in perception. Inte-
grated cues are combinations of static and dynamic
properties that, together, form an invariant acoustic property.
For example, both the burst and formant transitions contrib-
ute to the onset spectrum and thus form a single integrated
acoustic property. This property appears invariant and is con-
sidered a primary cue to perception~Blumstein and Stevens,
1980; Ohde and Haley, 1997!.

In a series of four related experiments, Blumstein and
Stevens ~1980! presented listeners with stop-consonant–
vowel syllables that varied along the parameters of burst du-
ration, formant motion, and vowel context. The results
showed that consonant stimuli as brief as 10 ms were reli-
ably identified, even without burst information. However, the
addition of the burst clearly enhanced perception of the@d#
and@g# stop consonants. Formant motions were shown to be
important but secondary cues. Blumstein and Stevens hy-
pothesized that perception of consonant place of articulation
is based on invariant properties occurring within a short time

window of 10–20 ms adjacent to consonant onset or offset.
Thus, it was predicted that the consonant is cued primarily
by the gross shape of the acoustic spectrum at onset, and the
vowel by the frequencies at formant transition offset.

In another series of four related experiments, Fox~1989!
investigated the importance of dynamic information to vowel
perception~Strange, 1989!. The stimuli consisted of three
7-step /bib/ to /beb/ continua. The three continua consisted of
full token, silent-center, and medial vowel stimuli. The re-
sults suggested that listeners’ vowel perception was accurate
even with the presentation of only one pitch period of the
silent-center tokens. Moreover, Fox showed that identifica-
tion of the silent-center stimuli was based on formant
changes in the transitions rather than their endpoint or target
frequencies. These results underline the importance of dy-
namic information to accurate vowel perception.

B. Development of speech perception in adults

Our understanding of the perception of static, dynamic,
and integrated cues for speech in adults has been generally
limited to young adults. Although various cognitive and sen-
sory changes occur with aging, few studies have attempted to
examine the impact that these processes may have on conso-
nant and vowel perception in older adults. In fact, there is
evidence indicating that cognitive factors independent of
hearing loss such as fatigue, changes in memory, motivation,
and linguistic capacity affect perception in older adults
~Working Group on Speech Understanding and Aging, 1988;
van Rooij and Plomp, 1990!. For example, research has
found age-related declines in consonant perception in the

2156 J. Acoust. Soc. Am. 110 (4), October 2001 0001-4966/2001/110(4)/2156/11/$18.00 © 2001 Acoustical Society of America



absence of pure-tone hearing loss in quiet and in noise
~Dubno, Dirks, and Morgan, 1984; Elliott, Busse, and Bailet,
1985; Gelfand, Piper, and Silman, 1985!.

If speech perception changes as adults age, there is some
indication that the ability to process dynamic acoustic cues is
impaired~Price and Simon, 1984; Dormanet al., 1985; Gel-
fandet al., 1985; Elliottet al., 1989; Fox, Wall, and Gokcen,
1992!. For example, age-related differences in perceiving
vowels were observed by Foxet al. ~1992!. The researchers
studied vowel perception in young adults~ages 19–25! and
compared them to perception in older~ages 61–75!, normal-
hearing adults. The results support an age-related decrement
in processing dynamic perceptual cues in vowel perception.
The older subjects performed significantly worse at identify-
ing silent-center syllables, indicating a deficit in utilizing dy-
namic acoustic information during identification tasks. Older
subjects also performed worse at identifying lax~marked!
than tense~unmarked! vowels. The authors speculated that
the differences were based on changes in sensory processing
ability; particularly in decreased frequency resolution ability,
as well as due to decreased efficiency of processing. Conso-
nant identification by older subjects was also worse in the
silent-center condition, again implying that older listeners
have greater difficulty utilizing dynamic cues. Based on their
findings and others, Foxet al.proposed an ‘‘age-related defi-
cit hypothesis’’ for processing dynamic cues. This hypothesis
predicts that older adults with relatively normal hearing will
not process vowel or consonant dynamic cues that change in
time similar to young adults.

Earlier findings by Parnell and Amerman~1979! tend to
support this age-related deficit hypothesis. In addition, the
results of Parnell and Amerman show that older adults were
worse than young adults in integrating information from di-
verse cues such as the stop-consonant noise burst and for-
mant transition onset to derive a consonant and vowel per-
cept. In the Foxet al. ~1992! and Parnell and Amerman
studies, stimulus conditions contained both dynamic and
static cues. For example, their natural speech vowel transi-
tion tokens included bothF2 vowel onset~static cue! and
vowel transition~dynamic cue!. Thus, the independent con-
tribution of eitherF2 onset or vowel transition cannot be
assessed. Since staticF2 onsets have been shown to be sa-
lient in perception of both consonants and vowels, it is criti-
cal to orthogonally assess static and dynamic cues~Blum-
stein, Isaacs, and Mertus, 1982; Ohdeet al., 1996! when
testing the dynamic-cue-based age-related deficit hypothesis.

In summary, for adults over 60 years of age, decreased
processing of dynamic cues and decreased efficiency in both
consonant and vowel perception were found by Foxet al.
~1992! and Parnell and Amerman~1979!. These results were
confirmed in the Price and Simon~1984!, Gelfand et al.
~1985!, and Elliott et al. ~1989! studies, which showed de-
creased perception based on dynamic information alone, and
that temporal information is vulnerable to aging. Based on
these developmental adult findings, the age-related deficit
hypothesis for processing dynamic cues was proposed~Fox
et al., 1992!. This hypothesis would also appear to predict
poorer identification of sounds by older adults than younger
adults due to effects of stimulus duration, because of poten-

tial age related reductions in processing speed~Gelfand
et al., 1985; Hale, Myerson, and Wagstaff, 1987; Myerson
et al., 1992; Wingfield, 1996!. Older adults should have
greater deficits in processing relatively brief dynamic conso-
nant and vowel properties from shorter duration cues than
longer duration cues, if there are age-related reductions in
processing speed.

In the current research, synthetic speech-like stimuli
were employed that independently assessed static, dynamic,
and combinations of static and dynamic cues as a function of
duration to directly test the age-related deficit hypothesis for
consonant and vowel perception in three adult age groups.
The specific questions were the following:

~1! Do young, middle-aged, and older subjects process dy-
namic cues differently in the perception of consonants
and vowels, as predicted by the age-related deficit hy-
pothesis?

~2! Do young, middle-aged, and older subjects process dy-
namics, static, and integrated cues differently as a func-
tion of duration, as predicted by the age-related hypoth-
esis?

II. CONTROL STIMULI: EXPERIMENTS I AND II

The test stimuli were those generated by Ohde and col-
leagues~1995, 1997!, because the present study is concerned
with the same variations of parameters in stop consonant and
vowel perception. Two experimental conditions, one target-
ing consonant and the other targeting vowel perception, were
administered to subjects. The stimuli were generated with the
Klatt cascade/parallel formant synthesizer~Klatt, 1980! at a
10-kHz sampling rate, and with a low-pass filtering of the
output at 4 kHz. Consonant–vowel~CV! syllables comprised
of the voiced stops@b d g# and the vowels@i a# for the first
experiment, and@i a u# for the second experiment, were syn-
thesized with source and resonance parameters appropriate
for an adult male vocal tract. The synthesis parameters were
varied according to control and experimental conditions.

The experimental conditions and hypotheses in experi-
ments I and II were focused on the importance of stimulus
onsets in consonant and vowel perception, and the effects of
parametric changes in dynamic, static, and integrated cues.
In particular, the following issues were addressed as a func-
tion of these parametric changes:~1! The importance of short
duration onsets of consonant–vowel syllables as cues to the
perception of place of articulation was examined in experi-
ment I by synthesizing stimuli containing a 5- or 10-ms noise
burst~static cue! followed by a brief voiced interval contain-
ing moving formant transitions~dynamic cue! with onset
characteristics appropriate for@b d g# followed by the vowels
@i a#. The effect of degree of onset information on consonant
identification was determined by varying the voicing from 10
to 46 ms. The effect of different formant transition trajecto-
ries on consonant identification was assessed by including
two vowel contexts.~2! The influence of formant transition
motions was further examined in experiment I by generating
stimuli containing a noise burst and formant onset frequen-
cies appropriate for@b d g# in the context of@i a#, but without
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moving transitions~static cue!. ~3! The role of integrated
properties consisting of the noise burst in combination with
the onsets of the formant transitions to identification of con-
sonant place of articulation was evaluated in experiment I by
generating stimuli similar to those in points~1! and ~2!, but
without noise bursts.~4! In order to determine if cues to
vowel identification are present in short-duration stimuli con-
sisting of 10 to 46 ms of voicing, experiment II evaluated the
effects of these brief stimuli on vowel identification. The
importance of dynamic cues in vowel perception was as-
sessed by generating stimuli with formant transition motion.
The role of static cues was determined by examining vowel
identification from stimuli containing formants with no mo-
tion. The effect of degree of onset information on vowel
identification was determined by varying the voicing from 10
to 46 ms.

The control stimuli consisted of either a 5- or a 10-ms
noise burst, followed by a 300-ms voicing interval. The
voiced portions of the syllables were generated with a cas-
cade configuration of the synthesizer. The onset of the voic-
ing was abrupt and the amplitude remained constant through-
out the syllable. The fundamental frequency (f 0) contour
started at 103 Hz and rose in a piecewise linear manner to
125 Hz within 30 ms, after which it remained constant
throughout the duration of the voicing. The formant fre-
quency specifications were modeled after Blumstein and
Stevens~1980!. The onset frequencies of the first four for-
mants were appropriate for the consonants@b d g#, and
steady-state frequencies of these formants were appropriate
for the @i a u# vowels. The starting frequency forF1 in the
@a# context was 200 Hz, and a target frequency of 720 Hz
was reached after a 20–45-ms transition duration. In the@i#
context, theF1 starting frequency was 180 Hz, and the target
frequency of 330 Hz was reached after a 15–30-ms transition
duration. The onset frequency forF1 in the @u# context was
180 Hz and reached a steady-state frequency of 370 Hz after
a 15–45-ms duration. For both@i# and @a# vowel contexts,
the F1 transition duration was the shortest for the labial
~@bi#: 15 ms; @ba#: 20 ms!, intermediate for the alveolar
~@di#: 25 ms;@da#: 30 ms!, and longest for the velar~@gi#: 30
ms; @ga#: 45 ms! consonant. Transition duration in the@u#
context remained the same~15 ms! across all consonants.
Transition duration for all other formants~F2, F3, andF4!
was 40 ms. Starting frequencies and target frequencies for
the manipulated formants are presented in Table I. The fre-
quencies of formants higher thanF4 were not manipulated
because of their limited correspondence to articulatory posi-
tions. However, the default value ofF5 was raised from
3750 to 4500 Hz and its bandwidth changed from 200 to 400
Hz, in order to minimize undesirable influences of the fifth
resonator and the amplitude of adjacent formant peaks~Klatt,
1980; Walleyet al., 1984!.

Linear prediction analyses were obtained with high-
frequency pre-emphasis and a 26-ms half-Hamming window
positioned at consonantal release~Kewley-Port, 1983; Ohde
et al., 1995!. Onset spectra and template specification are in
accordance with the Blumstein and Stevens~1979! values.
Labials had a relatively flat or diffuse-falling spectrum, al-

veolars a diffuse-rising spectrum, and velars a midfrequency
spectral peak~Ohdeet al., 1995!.

A 5- or 10-ms burst was appended to the stimuli 5 to 15
ms prior to the onset of voicing. The burst duration was 5 ms
for stops in the@a# and @u# context and 10 ms for the@i#
context. LikeF1 transition durations, the voice onset time
was shortest for the labial~5 ms!, intermediate for the alveo-
lar ~10 ms!, and longest for the velar~15 ms! context. The
bursts were generated by modifying the spectrum of a burst
of white noise to be appropriate for each place of articula-
tion, by manipulating frequency-specific amplitude controls
within a parallel configuration of the synthesizer. The same
noise burst was used to generate all stimuli, and the ampli-
tude and frequency parameters were modeled after those out-
lined by Klatt ~1980!. Some modifications were employed in
order to enhance the onset spectra~Blumstein and Stevens,
1979!, and to obtain adequate burst amplitudes relative to the
following vowels~Bush, 1977; Blumstein and Stevens, 1980;
Ohde and Stevens, 1983!. Table II contains all burst param-
eters that were manipulated for the control stimuli in the
experiments. Linear prediction analyses revealed that the
bursts appropriately enhanced the integrated onset properties
for each place of articulation, as theoretically and empirically
predicted~Blumstein and Stevens, 1979, 1980; Ohdeet al.,
1995!.

Since the energy of the burst for labial stop consonants

TABLE I. Onset and target frequencies~in Hz! of the first four formants.

Formants Onset frequency Target frequency

@bi# @di# @gi# @i#
F1 180 180 180 330
F2 1800 2000 2400 2200
F3 2600 2800 3000 3000
F4 3200 3900 3400 3600

@ba# @da# @ga# @a#

F1 200 200 200 720
F2 900 1700 1640 1240
F3 2000 2800 2100 2500
F4 3500 3500 3500 3500

@bu# @du# @gu# @u#
F1 180 180 180 370
F2 800 1600 1400 1100
F3 2000 2700 2000 2350
F4 3200 3200 3200 3200

TABLE II. Amplitude control levels~A; in dB! and bandwidths~B; in Hz!
for the burst synthesis~B3, B5, and B6 were 110, 400, and 1000 Hz, re-
spectively, across stimuli!.

Stimuli

Amplitude controls Bandwidth

A2 A3 A4 A5 A6 AB B2 B4

@bi# 55 0 0 0 0 58 50 250
@di# 0 47 60 62 60 0 70 170
@gi# 0 53 43 45 45 0 70 250
@ba# 52 0 0 0 0 58 50 250
@da# 0 48 58 59 55 0 70 170
@ga# 52 43 46 46 36 0 70 250
@bu# 52 0 0 0 0 58 50 250
@du# 0 53 60 48 36 0 70 170
@gu# 54 30 43 48 0 0 70 250
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is distributed throughout the spectrum, the AB~bypass path
amplitude! parameter of the synthesizer was used. The labial
burst amplitude was adjusted to a value approximately 20 dB
less than the vowel in the 3500-Hz region~Stevens and
Blumstein, 1978!. The frequency contents for the alveolar
and velar stop bursts were adjusted by manipulating ampli-
tude controls for different formant frequencies. The primary
excitation frequency was in the formant that corresponded
with spectral peaks of the following vowels. This resulted in
an excitation in the region ofF2 for @ga# and @gu#, F3 and
F4 for @gi#, and F4 for @da# and @di#. Although a single
formant corresponded to the primary excitation production
for the alveolar and velar syllables, weaker energy was dis-
tributed throughout the spectrum to ensure a natural continu-
ity between burst release and vowel formants. The ampli-
tudes of the primary excitation for the alveolar and velar
consonants were adjusted to be 0–5 dB less than the ampli-
tude of the adjacent formant in the following vowels~Bush,
1977; Blumstein and Stevens, 1980!. A total of six control
stimuli was generated (2 vowels33 consonants) for experi-
ment I, and a total of nine control stimuli (3 vowels33
consonants) for experiment II.

III. EXPERIMENT I: STOP-CONSONANT PERCEPTION

A. Method

1. Test stimuli

The synthesis parameters were varied according to one
control condition and four experimental conditions. For the
experimental conditions, eight tokens of each syllable were
generated. Each stimulus had a voicing duration of either 10
or 46 ms, and formant transitions and bursts were either
present or absent in accordance with four experimental con-
ditions: ~1! burst1moving transition;~2! burst1straight tran-
sition; ~3! no burst1moving transition; and~4! no burst
1straight transition.

The experimental stimuli were derived from the control
stimuli ~see Sec. II! by shortening the duration of voicing
and by varying the conditions of the burst and formant tran-
sitions. As noted, parameters were manipulated according to
four experimental conditions. One 10-ms stimulus corre-
sponding to one glottal pulse, and one 46-ms stimulus con-
sisting of five glottal pulses were generated within each con-
dition. For the first condition, the experimental stimuli were
generated directly from each control stimulus by reducing
the duration of voicing. Thus, these stimuli contained bursts
as well as moving formant transitions, and had the same
synthesis parameters as the control stimuli. However, the
short duration of the 10-ms stimuli prevented the fundamen-

tal frequency and formant frequencies from reaching their
target values. Instead, they reached values that were interpo-
lated in a piecewise linear manner from the control stimuli.
The second stimulus condition contained the burst, but no
formant transitions. The generation of the bursts was identi-
cal to the moving transition conditions. The stimuli had the
same onset frequencies as the corresponding stimuli with
formant transitions. However, the frequencies of the second,
third, and fourth formants remained constant, i.e., straight, at
the onset value throughout the syllable. Only the first for-
mant movement was retained in order to sustain the stop-like
quality of the stimuli ~Blumstein and Stevens, 1980!. The
third stimulus condition contained stimuli without bursts and
with moving transitions. The stimuli for the fourth
condition were equivalent to the third, except for the absence
of a formant transition. In all, 48 experimental stimuli
were produced (2 vowels33 consonants34 conditions32
durations).

2. Subjects

The subjects were eight young, middle-aged, and older
adults. The data for the young adult subjects were obtained
in a previous study~Ohde et al., 1995!. These subjects
ranged in age from 20:4~years:months! to 25:2 years, with a
mean of 22:7 years. Four of the subjects were female and
four were male. The middle-aged group ranged from 51:7 to
59:1 years of age with a mean of 54:9 years. Six of the
subjects were female and two were male. The older group
ranged from 69:8 to 76:11 years of age with a mean of 73:7
years, and all were female. All subjects were native speakers
of English and all had completed at least 12 years of school-
ing ~refer to Table III for demographic information!. None of
the subjects was taking any medication known to affect neu-
rological or hearing functions.

All subjects passed a hearing screening by pure-tone au-
diometry to establish adequate hearing in both ears for the
octave frequencies between 500 and 4000 Hz~Coughlin,
Kewely-Port, and Humes, 1998; Ohde and Haley, 1997!. All
subjects had hearing threshold levels of 30-dB HL or less
bilaterally, except for four subjects. Of these, one belonged
to the middle-aged group and had a hearing threshold of
35-dB HL at 4000 Hz in the right ear and criterion-level
hearing in the left. The remaining three belonged to the older
group and they had hearing no worse than 40-dB HL at 4000
Hz in one ear and criterion-level hearing at all tested fre-
quencies in the other ear~Fox et al., 1992!. Evaluation of the
individual performance of these four subjects showed a high
proportion of error-free responses. Thus, it is highly unlikely
that the unilateral mild hearing loss at only one frequency

TABLE III. Demographic data for the three adult age groups (s.d.5standard deviation).

Younger subjects
Experiment I

Younger subjects
Experiment II

Middle-aged
subjects

Older
subjects

Range Mean s.d. Range Mean s.d. Range Mean s.d. Range Mean s.d.

Age ~years:
months!

20:4–25:2 22:7 3.4 21:0–25:9 23:2 4.1 51:7–59:1 54:9 3.1 69:8–76:11 73:7 2:5

Education
~in years!

18 18 0 18 18 0 15–18 16.1 1.2 12–18 14.8 2.0
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accounts for their response patterns on any individual sub-
test. As part of the screening, middle-aged and older subjects
also had tympanometry to assess middle-ear function. Re-
sults showed normal middle-ear functioning for all subjects.

3. Procedure

All practice and testing were conducted binaurally in an
IAC booth over headphones~TDH 49!. A comfortable listen-
ing level at approximately 80-dB SPL was used for all sub-
jects. The stimulus presentation and data collection were
controlled by a PDP 11/73 computer. For all conditions, one
experimenter outside the booth monitored the accuracy of
the control responses and presented the different stimulus
conditions.

The two vowel contexts were tested separately, and the
order was counterbalanced across subjects. The subjects
were asked to identify the initial consonant in a three-
alternative forced-choice~3AFC! procedure. The subjects re-
sponded by pushing one of three buttons, labeled ‘‘b,’’ ‘‘d,’’
and ‘‘g’’ on the response box. The experimental stimuli were
blocked according to the conditions of the burst and formant
transition.1 The sequence of presentation for a given vowel
was burst1moving transition, burst1straight transition,
no burst1moving transition, and no burst1straight transition.
The six stimuli (3 consonants32 durations) in each of these
conditions were repeated ten times and presented in a ran-
dom order, with a 3-s interstimulus interval.

Reliable performance throughout the testing was insured
by monitoring the subjects’ responses to 12 synthesized con-
trol stimuli, which were inserted within each experimental
condition of 60 stimuli. Across the four conditions for a
vowel, average identification of at least 75 percent for these
control stimuli was required, i.e., at least 9 of the 12 control
stimuli had to be identified correctly. If performance was
below this level, the data from that subject would have been
discarded, and practice resumed. No subject in this study
required additional practice.

4. Statistical analyses

A repeated-measures analysis of variance on the arcsine-
transformed percents across place of articulation was used to
analyze the data. This analysis included the between-subjects
factor of age~young, middle-aged, and old!, and within-
subjects factors of burst~burst and no burst!, vowel ~@i# and
@a#!, transition type~straight and moving!, and voicing dura-
tion ~10 and 46 ms!. Follow-up analytical comparisons in-
cluding tests of simple main effects and appropriate Newman
Keuls’ post hoctests were used to examine relevant signifi-
cant interactions~Keppel, 1991!. Although all significant in-
teractions are reported, not all are analyzed. Significant re-
sults at thep,0.05 orp,0.01 levels are reported below.

B. Results and discussion

Figure 1 illustrates consonant identification across place
of articulation for stimuli in the@a# and @i# vowel contexts.
Identification of stop consonants was high for all listeners in
both the@a# and@i# burst condition~A and B! contexts, as can
be seen from Fig. 1. However, all listeners had worse conso-

nant identification in the@i# context than in the@a# context
except for the no-burst1moving transition condition, where
identification remained high. The longer duration improved
identification in the no-burst stimuli, particularly for the
young and middle-aged groups. For the no-burst conditions,
duration had minimal impact on stop identification for the
older group.

A repeated measures analysis of variance revealed sig-
nificant main effects of the burst@F(1,21)545.13;p,0.01#,
vowel @F(1,21)550.80; p,0.01#, transition @F(1,21)
522.69; p,0.01#, and duration@F(1,21)538.74; p,0.01#,
and a significant interaction for burst3duration3age
@F(2,21)59.04; p,0.01#.2 Follow-up comparisons of the
burst3duration3age interaction revealed a different pattern
of results for the young and middle-aged groups compared to
the old group. Simple effects tests showed for the young and
the middle-aged groups significant main effects for the burst
and duration, and the burst3duration interaction@young:
burst@(1,7)512.99;p,0.01#; duration@(1,7)524.03;
p,0.01#; burst3duration@(1,7)517.01;p,0.01#; middle:
burst@(1,7)511.15; p,0.01#; duration@(1,7)515.86; p
,0.01#; burst3duration@(1,7)534.34;p,0.01#. For both
groups, Newman Keuls’post hoctests revealed significantly
lower stop-consonant identification from the 10-ms no-burst
condition compared to the other three conditions. However,
for the old group, only the burst main effect was significant
@(1,7)521.36;p,0.01#.

These findings for the burst3duration3age interaction
are illustrated in Fig. 2. The strong burst3duration interac-
tion for the young and middle-aged groups is clearly shown
in this illustration. As long as there is sufficient duration, the
young and middle-aged groups identified consonants from
burst- and no-burst stimuli similarly. The old group, how-
ever, did not benefit from longer duration stimuli, without a
burst. This difference of about 20% in processing no-burst
46-ms stimuli between the old and the young1middle-aged
groups was substantial. Thus, the young and the middle-aged
groups used both bursts and duration to facilitate stop-
consonant identification, whereas the old group relied on the
burst1transition integrated property more than the duration
cue.

In summary, the results reveal that older listeners rely on
the integration of secondary cues to a greater extent than
younger and middle-aged listeners. In the absence of a stop-
consonant burst, the young and middle-aged subjects were
able to utilize stimulus duration for correct identification.
Older listeners, on the other hand, were unable to use dura-
tion to facilitate correct identification. In regard to dynamic
spectral cues, the findings showed contrary to the age-related
deficit hypothesis that onset information provided by moving
formant transitions was usually a sufficient cue for correct
place-of-articulation identification across age groups.

IV. EXPERIMENT II: VOWEL PERCEPTION

A. Method

1. Test stimuli

Nine syllables, comprised of the stops@b d g# followed
by vowels@i a u#, were generated and varied across several
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parameters. The experimental stimuli had durations of 10,
30, or 46 ms, appropriate bursts, and either moving or
straight transitions according to two experimental conditions.
The synthesis parameters were modeled after Blumstein and
Stevens~1980!, and were identical to previous investigations
on children’s vowel perception~Ohdeet al., 1996; Ohde and
Haley, 1997!. A total of 54 experimental stimuli was pro-
duced ~3 vowels33 consonants33 durations32 formant
transition conditions!.

2. Subjects

The subjects in the middle-aged and older groups were
the same ones described in experiment I. The subjects in the
young group were eight adults ranging in age from 21:0 to
25:9 years, with a mean of 23:2 years~Ohdeet al., 1996!.
Four of the subjects were female and four were male. Two of
these subjects~both female! participated in experiment I.

3. Procedure

The two experimental conditions were presented sepa-
rately within each consonant context. The order of consonant
context was counterbalanced across subjects. The stimuli
with moving transitions were presented first, followed by the
straight transition stimuli~see footnote 1!. The nine stimuli
(3 vowels33 durations) in each of these conditions were re-
peated ten times and presented in a random order with a 3-s
interstimulus interval. The subjects were asked to identify
the vowel in a 3AFC procedure. The subjects responded by
pushing one of three buttons, labeled ‘‘i,’’ ‘‘u,’’ and ‘‘a’’ on
the response box. All other testing procedures were identical
to experiment I.

Reliable performance throughout the testing was insured
by monitoring the subjects’ responses to synthesized control
stimuli inserted among the experimental stimuli. Fifteen con-
trol stimuli were inserted within each experimental condition
of 90 stimuli and subjects were required to correctly identify
at least 11 of these. If performance was below this level, the

FIG. 1. Percent-correct stop-consonant identification of
stimuli with bursts and moving transitions~A!, with
bursts and straight transitions~B!, with no bursts and
moving transitions~C!, and with no bursts and straight
transitions~D! as a function of duration, vowel, and
listener age.
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data from that subject would have been discarded and prac-
tice resumed; however, performance was always sufficiently
high and practice was not reinstated for any subject.

4. Statistical analyses

A repeated measures analysis of variance on the arcsine-
transformed percents collapsed across consonant place of ar-
ticulation was used to analyze the data. This analysis in-
cluded the between factor of age~young, middle-aged, and
old! and the within factors of vowel~@i#, @a#, and@u#!, tran-
sition type~straight and moving!, and voicing duration~10,
30, and 46 ms!. Follow-up analytical comparisons including
tests of simple main effects and appropriate Newman Keuls’
post hoctests were used to examine relevant significant in-
teractions~Keppel, 1991!. Significant results at thep,0.05
or p,0.01 levels are reported.

B. Results and discussion

As Fig. 3 shows, vowel identification for all age groups
was generally high. Vowel identification was somewhat
lower for straight transition stimuli. This was particularly the
case for the old group and the@u# vowel. An analysis of

variance for the vowels across consonant place of articula-
tion showed significant main effects of vowel@F(2,42)
54.62;p,0.05#, transition@F(1,21)512.55;p,0.01#, and
duration@F(2,42)516.31;p,0.01#.3 Because there were no
significant effects of age or age interactions, vowel identifi-
cation was comparable across a wide age range of adults.

As reported previously for adults and children~Blum-
stein and Stevens, 1980; Ohdeet al., 1995; Ohdeet al.,
1996; Ohde and Haley, 1997!, formant transition motion im-
proved vowel identification for young, middle-aged, and
older adults. However, this improvement with moving tran-
sitions over straight transitions for vowel identification was
generally small. Thus, the static formant onsets appear sa-
lient for the perception of the point vowels examined in this
research.

These perceptual findings are consistent with results in
production research showing thatF2 andF3 transition on-
sets differentiate vowels with a wide range of place of articu-
lation ~Sussman, 1990!. Sussman found that accurate classi-
fication of vowel place groups was about 88% usingF2 and
F3 onsets as input variables, and 96% usingF2 and F3
vowel targets. Thus, place-of-vowel articulation is clearly
present at the first glottal pulse following the release burst.

V. GENERAL DISCUSSION

A. Age differences: Consonant perception

The results of this experiment show that the secondary
cues of formant motion, duration, and noise burst are impor-
tant aids to identification, particularly for consonants. Iden-
tification was generally better in the@a# context than the@i#
context, and longer durations improved identification func-
tions for the young and middle-aged groups. In addition,
stop-consonant identification was generally higher for the
burst and moving transition conditions.

Developmental differences were observed in consonant
identification. In general, the performance of the older group
was poorer than the young and middle-aged adults with the
absence of secondary cues, particularly the burst, indicating a
greater reliance of the older group than young and middle-
aged groups on integrated cues for accurate perception. Con-
sidering the level of hearing ability in the older group, this
finding may help explain why normally hearing older sub-
jects have greater difficulty understanding speech, and is in
accordance with previous findings~Price and Simon, 1984;
Gelfand et al., 1985; Dormanet al., 1985; Elliott et al.,
1989; Foxet al., 1992!. The current results show that per-
ceptual integration of the noise burst and vowel onset is im-
portant for accurate stop-consonant perception in older sub-
jects. These subjects had relatively normal hearing. Since
hearing deficits are common in aging adults, one character-
istic of this age-related change in hearing could be problems
in perceptual integration. Also, from the Price and Simon
~1984!, Elliott et al. ~1989!, and Gelfandet al. ~1985! re-
sults, it can be concluded that duration is an important sec-
ondary cue to the perception of older subjects. The current
results also showed that longer durations were helpful to
consonant identification for the young and middle-aged
groups, but not the old group.

Hazan and Rosen~1991! found that some young adult

FIG. 2. Percent-correct stop-consonant identification as a function of burst
and duration conditions, and listener age.
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listeners generally had more difficulty labeling the dental
stimuli in the reduced cue conditions while others experi-
enced no difficulty. For those listeners who experienced dif-
ficulty, some subjects found the no-burst cues more difficult,
others the straight transitions, and still others, the reduction
of both cues. In the current research, the variability in per-
ception of reduced cue stimuli was attributable to age effects.
Older listeners did experience greater difficulty than younger
listeners in the no-burst and straight transition conditions,
implying that they rely on the integration of static and dy-
namic cues for accurate perception. This finding may also be
attributable to age-related reductions in processing speed
~Haleet al., 1987; Myersonet al., 1992; Wingfield, 1996! in
older subjects. A consequence of this reduction may be the
requirement of additional processing time; hence, the value
of integrated cues to this population. Decreased memory ef-
ficiency may also be a factor in this finding. Pisoni~1973!
noted that phonetic short-term memory is important to the
categorization of consonants, and Massaro~1987! showed
that short-term memory disturbances affect consonant dis-
crimination. Therefore, decrements in short-term memory in
the elderly population may also underlie the difficulty in con-
sonant perception~Gordon-Salant and Fitzgibbons, 1997!.

The Dormanet al. ~1985! study also showed an effect of
age on consonant perception. The performance of young
adults on perception tasks was compared to that of older
listeners with and without hearing impairments. Both elderly
groups differed from the young adult group, leading the au-
thors to conclude that identification is highly dependent upon
the integration of static and dynamic cues in the older popu-
lation. In fact, the older listeners were unable to base identi-
fication on the dynamic cues alone. However, the present
findings showed no formant transition3age interactions in-
dicating that young, middle-aged, or old subjects identified
place of articulation of stop consonants from this dynamic
cue similarly. The most accurate identification scores oc-
curred in integrated cue conditions for all age groups, par-
ticularly the older subjects.

B. Age differences: Vowel perception

In the present study, as in the Dormanet al. ~1985! one,
all groups performed well in the vowel conditions. Because
performance on the vowel stimuli was close to ceiling, any
other effects may have been masked. Vowel identification
remained high in all conditions, showing the saliency of the

FIG. 3. Percent-correct identification for vowels as a
function of duration, transition type, and listener age.
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vowel signal despite stimulus cue reduction. In fact, vowel
perception fell to below 90% for only the old group in the@u#
straight transition condition. Moreover, there were no statis-
tically significant differences in vowel identification across
age groups.

The results of the study of vowel perception by Fox
et al. ~1992! showed an effect of aging in that older subjects
were worse than younger adults at identifying vowels from
dynamic acoustic information. The current study generally
found no differences in vowel identification across the dif-
ferent age groups. The differences in the results of the two
studies may be attributable to the different designs em-
ployed. Foxet al. ~1992! modified natural CVC syllables
with the vowels replaced by silence~silent-center syllables!,
and required listeners to identify the vowel from these tokens
as well as from the intact CVC syllables. Subjects were re-
quired to say aloud the word corresponding to the stimulus
presented. Results showed that older adult listeners were
poorer than younger adult listeners at utilizing the dynamic
cues preserved in the silent-center conditions. The present
study utilized synthesized syllables in which the dynamic
cues of formant transition were either preserved or replaced
by the constant onset value of the vowel. Because identifica-
tion remained high for all age groups, it can be concluded
that the static formant onsets were salient for vowel identifi-
cation.

Another potentially important difference between these
studies was response choice~Ohde, 1988!. In the current
research the subjects were required to identify the vowel as
belonging to a finite set of three choices@i a u#, whereas in
the Fox et al. ~1992! study the listeners were required to
identify the vowel as being one of any used in the English
language. In restricting choices to point vowels and provid-
ing static cue information, the current study differs signifi-
cantly from the Foxet al. ~1992! research. However, it is
unlikely that response task is the basis for the variations in
results. In an earlier study, Parnell and Amerman~1979! also
used a 3AFC procedure to compare vowel and consonant
perception in young adults~25–35 years! and older adults
~62–79 years!. The stimuli used in this research were edited
segments of natural CV syllables comprised of voiceless
stops and three vowels@i a u#, and similar to the
burst1moving transition and no burst1moving transition
employed in the current research. Parnell and Amerman
found that identification of both vowels and consonants were
substantially and significantly poorer for older adults than
younger adults. Because the response task was identical in
the current research and the Parnell and Amerman study,
differences in findings are unlikely based on the response
paradigm. Overall, the current results do indicate that adults
with relatively normal hearing between 25 and 76 years uti-
lize short-duration formant onsets in vowel identification.
The high vowel identification from formant onset cues sug-
gests that these properties are equally important in percep-
tion as formant offsets and vowel targets, as has been previ-
ously claimed~Blumstein and Stevens, 1980!.

C. Age-related deficit hypothesis

An important purpose of this research was to assess a
hypothesis of adult perception of stop consonants and vowels
specifically predicting changes in perception as a function of
age for temporally and dynamically changing acoustic cues.
The age-related deficit hypothesis predicts that as adults age
they will have more difficulty in processing dynamically
varying acoustic correlates of sound features such as formant
transitions~Fox et al., 1992!. This deficit in perceiving dy-
namic cues could relate to changes with age in sensory pro-
cessing such as decreased frequency resolution~Lutman,
Gatehouse, and Worthington, 1991; Pattersonet al., 1982!,
or age-related reductions in processing speed~Hale et al.,
1987; Myersonet al., 1992; Wingfield, 1996!. The findings
of experiment II for vowels provide no support for this hy-
pothesis. Across all conditions, there were no significant age
effects. Contrary to the age-related deficit hypothesis, there
was a small but significant increase in vowel identification
for the dynamically moving transitions compared to the
straight transitions for all age groups, indicating that dy-
namic frequency change benefited listeners of all ages. Thus,
adults ranging from 20 to 70 years of age were very accurate
in vowel identification of stimuli with and without dynamic
frequency changes.

In addition, the findings of experiment I for consonant
perception provide no support for the age-related deficit hy-
pothesis. Strong support for this hypothesis would derive
from significant age3transition interactions across stop-
consonant place of articulation. Older adults compared to
younger adults should have more difficulty perceiving place
of articulation of stop consonants from dynamically moving
transitions. None of the age3transition interactions was sig-
nificant, indicating that all age groups processed moving and
straight transitions similarly for identification of place of ar-
ticulation of stop consonants. Contrary to the predictions of
this hypothesis, an examination of panels~C! and~D! of Fig.
1 clearly shows that 46-ms moving transitions~C! compared
to 46-ms straight transitions~D! improved identification ac-
curacy for all age groups.

It has been proposed that time-varying features are im-
portant properties in the identification of stop consonants
~Fant, 1973; Kewley-Port, 1983; Stevens, 1985!. For ex-
ample, in the case of velar stops an important property is a
prominent midfrequency spectral peak~Fant, 1973; Stevens,
1985!. Presumably the long noise burst for@g# provides time
for the build-up of the midfrequency spectral peak character-
istic of this feature. Thus, an important property of velars is
the slow change in spectral energy over a relatively long time
interval. The findings showing significant improvement in
identification for the no-burst conditions as a function of
duration for young and middle-aged groups support the im-
portance of time-varying features in stop-consonant percep-
tion. Moreover, the present findings showing that an increase
in stimulus duration of the no-burst stimuli did not improve
stop identification for the old group may be indicative of
age-related reductions in processing speed~Haleet al., 1987;
Myersonet al., 1992; Wingfield, 1996! that occur for stop-
consonant stimuli containing important time-varying features
~Kewley-Port, 1983!.
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VI. CONCLUSIONS

The findings of this research show that young, middle-
aged, and older adults derive important cues from relatively
short-duration stimuli for vowel and consonant identification.
There were important similarities and differences in vowel
and consonant identification as a function of age. Young,
middle-aged, and older adults were generally similar in their
utilization of dynamic formant transitions for vowel and con-
sonant perception. In regard to timing cues, there was evi-
dence that older adults were less efficient than young and
middle-aged adults in the perception of stop consonants-
based on temporal properties~Fant, 1973; Kewley-Port,
1983!. In addition, there was evidence indicating that older
adults relied more on the integration of secondary and pri-
mary cues for perception of place of articulation of stop con-
sonants than younger adults. Based on these findings, the
following conclusions are supported:

~1! Young, middle-aged, and older adults process dynamic
spectral cues similarly contrary to the predictions of the
age-related deficit hypothesis.

~2! Older adults’ difficulty in identifying stop consonants for
the no-burst conditions based on the duration cue indi-
cates reductions in processing speed with age.

ACKNOWLEDGMENTS

This work was supported by NIH Grant No. DC00464
and a Vanderbilt University Research Council grant. The au-
thors thank Dan Ashmead, Chris Turner, Terry Wertz, and
two anonymous reviewers for comments on an earlier ver-
sion of this paper.

1The presentation of this sequence was used because it progressed from
synthetic sounds that were most natural to least natural. This sequence
provided subjects some opportunity to listen to synthetic speech that was
most similar to natural productions. Similar blocking procedures have been
used in previous perception experiments~Repp, 1986; Ohde, 1994; Ohde
et al., 1995!.
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Application of multidimensional scaling to subjective evaluation
of coded speech

Joseph L. Hall
Multimedia Communications Research Laboratory, Bell Labs, Lucent Technologies, Murray Hill,
New Jersey 07974-0636
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We present results from a pilot study directed at developing an anchorable subjective speech quality
test. The test uses multidimensional scaling techniques to obtain quantitative information about the
perceptual attributes of speech. In the first phase of the study, subjects ranked perceptual distances
between samples of speech produced by two different talkers, one male and one female, processed
by a variety of codecs. The resulting distance matrices were processed to obtain, for each talker, a
stimulus spacefor the various speech samples. This stimulus space has the properties that distances
between stimuli in this space correspond to perceptual distances between stimuli and that the
dimensions of this space correspond to attributes used by the subjects in determining perceptual
distances. Mean opinion scores~MOS! scores obtained in an earlier study were found to be highly
correlated with position in the stimulus space, and the three dimensions of the stimulus space were
found to have identifiable physical and perceptual correlates. In the second phase of the study, we
developed techniques for fitting speech generated by a new codec under investigation into a
previously established stimulus space. The user is provided with a collection of speech samples and
with the stimulus space for these speech samples as determined by a large-scale listening test. The
user then carries out a much smaller listening test to determine the position of the new stimulus in
the previously established stimulus space. This system is anchorable, so that different versions of a
codec under development can be compared directly, and it provides more detailed information than
the single number provided by MOS testing. We suggest that this information could be used to
advantage in algorithm development and in development of objective measures of speech quality.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1397322#

PACS numbers: 43.71.Gv, 43.72.Gy, 43.71.Bp@DOS#

I. INTRODUCTION

In order to determine how various speech-processing
systems compare with each other, it is necessary to be able to
compare the quality of speech produced by these systems.
The most sensitive way to making this comparison is to run
paired comparisons among all versions; but as the number of
versions increases, the number of paired comparisons that
need to be made increases sharply. More commonly used
methods establish a quality rating. Ratings procedures in-
clude theDiagnostic Acceptability Measure~DAM ! ~Voiers
et al., 1990!, in which trained and calibrated listeners evalu-
ate test material on several carefully developed scales, and
the Mean Opinion Score~MOS! ~ITU-T P.800, 1996, Annex
B!, an absolute category rating test in which untrained listen-
ers assign scores on a five-point scale. Other tests have been
developed to provide higher sensitivity than MOS. These
tests includeDegradation MOS~DMOS! ~ITU-T, op. cit.,
Annex D!, a differential category rating test in which each
test sample is preceded by a high-quality reference, and sub-
jects rate the degradation of the test sample relative to the
reference, andComparison MOS~CMOS! ~ITU-T, op. cit.,
Annex E!, a comparison category rating test in which each
test sample precedes or follows a fixed reference that may be
of higher or of lower quality than the test sample, and listen-
ers rate the quality of the second sample relative to the first.
For a discussion and comparison of these category rating
tests, the reader is referred to Thorpe~1999!.

These methods provide useful results, but each has limi-
tations. The DAM provides information about several at-
tributes of the speech, but it cannot be used with naı¨ve lis-
teners. The category rating tests can be used with naı¨ve
listeners, but they share the property that they provide only a
single number to describe speech quality. This property is
desirable for acceptance testing, but it does not provide the
sort of diagnostic information that the DAM can provide and
that would appear to be useful for algorithm development
and for the development of objective measures of speech
quality ~Quackenbushet al., 1988; Thorpe and Yang, 1999!.
A major limitation of MOS testing~but not of DMOS or
CMOS! is that a listener’s judgment about a test sample can
be considered only in the context of the complete test. Lis-
teners differ, and also it seems reasonable to assume that if a
particular sample is included among other samples of low
quality it will receive a higher rating than if it included
among other samples of high quality. The P.800 recommen-
dation specifies that ‘‘Every experiment should include ref-
erence conditions so that experiments made in different labo-
ratories or at a different time in the same laboratory can be
sensibly compared’’~ITU-T, op. cit., B.2.3!. Because of
variations among listeners and among speech samples, a lis-
tener’s rating of a test sample cannot be meaningfully
viewed in isolation.

Some very powerful multidimensional scaling tech-
niques have been developed that appear to be applicable to
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the determination of speech quality and to overcome some of
the limitations mentioned above. Some of these methods are
described in Sec. II. The technique we use here is weighted
multidimensional scaling~individual differences scaling, or
INDSCAL!. With this technique, it is possible to determine
the perceptual space underlying collections of objects, in this
case samples of coded speech. Speech samples that are close
together in this perceptual space, called thestimulus space,
are perceptually close: they sound similar. Samples that are
far apart sound different. Furthermore, and this is most im-
portant for our present application, the dimensions of this
stimulus space correspond to the attributes that listeners use
when judging the perceptual distance between samples. The
position of a speech sample in this stimulus space is in a very
real sense a description of what the speech sample sounds
like.

We suggest that this quantitative description of the per-
ceptual attributes of speech processed by various codecs
could be useful in the field of algorithm development and in
the development of objective measures of speech quality.
The single composite judgment of quality provided by MOS
testing is essential for acceptance testing, but it does not tell
us why the quality is good or bad. Weighted multidimen-
sional scaling has the potential of quantifying the perfor-
mance of codecs relative to the perceptual attributes actually
used by listeners in differentiating among speech samples.
This is much the same sort of information as is provided by
the diagnostic acceptability measure, except that with the
DAM the perceptual attributes are specified in advance by
the experimenter and with the multidimensional scaling pro-
cedure the perceptual attributes are determined by the experi-
ment. The relationship between the two measures should be a
fruitful field for future research~Voiers, 2000!.

We propose the following as an anchorable speech qual-
ity test that utilizes these properties of weighted multidimen-
sional scaling: First, select several, perhaps eight or ten,
samples of coded speech that span the perceptual space un-
der question. This is a nontrivial task and should be the sub-
ject of future research. We suppose that it would be sufficient
to select samples of speech generated by several different
systems of the same family as the system under investiga-
tion, such as, for example, Code Excited Linear Prediction
~CELP! codecs, with different bit rates such that some are
superior to and others inferior to the system under investiga-
tion. Note that this task would be more feasible for algorithm
development, where the properties of the system are known
reasonably well in advance, than it would be for acceptance
testing, where it might be necessary to compare quite differ-
ent codecs. Second, carry out a listening experiment to es-
tablish the stimulus space for these speech samples. This
experiment will be time consuming, because comparisons
among all the samples will have to be made by several sub-
jects, but it only has to be done once. To run this test in the
field, the user conducts a much shorter listening test in which
speech generated by the system under investigation is com-
pared to the eight or ten fixed samples. The speech under test
can then be fitted, using methods described in this report,
into the previously established stimulus space.

We begin with a brief review of multidimensional scal-

ing techniques. An understanding of these techniques, par-
ticularly of individual difference multidimensional scaling, is
essential for an appreciation of the test proposed here.

We next present results from a pilot listening experiment
in which subjects ranked perceptual distances between
samples of speech processed by a variety of codecs. Results
for two different talkers, one male and one female, are pro-
cessed separately by weighted multidimensional scaling to
obtain stimulus and subject spaces for the two talkers. In
general, the stimulus and subject spaces can be of any num-
ber of dimensions; in the present experiment, three dimen-
sions sufficed. The stimulus spaces for the two talkers are
highly correlated with each other but are not identical. This
result is consistent with the view that different codecs affect
different voices differently.1 There is a close mapping be-
tween position in the stimulus space and MOS scores ob-
tained in an earlier study, and the dimensions of the stimulus
space have identifiable perceptual and physical correlates.
The first and most important of the three dimensions of the
stimulus space correlates very highly with MOS. Perceptu-
ally, subjects identify it with naturalness. Signals at the ‘‘un-
natural’’ extreme of this dimension tend to have either very
high or very low levels of high-frequency energy. The sec-
ond and third dimensions are less highly correlated with
MOS. The second dimension is identified perceptually with
noisiness or distortion and physically with relative amount of
high-frequency energy. The third dimension is identified per-
ceptually with fullness or amount of low-frequency sound
and physically with relative amount of low-frequency en-
ergy.

Finally, we describe a procedure for fitting a new stimu-
lus into a previously established stimulus space. Develop-
ment of this procedure involved modifying existing multidi-
mensional scaling programs. We evaluated the procedure by
appropriate manipulation of the experimental data to simu-
late the proposed test. Our conclusion is that the proposed
procedure is feasible.

II. A BRIEF REVIEW OF MULTIDIMENSIONAL
SCALING TECHNIQUES

Multidimensional scaling techniques were developed in
the 1960s and 1970s to ‘‘uncover the hidden structure of data
bases’’~Kruskal and Wish, 1990!. They are a class of tech-
niques that map dissimilarities among objects as input to a
spatial representation of these objects as output. They use
various optimization procedures to minimize the discrep-
ancy, according to some criterion, between the input dissimi-
larities and the output distances. The interested reader is re-
ferred to Kruskal and Wish~op. cit.! or to Young and Harris
~1997! for a discussion of these procedures.

The basic concepts ofclassicalmultidimensional scaling
include thedissimilarity matrixand theobject ~or stimulus!
space. In an example that is widely cited in the literature
~see, for example, Kruskal and Wish,op. cit.; and Young and
Harris, op. cit.!, the dissimilarity matrix is a table of flying
mileages between 10 U.S. cities. The multidimensional scal-
ing program determines the arrangement of objects~in this
case cities! in an n-dimensional object space that minimizes
the disparity between the Euclidean distances given in the
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dissimilarity matrix and Euclidean distances in the object
space, in the least squares sense. In this example, the data are
well fitted by a two-dimensional object space, which does
not come as a surprise because we know that a map of the
United States can be projected onto a plane with little distor-
tion. The two-dimensional object space superimposes almost
exactly on a map of the United States, with north at an angle
of about 10° from the vertical. This is an example ofclassi-
cal metric multidimensional scaling. There is only a single
dissimilarity matrix ~classical!, and the numbers in the dis-
similarity matrix are a linear transformation of the distances
between objects~metric!. An example of the application of
classical multidimensional scaling to perceptual evaluation
of codecs can be found in Precoda and Meng~1997!.

A problem with metric multidimensional scaling in hu-
man listening experiments is that listeners are required to
associate numbers with dissimilarities. Different listeners use
numbers differently, and it is difficult for a listener to use
numbers consistently throughout the course of a listening
test. A test in which listeners are required to rank order dis-
similarities, so that judgments are of the form ‘‘greater than’’
or ‘‘less than,’’ is more satisfactory in this respect. Tests of
this sort can be analyzed bynonmetric multidimensional
scaling, in which the numbers in the dissimilarity matrix are
a rank ordering of the distance between objects. In our ex-
ample, the two cities that are closest together receive a rank
ordering of one, and the two cities that are furthest apart
receive a rank ordering of 45.~With 10 cities there are 45
intercity distances.! The criterion used by the multidimen-
sional scaling program is that the rank ordering of distances
in the stimulus space agree with the rank ordering of input
dissimilarities. According to Young and Harris~op. cit., p.
127!, the nonmetric minimization problem is much more dif-
ficult than the metric problem and requires an iterative solu-
tion. In our airline mileage example, the result of applying
nonmetric classical multidimensional scaling to this dissimi-
larity matrix is an object space that differs only slightly from
the first one.

Rank ordering the intercity mileages is easy; it involves
simply sorting 45 numbers. In practice, when a listener is
asked to make judgment about the relative dissimilarities of
auditory stimuli, rank ordering more than a few stimuli be-
comes very time consuming and puts unacceptable demands
on the listener’s memory. A technique that has been devel-
oped to solve this problem is themethod of triadic compari-
sons. Rather than being presented with alln stimuli and be-
ing asked to rank order their dissimilarities, the subject is
presented with stimuli three at a time and is asked to judge
which two of the three are most dissimilar and which two of
the three are most similar. The most dissimilar pair is given a
score of two, the most similar pair is given a score of zero,
and the remaining pair is given a score of one. This process
is repeated for all (3

n) triads of then stimuli taken three at a
time, and the scores resulting from each triad are added up to
obtain the dissimilarity matrix. An advantage of this method
is that each trial is completely self-contained. The subject’s
judgment on a given trial is based only on the three stimuli
that are presented on that trial. This differs from MOS test-
ing, in which the subject’s judgment on a given trial is influ-

enced in an uncontrolled manner by stimuli presented on
other trials. The method of triadic comparisons doesnot al-
low for direct comparison of all (2

n) stimulus pairs, so that
with sparsely populated stimulus spaces some distortion is
possible. In our flying-mileages example, the stimulus space
resulting from the method of triadic comparisons differs
from the original stimulus space; but in spite of the drasti-
cally modified task, the basic structure remains unchanged.

The flying-mileage example used so far is in a way un-
fortunate. It is fortuitous that the dimensions of the object
spaces correspond approximately to points of the compass.
The only data available is distances between pairs of cities,
so that any reflection or rotation of the stimulus space would
be equally valid. It happens to turn out this way for this
example because the analysis program chooses dimensions
such that the first dimension is the longest, and by chance
west comes out to the left and north to the top. The only
information used by classical multidimensional scaling is a
single distance matrix, the solution is rotatable, and no mean-
ing can be ascribed to the dimensions in the solution. This is
not the case withweightedmultidimensional scaling~Carroll
and Chang, 1970!. In the model used in weighted multidi-
mensional scaling, all subjects base their judgments on the
same dimensions but different subjects weight these dimen-
sions differently. Results obtained from weighted multidi-
mensional scaling include not only a stimulus space but also
a subject space, a space that shows the weight given to each
of the dimensions in the stimulus space by each of the sub-
jects. Weighted multidimensional scaling is also referred to
as individual differencesscaling, or INDSCAL.

The solution space generated by weighted multidimen-
sional scaling is not rotatable: the dimensions of the stimulus
space and the subject space are dictated by the data and are
not arbitrary. This is an extremely important property. It
means that we can ask listeners to make judgments about
similarities or differences among speech samples without
specifying what features they should base these judgments
on; and, to the extent that the assumptions of the model are
valid, we can determine the relevant features from the ex-
perimental results.

A procedure that is in some sense intermediate between
classical multidimensional scaling, which produces only a
stimulus space, and INDSCAL, which produces separate
stimulus and subject spaces, ismultidimensional preference
scaling, or MDPREF ~Carroll, 1972!. The input to
MDPREF is a collection of preference matrices obtained
from paired-comparison judgments by several subjects, and
the output is a stimulus space. Each subject is represented by
a vector in this stimulus space, and the preferences of each
subject are represented by the projection of the various
stimuli onto this vector. This procedure has much to recom-
mend it, and it has been used in studies of speech quality
~McDermott, 1969; Hugginset al., 1977!. It differs from
INDSCAL in that stimuli are characterized in terms of pref-
erence rather than dissimilarity, so that two samples that are
degraded equally, but for quite different reasons, could map
to the same point in the stimulus space.

In the experiments described in the next section, we
used the method of triadic comparisons to elicit judgments
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about the perceptual distances between pairs of speech
samples, and we analyzed the experimental results using
INDSCAL. Analysis of these experimental results has the
potential of revealing the underlying perceptual features used
by subjects in characterizing these stimuli.

III. LISTENING EXPERIMENT

A. Methods

1. Stimuli

The stimuli used in this experiment were samples of
speech processed by various speech codecs~Kroon, 1994!.
The speech samples were band limited to less than 4 kHz and
originally sampled at 8 kHz. They were upsampled to 16
kHz for compatibility with stimulus presentation equipment.
Speech for the male talker was an 8.2 s sample, with the
talker saying ‘‘The rush for funds reached its peak Tuesday.
The birch looks stark white and lonesome. The box is held
by a bright red snapper.’’ Speech for the female talker was an
8.6 s sample, with the talker saying ‘‘The beam dropped
down on the workman’s head. Pink clouds floated with the
breeze. She danced like a swan, tall and graceful.’’ For each
talker, the source file was processed by several different co-
decs. The codecs used for the male talker are given in Table
I. A subset of seven of these codecs~SRC, FT8, G26, GSM,
M13, RC50, and TS! was used for the female talker.

2. Stimulus presentation

Stimuli were presented by, and the experiment was con-
trolled by, a Hewlett Packard Kayak XU PC outfitted with a
Tucker–Davis Technologies System II digital signal process-

ing platform. All stimuli were stored on disk. They were
converted with a TDT DA3-4 D/A converter, filtered and
amplified with a PA4 programmable attenuator, an FT6-2 6.5
kHz antialiasing filter, and a HB6 headphone buffer, and pre-
sented to the subject monaurally at a comfortable listening
level through Sennheiser HD-600 headphones. The subject
sat inside a double-walled Industrial Acoustics Company
soundproof booth.

The subject held a response box with six buttons ar-
ranged in a hexagon. Three of these buttons~top, lower left,
and lower right! were white, and the other three buttons~up-
per left, upper right, and bottom! were green. Three coded
versions of the speech were used in a given trial. The speech
sample was presented in a continuous loop, and the subject
could switch from one version to another by pushing one of
the three white buttons. This switching could occur at any
time during the speech sample. Within 100 ms of the time
the subject pushed one of the white buttons, the stimulus
faded with a 10 ms linear ramp from one version to another.
At all times, the white button corresponding to the version
being presented was illuminated.

The subject was instructed to listen to the three versions
for as long as desired, and then to push the green button
between the two versions that sounded the most different.
~For example, if the versions corresponding to the top and
lower left white buttons were most different, the subject was
to push the upper left green button.! This green button then
lit up. The subject continued listening to the three versions
for as long as desired and then pushed the green button be-
tween the two versions that sounded the most similar. At this
point all the lights went out, and after a short pause the next
trial began with another three coded versions. Subjects were
given a sheet of printed instructions. A typical instruction
sheet is reproduced in Appendix A.

There were (3
10)5120 triads for the male talker and (3

7)
535 triads for the female talker. These triads were presented
in random order, with a different randomization for each sub-
ject. For the male talker, after a five-trial practice session
results were typically collected in four sessions of 30 trials
each. For the female talker, results were typically collected in
a single session. Subjects typically completed a session in 15
minutes or less. Sessions were not allowed to run longer than
30 minutes. If the subject had not completed the assigned
triads within 30 minutes, the session was terminated and the
remaining triads were presented in another session.

FIG. 1. 3D plot of stimulus space.

TABLE I. Coders used for male talker. These same coders, except for C00,
Q15, and Q25, were also used for the female talker.

Coder Description

SRC Original source
C00 13 kb/s CELP
FT8 8 kb/s ACELP
G26 32 kb/s ADPCM
GSM 13 kb/s RPE-LTP
M13 13 kb/s CELP
Q15 15 dB MNRU
Q25 25 dB MNRU
RC50 5 kb/s RCELP
TS 8.5 kB/s CELP
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3. Subjects

Sixteen subjects participated in the experiment. They
ranged in age from 26 to 67 years. Audiograms were run on
both ears of each subject prior to the experiment. If there was
any asymmetry between the two ears, the experiment was
done using the subject’s better ear. Otherwise, the left or
right ear was chosen at random. None of the subjects had a
threshold elevation greater than 30 dB below 4 kHz, the
highest frequency in the speech. In the frequency range from
4 to 8 kHz, the three oldest subjects all had threshold eleva-
tions between 40 and 50 dB. Fourteen of the subjects were
male and two were female. All were members of the Bell
Labs Acoustics and Speech Research Department and had
some prior experience in listening to coded speech.

4. Analysis of experimental results

Multidimensional scaling of the experimental results
was done by means of SPSS Professional Statistics™ Ver-
sion 8.0. Further analysis and display of the experimental
results was done by means of SPSS Version 8.0 and
S-PLUS™ Version 4.5.

B. Results

1. Male talker
a. Stimulus space.The stimulus space derived for the

ten speech samples used with the male talker is shown in
Fig. 1. The coordinates are given in Appendix B. Several
criteria, including variance accounted for, residual stress, and
average weight given by the listeners to each dimension,
indicate that three is an appropriate number of dimensions.

b. Subject space.Figure 2 shows the derived subject
space for the 16 subjects that participated in the experiment.
The coordinates are given in Appendix B. These are the
weights given to each of the three dimensions by each sub-
ject.

As was explained in Sec. II, it is necessary to use
weighted multidimensional scaling on experimental results
from several subjects if any meaning is to be ascribed to the
dimensions of the stimulus space. It is therefore important
that the different subjects ascribe different weights to the
various dimensions, and Fig. 2 shows that this is the case.
Other than that, it is unclear what the importance of the
subject space is for our purposes. As will be seen below, the
subject spaces obtained for the male and female talkers have
little in common. We note in passing that, for the male talker,
the older subjects tended to give less weight to dimension 1
than did the younger subjects, and the older subjects tended
to give more weight to dimension 3 than did the younger
subjects. We have no explanation for this observation; the
only measurable distinction of the older subjects was el-
evated thresholds above 4 kHz, and the stimuli were band
limited to less than 4 kHz.

c. Mean opinion scores.Figure 3 is identical to Fig. 1
except that each data point is labeled with an MOS score
rather than the name of a codec. These scores were extracted
from a large-scale MOS test done at COMSAT Laboratories,
Clarksburg, MD ~Kroon, op. cit.!. Each MOS score is an
average from 10 listeners and four sentence pairs for this
particular talker.

These MOS scores are correlated with dimension 1, as is

FIG. 2. 3D plot of subject space.

FIG. 3. Similar to Fig. 1, except that data points are
labeled with MOS score rather than name of coder.
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shown in the left panel of Fig. 4. The correlation coefficient
is 0.94. MOS scores are less highly correlated with dimen-
sions 2 and 3, as is shown in the center and right panels. The
correlation coefficient with D2 is20.49, and the correlation
coefficient with D3 is 0.38. The dashed line in each panel
shows the one-dimensional linear regression of MOS on
each dimension.

Figure 5 shows the result of a three-dimensional linear
regression of MOS on dimensions 1, 2, and 3. The regression
line is

PREDICTED MOS52.9910.613D120.20

3D210.053D3.

The rms difference between measured and predicted MOS is
0.11 units. This is a remarkable result. Subjects in the present
study were never asked to make any judgment about stimu-
lus quality; the stimulus space is based solely on judgments
of perceptual distances between pairs of stimuli. Neverthe-
less, there is an extremely tight mapping between position in
the derived stimulus space and mean opinion scores mea-
sured at a different time and place.

2. Female talker

The results presented thus far are encouraging. Percep-
tual distances between pairs of samples of coded speech can
be represented by a three-dimensional stimulus space, and,
as stated above, there appears to be a tight mapping between
position in this stimulus space and MOS. These results be-
come less interesting if they are valid only for the single
talker used so far. If these results do not generalize to differ-
ent talkers, so that different talkers generate stimulus spaces
that have little in common with each other, then the utility of
the procedure proposed in this study is called into question.

Accordingly, we repeated the experiment already de-
scribed using the same procedures, the same subjects, and
speech samples generated by a female talker. In order to
reduce the size of the experiment, we reduced the number of
stimuli from ten to seven by eliminating codecs C00, Q15,
and Q25~Q15 and Q25 because the degradation introduced
was of a different type, and C00 because it was similar to
M13!. This reduced the number of triads that had to be pre-
sented from (3

10)5120 to (3
7)535 and meant that we did not

have to deal with a major rebellion of subjects.
In order to be able to make meaningful comparisons

between the two sets of results, we first reanalyzed the subset
of data from the male talker obtained by excluding all judg-
ments that involved one of the excluded codecs. For each of

the subjects, we selected the subset of 35 triadic comparisons
made among speech from the male talker processed by one
of the seven codecs used with the female talker. We then
compared results from this modified analysis with results
obtained from the female talker. This procedure is valid be-
cause, as previously explained, judgments from each triadic
comparison are self-contained: because of the design of the
experiment, these judgments are not influenced by speech
samples presented in other triads.

The conclusion is that results for the male and female
talkers are similar but not identical. The two stimulus spaces
are highly correlated: the correlation coefficient for dimen-
sion 1 is 0.96, for dimension 2 is 0.86, and for dimension 3
is 0.68. Subject spaces for the male and female talkers are
not highly correlated. In addition, MOS scores for the female
talker are highly correlated with dimension 1 of the stimulus
space (r50.84), less highly correlated with dimensions 2
(r520.47) and 3 (r520.46), and can be predicted using
three-dimensional linear regression with a residual standard
error of 0.27 units.

We should not expect stimulus spaces for the male and
female talkers to be identical. Indeed, the observed differ-
ences highlight a potential strength of the multidimensional
scaling procedure. As is mentioned in footnote 1, the P.800

FIG. 4. MOS scores plotted vs dimension 1~left panel!,
dimension 2 ~center panel!, and dimension 3~right
panel!.

FIG. 5. MOS predicted from three-dimensional linear regression.
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recommendation for MOS recognizes that codecs can affect
different voices differently and specifies procedures for deal-
ing with these differences. The goal of the multidimensional
scaling procedure is not to reproduce MOS scores but rather
to provide a quantitative description of perceptual attributes
of coded speech, and the observed differences quantify the
differences between the two talkers.

C. Subject judgment time

It is instructive to consider the time the subjects took to
make the required dissimilarity judgments, both because it
tells us something about the nature of the task the subjects
are faced with and, at a practical level, it is relevant to the
feasibility of using multidimensional scaling in an anchor-
able context-free speech quality test as described in Sec. I.

The mean time per judgment was 37 seconds. There
were 16 subjects and, for the male talker, (3

10)5120 triads.
An analysis of variance in which the factors influencing re-
sponse time are assumed to be subject and triad, with no
interactions, leads to the conclusion that both subject and
triad effects are highly significant @Pr(FTriad)
,0.015, Pr(FSubject),0.001#. We will consider these two ef-
fects separately.

1. Subject effects

There was a more than three-to-one difference in mean
judgment time among subjects, averaged across the 120 tri-
ads: the fastest subject took an average of 22 seconds per
judgment, while the slowest subject took an average of 70
seconds per judgment. There is an interesting relationship
between mean judgment time and proportion of variance in
the scaled data that is accounted for by the solution. One
group of subjects, the ‘‘careful’’ subjects, took between 20
and 70 seconds per judgment and were well fitted by the
model: the variance accounted for was generally well above
80%. The other subjects could be described as rushing
through the task: they took less than 30 seconds per judg-
ment and were less well fitted by the model, with variance
accounted for as low as 63%.

2. Stimulus effects

There was more than a two-to-one difference among
mean judgment time for the 120 triads: subjects took an av-
erage of less than 25 seconds for the fastest triads and more
than 50 seconds for the slowest. The reason for this differ-
ence is shown in Fig. 6. This figure is extremely interesting
because of what it tells us about the nature of the judgments
the subjects are required to make. The three vertical bars to
the left, labeled ‘‘FAST TRIAD,’’ show the positions in the
three-dimensional stimulus space of the three stimuli in one
of the triads that subjects were able to judge rapidly. Regard-
less of which dimension we consider, it is easy to see that the
most similar pair is S1 and S2. The most dissimilar pair is
not quite as straightforward, but it is clear that it is either S1
and S3 or S2 and S3~in fact, the distance between S1 and S3
in the stimulus space is slightly greater than the distance
between S2 and S3!. The three vertical bars to the right,
labeled ‘‘SLOW TRIAD,’’ show the positions of the three
stimuli in one of the triads that took a long time to judge. On

dimension 1, S1 and S2 are the most similar; on dimension 2,
S2 and S3 are the most similar; and on dimension 3, S1 and
S3 are the most similar. Similarly, S2 and S3 are the most
dissimilar on dimensions 1 and 3 while S1 and S3 are the
most dissimilar on dimension 2. Subjects complained that
judgments on triads such as this one were difficult because
they could not decide what aspect of the stimuli to attend to.

IV. IDENTIFICATION OF DIMENSIONS

The results shown in Sec. III establish that weighted
multidimensional scaling can be used to fit speech samples
processed by the codecs used in this experiment into a three-
dimensional stimulus space. We stated in Sec. II that, to the
extent that the assumptions of the underlying model are
valid, these dimensions are meaningful: they are in fact the
relevant perceptual dimensions that subjects use when mak-
ing dissimilarity judgments. In this section, we address the
question of what the three dimensions of the stimulus space
are. What perceptual attributes do they correspond to, and
can we identify any physical correlates?

A. Perceptual attributes

In order to determine the perceptual attributes corre-
sponding to the three dimensions, we carried out a second
listening experiment, using as subjects the same 16 people
who participated in the first experiment. The stimuli were the
same coded versions of speech produced by the male talker
that were used in the first experiment, and stimulus genera-
tion and presentation was the same as in the first experiment.
This time, however, the subjects controlled which coded ver-
sion they were listening to with a button box that had eight
buttons in a row. One dimension was investigated at a time.
The stimuli were ordered according to their position on the
dimension being investigated. The stimuli were associated
with the eight buttons monotonically according to their po-
sition on the dimension being investigated, so that the left-
most button produced the stimulus that was at one extreme
of the dimension being investigated and the rightmost button
produced the stimulus that was at the opposite extreme. As in
the first experiment, subjects could change from one stimulus

FIG. 6. Position in stimulus space of the three stimuli in a triad that was
easy to judge~‘‘FAST TRIAD’’ ! and of the three stimuli in a triad that was
difficult to judge ~‘‘SLOW TRIAD’’ !.
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to another at any time: the stimulus faded from one version
to another with a 10 ms linear ramp when a button was
pushed. At all times, the button corresponding to the version
being played was illuminated.

Since our button box had only eight buttons, we selected
8 of the 10 stimuli for each dimension. The eight stimuli
used for dimension 1 were, in order, RC50, Q15, TS, Q25,
GSM, G26, M13, and SRC. For dimension 2, they were FT8,
RC50, M13, TS, GSM, G26, Q25, and Q15. For dimension
3, they were RC50, C00, M13, Q25, FT8, G26, TS, and
GSM. The ordering of stimuli, as well as their position on
each specified dimension, are shown in Fig. 7. The order in
which the various dimensions were presented, as well as
whether button #1 in Fig. 7 was the leftmost or rightmost
button, were randomized from subject to subject.

For each dimension, the subjects were instructed to de-
cide what attribute of the stimulus changed monotonically
with button position and to describe this attribute in their
own words. The instruction sheet for this experiment is re-
produced in Appendix C. The subjects were given an answer
sheet on which they could write their responses to the fol-
lowing questions.

~i! The perceptual attribute of the stimulus that changes
from button #1 to button #8 is:

~ii ! This attribute increases/decreases~circle one, cross
out the other! from button #1 to button #8.

~iii ! Comments:
The subjects found this task difficult. In several cases

they were not able to identify any attribute that changed
monotonically with button position, and in cases where they
were able to identify an attribute the responses varied widely.
With these qualifications, it appears that the attribute most
often identified with dimension 1 is naturalness, the attribute
most often identified with dimension 2 is noisiness, and the
attribute most often identified with dimension 3 is the
amount of low-frequency content. The subjects’ responses
are summarized in Appendix D.

B. Physical correlates

We considered the average spectrum of each of the 10
speech samples in an effort to determine physical correlates
of the three dimensions. We first computed the average
power spectrum of each individual speech sample, using a
1024-point Hamming window, then averaged these 10 spec-
tra ~on a dB scale! to get the grand average power spectrum.
Finally, we subtracted this grand average power spectrum
from the average of each of the individual spectra to get the
departure of each individual spectrum from the grand aver-
age. The results are shown in Figs. 8~dimension 1!, 9 ~di-
mension 2!, and 10~dimension 3!. In each figure, results for
the 10 codecs are partitioned by line weight along the rel-
evant dimension. In Figs. 8 and 9, the four codecs at one
extreme of the relevant dimension are light and the four co-
decs at the other extreme are heavy. Since the transition from
one extreme to the other is gradual for dimensions 1 and 2
and there is no clear division between two partitions, the two
codecs in the middle are dashed. This is not the case for
dimension 3; the codecs are positioned bimodally. Accord-
ingly, the five codecs at one extreme in Fig. 10 are light and
the five codecs at the other extreme are heavy.

Inspection of Figs. 8–10 reveals that we can make some
weak statements about relationships between average spec-
trum and location on each of the three dimensions. Dimen-FIG. 8. Departure from average spectrum partitioned on dimension 1.

FIG. 9. Departure from average spectrum partitioned on dimension 2.
FIG. 7. Ordering of stimuli for identification of perceptual significance of
each dimension.
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sion 1 is correlated with mean opinion score, and subjects
tend to associate it with naturalness. Figure 8 shows that
codecs that are at the ‘‘unnatural’’ end of dimension 1
~shown as thin lines! tend to have average spectra that devi-
ate from the grand average spectrum at high frequencies,
either above or below. Codecs that are at the ‘‘natural’’ end
of dimension 1~shown as heavy lines! tend to have average
spectra that are close to the grand average spectrum.

Subjects tend to associate dimension 2 with noisiness.
Figure 9 shows that codecs that are at the ‘‘noisy’’ end of
dimension 2~thick! tend to have average spectra that are
above the grand average at high frequencies, and codecs that
are at the opposite end~thin! tend to have average spectra
that are below the grand average.

Subjects tend to associate dimension 3 with amount of
low-frequency content. Figure 10 shows that codecs that are
judged to have a greater amount of low-frequency content
~thick! tend to have average spectra that are above the grand
average at low frequencies, while codecs that are judged to
have a lesser amount of low-frequency content~thin! tend to
have average spectra that are below the grand average at low
frequencies.

A similar analysis of spectra for the female talker leads
to similar conclusions.

None of these relationships is particularly startling. We
present them here as evidence that the dimensions provided
by the multidimensional scaling program are meaningful
both perceptually and physically, and therefore that the as-
sumptions of the underlying model are valid.

V. A PROPOSED SPEECH QUALITY TEST

A. Introduction

We have established that, at least for the codecs used in
this experiment, multidimensional scaling procedures can be
used to establish a meaningful stimulus space for samples of
coded speech. Different talkers generate similar stimulus
spaces, the dimensions of this stimulus space appear to have
meaningful physical and perceptual correlates, and the mean
opinion score for a speech sample can be predicted accu-
rately from its position in the stimulus space. These results
are in themselves interesting and provide potentially useful

insights into factors underlying the perception of coded
speech. Beyond that, there is also a possibility that they can
be implemented in an anchorable speech quality test that
differs from conventional MOS testing in that it provides a
quantitative description of the perceptual aspects of speech.

Consider what this test would look like from the user’s
point of view. The user is provided with~1! a source~un-
coded! utterance,~2! a collection of several~perhaps 8 or 10!
versions of this utterance processed by a variety of different
codecs,~3! the stimulus space for the supplied utterances as
determined by a listening test similar to the one described in
this report, and~4! procedures for fitting a new utterance into
the previously defined stimulus space. The user processes the
source utterance through the new system to obtain a new
coded utterance and carries out a listening test~we will refer
to this test as thefield listening test! to determine a distance
vector between this new utterance and the 8 or 10 supplied
utterances. Using this distance vector and supplied software,
the user determines the location of the new utterance in the
previously defined stimulus space. We suggest that this pro-
cedure will provide the user with a context-free anchorable
measure by which each version of the system under devel-
opment can be compared on an absolute basis with each
other version. Furthermore, this quantitative description
could perhaps provide diagnostic information useful for al-
gorithm development or for development of objective
speech-quality tests.

The provider of this test must first select coded utter-
ances that span the anticipated stimulus space for the speech-
processing systems under consideration. As was stated in the
introduction, it is unclear exactly how this selection is to be
made, and this is a subject for further investigation. Next, the
provider carries out a large-scale listening test, similar to the
one described in Sec. III of this report, to generate the stimu-
lus space for these utterances. Several subjects make triadic
comparisons among alln of the supplied utterances to gen-
eraten3n dissimilarity matrices, and weighted multidimen-
sional scaling is applied to these dissimilarity matrices to
obtain the stimulus space. As appropriate, the provider might
also carry out listening tests to determine the relationship
between position in the stimulus space and relevant percep-
tual properties of speech, such as MOS, or between position
in the stimulus space and parameters of the speech-
processing system under development. We stress that this test
is not proposed as an alternative way of getting MOS scores.
There are better ways to do this. However, for some appli-
cations it might be important for the user to know the map-
ping between position in the stimulus space and some prop-
erties of the speech or of the speech-processing system.
Finally, the provider must supply to the user procedures for
fitting a new unknown stimulus into the previously defined
stimulus space.

Note that the field listening test carried out by the user
would be much smaller than the listening test originally car-
ried out to determine the sample space. Withn supplied ut-
terances, the original test would require judgments among
( 3

n11) triads ~n supplied utterances plus the utterance under
evaluation!, but the field test would require judgments
among only (2

n) triads. Each triad would consist of the new

FIG. 10. Departure from average spectrum partitioned on dimension 3.
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unknown utterance and a pair of the supplied utterances, and
there are (2

n) such pairs. In general, the field test would be
smaller than the original test by a factor of

S n11
3 D Y S n

2D5
n12

3
.

In Sec. V B, we present a procedure that we have devel-
oped for fitting a new utterance into an existing stimulus
space, given a vector of distances between the new utterance
and each of the utterances in the existing stimulus space.
Using this procedure and subsets of our existing data, we
have evaluated some aspects of the proposed speech quality
test, including the ability of this test to predict the mean
opinion score for a new utterance and the effect of reducing
the number of listeners.

B. Procedure for fitting new utterance into existing
stimulus space

In this section, we describe and assess a procedure for
fitting a new utterance into an existing stimulus space. The
procedure works as follows. First, carry out a listening test
with several listeners to determine ann-dimensional vector
of average dissimilarities between the new utterance and
each of then utterances in the existing space. Each listener
makes triadic comparisons among the new utterance and
each of the (2

n) pairs of supplied utterances, and the resulting
vectors from all listeners are averaged to obtain the average
dissimilarity vector. Now, given this average dissimilarity
vector, find the position of the new utterance in the existing
stimulus space such that the rank ordering of distances be-
tween the new utterance and each of the provided utterances
agrees as closely as possible with the rank ordering of dis-
similarities in the average dissimilarity vector. We used the
Nelder–Mead simplex algorithm as implemented in the
PORT library function SMNSX to determine the position of
the new utterance in the existing stimulus space that mini-
mized the metric difference between the average dissimilar-
ity vector and the vector of distances to other stimuli. Given
this initial configuration, we then used an iterative procedure
described in Chapter 5 of Davison~1983! to obtain the de-
sired nonmetric result.

Note that, given the same experimental data, this modi-
fied procedure will not in general produce the same result as
weighted multidimensional scaling applied to the complete

set of n11 stimuli. Weighted multidimensional scaling fits
results for each individual subject by generating both a
stimulus space and a subject space, which is a space describ-
ing the different weights given by each subject to the various
dimensions of the stimulus space. The modified procedure
does not consider the subjects individually but rather finds
the location in an already-established stimulus space that
provides the best nonmetric fit to a dissimilarity vector aver-
aged over all subjects.

In order to determine whether this modified procedure
would produce usable results, we compared results produced
by weighted multidimensional scaling with results produced
by the modified procedure using the same experimental data.
For each of the 10 stimuli used in the listening experiment,
we determined the average dissimilarity vector between this
stimulus and each of the other nine stimuli. This is the aver-
age, over all subjects, of the appropriate row in the indi-
vidual dissimilarity matrices. It can be obtained from the
individual dissimilarity matrices or, equivalently, it can be
obtained from the subset of (2

9)536 triadic comparisons for
each subject in the original experimental data in which one
of the three stimuli was the stimulus under consideration. We
then used the modified procedure to position the stimulus
under consideration into the modified stimulus space ob-
tained by excluding the stimulus under question from the
stimulus space for all 10 utterances shown in Fig. 1. Note
that this is a contrived test. The modified stimulus space is
different from the stimulus space that weighted multidimen-
sional scaling would generate given the dissimilarity matri-
ces for the remaining nine stimuli, because of the normaliza-
tion inherent in the multidimensional scaling process.

Figure 11 shows typical results, for codec TS. The point
labeled ‘‘TS’’ shows the location of codec TS in the original
stimulus space, and the point labeled ‘‘TSI ’’ ~underlined, ital-
ics! is the location of codec TS obtained by the modified
procedure. The location obtained by the modified procedure
is close to the original location, but not identical. It is more
positive on dimension 1, very slightly more positive on di-
mension 2, and more negative on dimension 3. The locations
on the three dimensions are compared in Fig. 12.

Figures 11 and 12 serve to introduce Fig. 13, which
compares the locations on the three dimensions of original
and modified positions of all 10 codecs. The three points of
Fig. 12 appear in Fig. 13, as well as the corresponding three
points for each of the other nine codecs. It appears that the

FIG. 11. Comparison of locations in stimulus space of
coder TS as determined by weighted multidimensional
scaling~‘‘INDSCAL SOLUTION’’ in Fig. 12, identical
to Fig. 1, symbol TS! and by modified procedure
~‘‘RETROFIT SOLUTION’’ in Fig. 12, symbolTSI ! for
fitting new stimulus into established stimulus space.
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procedure for fitting a new utterance into an existing stimu-
lus space can provide usable results. The rms difference be-
tween the INDSCAL and the modified positions for the re-
sults shown in Fig. 13 is 0.31 units, and there do not appear
to be any systematic biases.

C. Prediction of mean opinion score

We saw in Fig. 5 that there is a close mapping between
position in stimulus space and MOS score. However, the
results shown in Fig. 5 are biased because the ‘‘predicted’’

MOS score for each codec was based on three-dimensional
linear regression of data that included that codec. Given
enough degrees of freedom, we would expect perfect agree-
ment between ‘‘predicted’’ and measured MOS scores. Now,
however, we are in a position to use the procedure for fitting
a new utterance into an already-established stimulus space to
make actual predictions of mean opinion score. Again, we
stress that prediction of MOS scores is only one example of
an application of the multidimensional scaling procedure.

The procedure for predicting MOS scores is as follows:
Begin with the full body of (3

10)5120 triadic judgments from
each of the sixteen subjects. Exclude the (2

9)536 triads in-
volving one of the codecs, and use weighted multidimen-
sional scaling to generate a stimulus space from the remain-
ing (3

9)584 triads. Determine the three-dimensional linear
regression of MOS on this stimulus space for the remaining
nine codecs. Using the procedure described above, fit the
excluded codec into the stimulus space. Using the just-
determined linear regression, compute a predicted value for
the mean opinion score for the excluded codec. Note that this
is a true prediction of mean opinion score in the sense that
the prediction is obtained from a stimulus space and from a
linear regression that are not influenced by the codec being
predicted. The procedure is closely analogous to the pro-
posed speech quality test with the exception that judgments
from the same group of subjects are used to generate the
stimulus space and to fit the new utterance into this stimulus
space.

We carried out this procedure for each of the 10 codecs.
Figure 14 shows predicted vs measured MOS. This figure
can be compared to Fig. 5, which shows predicted vs mea-
sured MOS using a stimulus space and linear regression
based on all 10 codecs, including the one being predicted.

FIG. 12. Comparison of locations on three dimensions between original and
modified position of coder TS.

FIG. 13. Comparison of locations on three dimensions between original and
modified position of all 10 coders.

FIG. 14. MOS predicted from three-dimensional linear regression. This fig-
ure differs from Fig. 5 in that the prediction for each utterance is based on a
stimulus space and linear regression computed from the other nine utter-
ances.
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The rms difference between predicted and measured MOS is
0.27 units.

D. Selection of test stimuli

We stated in the introduction that the test stimuli should
span the stimulus space under investigation. In this section
we expand on and illustrate this requirement. We present
results that demonstrate that a new stimulus can be fitted into
an existing stimulus space more precisely if it falls near the
middle of the existing space than if it falls near the periphery
of the existing stimulus space.

We defined 20 groups of eight listeners, each group
picked at random from the 16 listeners that took part in the
listening experiment. For each of the 10 stimuli used in the
listening experiment, we computed 20 average dissimilarity
vectors, one for each group of eight listeners, between that
stimulus and the other nine. Then, for each of the 20 dissimi-
larity vectors, we used the modified procedure described in
Sec. V B above to position the stimulus under consideration
into the previously defined stimulus space. The only differ-
ence between this procedure and the procedure described in
Sec. V B above is that in Sec. V B the dissimilarity vector
was obtained from all 16 subjects, while in this section each
dissimilarity vector was obtained from a subgroup of eight
subjects.

We thus obtained, for each of the 10 stimuli, 20 esti-
mates of location in the stimulus space. These estimates are
not independent, because there was overlap of listeners
among the 20 groups, but they do serve to illustrate the point
we want to make. The 20 estimates were more widely scat-
tered for some stimuli than for others, and there is a system-
atic relationship between the amount of scatter and the aver-
age location of each stimulus in the stimulus space.

The rms distance between each position estimate and the
mean of all 20 position estimates was smallest, 0.25 units,
for codec GSM, and largest, 0.73 units, for codec RC50.
Results for these two codecs are shown in Figs. 15 and 16.
Each figure shows, in three-dimensional stimulus space, the
location of each of the 20 estimates of stimulus position. The
two figures are plotted to the same scale, and for ease of
visualization a line is drawn between each point and the av-
erage of the 20 points.

Figure 17 shows the rms distance between each position
estimate and the mean of all 20 position estimates for each of
the 10 codecs, plotted vs the distance of each codec in the
original stimulus space from the centroid of the original
stimulus space. The two sets of numbers are positively cor-
related, with a correlation coefficient of 0.75. The conclusion
to be drawn from Fig. 17 is that, as stated above, a stimulus
can be more accurately fitted into an existing stimulus space
if it falls near the center of the existing stimulus space than
near an edge.

VI. CONCLUSION

We presented a brief review of multidimensional scaling
techniques that describes how INDSCAL, weighted multidi-
mensional scaling, can be applied to triadic dissimilarity

FIG. 15. Position estimates for coder GSM.

FIG. 16. Position estimates for coder RC50.

FIG. 17. rms distance between position estimates and mean of all position
estimates, for each test utterance, plotted vs distance of test utterance in
original stimulus space from centroid of stimulus space.
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judgments to generate a stimulus space. Stimuli that sound
similar are close together in this stimulus space and stimuli
that sound dissimilar are far apart. Furthermore, the dimen-
sions of this stimulus space are not arbitrary but rather can be
identified with perceptual characteristics of the stimuli that
subjects use in making the dissimilarity judgments.

We next presented results from a psychoacoustic listen-
ing experiment in which subjects made triadic dissimilarity
judgments on samples of coded speech and the resulting dis-
similarity matrices were processed by INDSCAL to generate
stimulus and subject spaces. Samples of coded speech pro-
duced by two different talkers, one male and one female,
generated similar but not identical stimulus spaces. This re-
sult is consistent with the accepted view that a codec can
affect different voices differently and suggests that it may be
possible to explore these differences quantitatively. For the
stimuli used in this experiment, there was a close mapping
between MOS and position in the stimulus space, even
though the mean opinion scores were obtained in a separate
experiment done 5 years ago with a different group of sub-
jects, and the task in the study reported here did not involve
making any judgment of speech quality. This is a remarkable
result, and it illustrates the power of the multidimensional
scaling procedure, but it should not obscure the fact that the
true utility of the procedure is that it determines the appro-
priate dimensions for differentiating among the test stimuli
and it determines the location of each stimulus on these di-
mensions.

In a second listening experiment, we were able to iden-
tify perceptual attributes and physical correlates of the three
dimensions of the stimulus space. This result establishes that
the underlying assumption of weighted multidimensional
scaling, that different subjects use the same dimensions in
determining perceptual dissimilarity but weight these dimen-
sions differently, is justified. Subjects identify dimension 1
with naturalness. Codecs that are at the ‘‘natural’’ end of
dimension 1 tend to have average spectra that are close to the
grand average of average spectra of all codecs. Subjects
identify dimension 2 with noisiness, and codecs that are at
the ‘‘noisy’’ end of dimension 2 tend to have more high-
frequency energy than the grand average. Subjects identify
dimension 3 with amount of low-frequency content, and co-
decs that are judged to have a greater amount of low-
frequency content have average spectra that are above the
grand average at low frequencies.

Dimension 1, which has the least clearly defined physi-
cal correlate, is the one most highly correlated with MOS.
Dimension 2, noisiness, is not highly correlated with MOS.
This result is at first surprising, because we know that, other
things being equal, MOS would be expected to decrease with
increasing noisiness. Our explanation is that if the test
stimuli differed only in amount of high-frequency noise, then
INDSCAL would generate a stimulus space in which MOS
and amount of high-frequency noise changed together along
the same dimension. For the test stimuli used in the present
experiment, noisiness was not the dominant factor. It appears
that subjects preferred a natural-sounding sample to an
unnatural-sounding one, even if the natural-sounding one
was noisier.

Finally, we propose a new speech quality test based on
multidimensional scaling techniques. The user is provided
with a collection of speech stimuli and the stimulus space for
these stimuli and fits the new stimulus under evaluation into
the provided stimulus space. From the provider’s point of
view, the test is difficult. The provider must select stimuli
that span the perceptual space of interest, and at this point it
is not clear what the best way to do this is. Presumably the
provided stimuli should show the same kinds of distortions
as the new stimuli to be evaluated, and we present results
that indicate that the new stimulus to be evaluated should fall
near the center of the provided stimulus space. Furthermore,
the provider must carry out large-scale listening tests to de-
termine the stimulus space and the mapping between posi-
tion in the stimulus space and perceptual attributes of the
speech. However, from the user’s point of view the test
should be attractive. The field listening test that the user has
to carry out is short, because the only comparisons that have
to be made are between the new stimulus under evaluation
and the provided stimuli. We have developed a procedure
that takes as input the dissimilarity vector generated by the
field listening test and uses the same nonmetric criteria as
INDSCAL to position the new stimulus in the provided
space.

This work is presented as a pilot study only. There re-
main a host of unanswered questions, and several areas of
future research are suggested. At this point, we do not know
how robust this proposed test is. If each new coding project
requires the selection of a new set of stimuli and the genera-
tion of a new stimulus space, then the test is probably of
theoretical interest only. If it is robust enough that a carefully
chosen set of stimuli suffice for a variety of coding projects,
then the anchorable property of the proposed test, combined
with the ability of the proposed test to give much more in-
formation than a single MOS number, suggest that the test
could be of practical value for some applications.
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APPENDIX A: TYPICAL 2 INSTRUCTION SHEET FOR
TRIADIC COMPARISONS LISTENING EXPERIMENT

Subjective distances experiment

This is an experiment to determine the subjective dis-
tances between speech samples processed by a variety of
different speech coders. The headphone with the red connec-
tor goes on your right ear and the headphone with the black
connector goes on your left ear. The speech will be presented
to your right ear only.
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To begin the first trial of the experiment, press and re-
lease the illuminated white button. The light will go off
briefly and then light up when the speech is presented. The
speech is a continuous loop of a male talker saying ‘‘The
rush for funds reached its peak Tuesday. The birch looks
stark white and lonesome. The box is held by a bright red
snapper.’’

You can listen to three different versions of the speech
by pushing the three white buttons. At any time, the button
corresponding to the version you are listening to will be
illuminated. You can switch from one version to another at
any time; the speech continues without interruption.

Your task is to decide which two of the three versions
soundleast like each other and which two of the three ver-
sions soundmostlike each other. Listen to the three versions
for as long as you want, and then push the green button
between the two versions that sound the mostdifferent. The
button will light up and stay lit until the end of the trial.
Continue listening to the three versions for as long as you
want, and then push the green button between the two ver-
sions that sound the mostsimilar. The speech will stop, all
the lights will go out, and after a short pause the next trial
will begin with another three versions.

The display on the screen will remind you of which
button to push and also keep you posted about how many
trials you have completed and how many are left to do.

There are no ‘‘right’’ or ‘‘wrong’’ answers. All that mat-
ters is how the speech sounds to you. It is completely up to
you to decide what makes two speech samples sound similar
or different. We do ask that you listen to each of the three
versions before making any judgments~the green buttons
will not respond until you have listened to each of the three
versions at least once!, but do not spend an inordinately long
time on any one trial. You may very well find some trials
more difficult than others, and there is little to be gained by
spending a very long time on these more difficult trials.

Do you have any questions?

APPENDIX B: COORDINATES OF SUBJECT AND
STIMULUS SPACES FOR MALE TALKER

1. Stimulus space. Male talker, 10 speech samples

Coder Dimension 1 Dimension 2 Dimension 3

SRC 1.3889 20.0097 0.8734
C00 0.8684 0.0214 21.0849
FT8 0.1746 21.5423 0.8991
G26 0.7640 0.5345 0.9823
GSM 0.3283 20.3313 1.1174
M13 0.8985 20.6312 21.0660
Q15 21.4442 2.0806 20.6931
Q25 20.3713 1.2370 20.9704
RC50 21.5911 20.8289 21.1421
TS 21.0161 20.5301 1.0842

2. Subject space for 16 subjects. Male talker, 10
speech samples

Subject Dimension 1 Dimension 2 Dimension 3

A 0.418 0.666 0.277
B 0.496 0.712 0.248
C 0.367 0.397 0.762
D 0.562 0.542 0.479
E 0.465 0.555 0.459
F 0.393 0.466 0.731
G 0.877 0.398 0.045
H 0.129 0.414 0.864
I 0.183 0.747 0.553
J 0.761 0.569 0.213
K 0.758 0.340 0.339
L 0.777 0.389 0.357
M 0.601 0.391 0.642
N 0.864 0.408 0.130
O 0.594 0.367 0.381
P 0.587 0.681 0.275

APPENDIX C: INSTRUCTION SHEET FOR
IDENTIFICATION OF DIMENSIONS LISTENING
EXPERIMENT

Subjective distances experiment II. Identification of
perceptual dimensions

The results generated by you and the other people who
took part in the first phase of this experiment indicate that the
samples of coded speech that you listened to can be arranged
in a three-dimensional space such that the distances between
pairs of samples in this space correspond quite well to your
perception of the subjective distances. The question we want
to answer in this second phase of the experiment is, what are
these three dimensions? That is, what perceptual attribute of
the speech samples does each dimension represent?

We will work with one dimension at a time. You have a
button box with eight buttons, numbered one to eight from
left to right. The eight buttons produce speech samples or-
dered monotonically along the dimension being tested.
Speech sample #1, produced by the leftmost button, is at one
extreme of something, speech sample #8 is at the other ex-
treme, and whatever this something is increases~or de-
creases, we don’t know which! from left to right.

Listen to the eight speech samples for as long as you
want, and try to decide what attribute increases~or de-
creases! monotonically from button #1 to button #8. For ex-
ample, you might decide that the attribute that changes is
loudness, naturalness, amount of noise, tinniness, boominess,
or any one of a host of other attributes. These are examples
only; you are not limited to the items on this list. Use your
own words.

Bear in mind that while the attribute you are listening
for changes monotonically from button #1 to button #8, the
other attributes of the speech samples change in haphazard
order. Your job is to try to isolate the attribute that changes
monotonically.

Do you have any questions?
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APPENDIX D: SUBJECTS’ CHARACTERIZATIONS OF
THE THREE DIMENSIONS

The first column in each table gives the subject, rank
ordered by the importance of each dimension to each subject.
Subject G, for example, gave a higher weight to dimension 1
than did any of the other subjects and so is listed first for
dimension 1. The second and third columns give the sub-
jects’ responses~corrected for whether button #1 in Fig. 7
was the leftmost or the rightmost button!.

1. Subjects’ characterizations of dimension 1

Subject Dimension 1 attribute Direction

G Distortion decreases
N General quality, let’s say

‘‘Clarity ~Intelligibility !.’’
increases

L High-frequency component increases
J Vowel naturalness increases
K Clarity increases
M Brightness, emphasis on

mid and high frequencies
increases

O Naturalness increases
P Naturalness

Spectral distortions
increases
decreases

D Naturalness increases
B No clue
E Fullness increases
A Naturalness increases
F Burbly speech like a vocoder decreases
C Bandwidth~becomes less muffled! increases
I Deepness, naturalness increases
H Distortion ~noise! decreases

2. Subjects’ characterizations of dimension 2

Subject Dimension 2 attribute Direction

I Amount of noise, maybe
some kind of reverberation.

increases

Clarity decreases
B No clue
P Loudness, particularly of

noise at higher frequencies
increases

A Harshness—noisiness increases
J Clarity and ‘‘openness’’ increases

#1 muted, #8 open to the
point of being buzzy

E Amount of bass~nonmonotonic! decreases
D Amount of speech-correlated noise increases
F High-frequency granular noise increases
H Raspy sound distortion increases
N Fullness/bandwidth increases

Noisy increases
G Distortion increases
C Can’t tell what changes

monotonically
M Amount of noise increases
L Background noise increases
O Amount of noise increases
K Roughness increases

3. Subjects’ characterizations of dimension 3

Subject Dimension 3 attribute Direction

H Nonlinear distortion decreases
Bandwidth~HP! increases

C Noisiness~static! decreases
F Low-frequency content increases
M Could not find attribute

that changes
I Increase of low-frequency sound increases
D Naturalness, amount of

low frequencies
increases

E Fullness~nonmonotonic! increases
O Loudness increases
L Loudness increases
K Naturalness increases
A No idea
P Spectral richness increases
B No clue
J Clarity of reverberant

components?
increases

N Could not see a trend
G Narrowness?~nonmonotonic!

1The ITU-T recommendation for MOS treads a thin line in this respect.
Recognizing that different voices can be affected differently, it states that
results for male and female voices should be treated separately, but it goes
on to state that ‘‘... to reduce the danger that the results may depend heavily
on peculiarities of the voices chosen, it is essential for more than one male
and more than one female voice to be used in a balanced design’’~ITU-T,
op. cit., B.2.2!. As was noted above in connection with the MOS score, a
single composite number is appropriate for acceptance testing, but for some
other applications the detailed information provided by the multidimen-
sional scaling test may be useful.

2A similar instruction sheet, with the appropriate changes, was used for
subjects who were presented with speech to the left ear.
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Recent studies with adults have suggested that amplification at 4 kHz and above fails to improve
speech recognition and may even degrade performance when high-frequency thresholds exceed
50–60 dB HL. This study examined the extent to which high frequencies can provide useful
information for fricative perception for normal-hearing and hearing-impaired children and adults.
Eighty subjects~20 per group! participated. Nonsense syllables containing the phonemes /s/, /f/, and
/Y/, produced by a male, female, and child talker, were low-pass filtered at 2, 3, 4, 5, 6, and 9 kHz.
Frequency shaping was provided for the hearing-impaired subjects only. Results revealed significant
differences in recognition between the four groups of subjects. Specifically, both groups of children
performed more poorly than their adult counterparts at similar bandwidths. Likewise, both
hearing-impaired groups performed more poorly than their normal-hearing counterparts. In addition,
significant talker effects for /s/ were observed. For the male talker, optimum performance was
reached at a bandwidth of approximately 4–5 kHz, whereas optimum performance for the female
and child talkers did not occur until a bandwidth of 9 kHz. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1400757#

PACS numbers: 43.71.Ky, 43.71.Ft, 43.66.Ts@CWT#

I. INTRODUCTION

A number of studies have suggested that some listeners
with sensorineural hearing loss may receive limited benefit
from amplification in the high-frequency region. Specifically,
it has been reported that systematic increases in high-
frequency gain may not improve, and in some cases may
degrade, speech recognition for listeners with steeply sloping
high-frequency hearing losses~Skinner, 1980; Murray and
Byrne, 1986; Rankovic, 1991; Ching, Dillon, and Byrne,
1998; Hogan and Turner, 1998; Turner and Cummings,
1999!. The results of these studies have important implica-
tions for clinical practice. If amplifying speech to audible
levels in the high frequencies does not improve speech rec-
ognition, then attempts to provide gain may not be necessary
or desirable in certain cases. While the studies cited above
appear to support the general notion that high-frequency am-
plification may not always be beneficial, the intersubject
variability in most studies precludes a clearly defined rule
that would distinguish listeners who are likely to benefit
from high-frequency amplification from those who are not.
Furthermore, differences in subject selection, filter condi-
tions, and methodology across studies complicate the inter-
pretation of results.

For example, Murray and Byrne~1986! assessed the ef-
fects of low-pass filtering at five frequencies~from 1.5–4.5
kHz! on judgments of intelligibility and pleasantness for
continuous discourse. Subjects were normal-hearing~NH!
and hearing-impaired~HI! adults with steeply sloping losses
above 1 kHz. Although all of the NH subjects preferred the
widest bandwidth, three of the five HI subjects preferred the
2.5- or 3.5-kHz bandwidth over the 4.5-kHz bandwidth. Be-
cause ‘‘judged’’ intelligibility was used in this study, the ef-
fects of low-pass filtering on objective measures of speech
recognition were not described. Skinner~1980! used a high-

frequency monosyllabic word list to assess the speech recog-
nition ability of six adults with steeply sloping losses.
Stimuli were filtered using five different frequency responses
with increasing gain in the 1–8-kHz region. Results indi-
cated that a frequency response with intermediate high-
frequency gain was best for understanding speech at a con-
versational level. However, the two responses with the
greatest high-frequency gain were best for understanding
low-level speech. Chinget al. ~1998! assessed recognition of
filtered sentences in hearing-impaired adults and compared
results to predictions based on variants of the Speech Intel-
ligibility Index. Audible energy in the high-frequency region
~2.8–5.6 kHz! contributed no information or actually de-
creased performance for listeners with thresholds.80 dB
HL at 4 kHz. The majority of listeners with thresholds in the
50–80-dB HL range, however, benefited from audible sig-
nals in this high-frequency region.

Hogan and Turner~1998! also investigated the effects of
stimulus bandwidth on phoneme recognition in listeners with
steeply sloping hearing losses. Nonsense syllables were fre-
quency shaped and low-pass filtered at 12 cutoff frequencies
from 0.56 to 9 kHz. The benefit of providing additional high-
frequency audibility was negligible or negative when the de-
gree of loss at and above 4 kHz exceeded 55 dB HL. In some
cases, performance decreased with increases in high-
frequency audibility. In a similar study, Turner and Cum-
mings ~1999! investigated the benefit of high-frequency
information in listeners with varying degrees and configura-
tions of hearing loss. Recognition was evaluated as a func-
tion of increasing high-frequency information for nonsense
syllables presented over a range of levels above and below
threshold. Results confirmed the earlier findings that listeners
with hearing loss>55 dB HL at and above 4 kHz did not
benefit from high-frequency information. In contrast to some

2183J. Acoust. Soc. Am. 110 (4), October 2001 0001-4966/2001/110(4)/2183/8/$18.00 © 2001 Acoustical Society of America



of the previous studies, however, increased gain in the high-
frequency region did not degrade performance.

In interpreting the results of these filtering experiments,
it is important to consider the test stimuli. For example, Mur-
ray and Byrne~1986! and Chinget al. ~1998! used sentences
as the test materials. A study by Studebaker, Pavlovic, and
Sherbecoe~1987! suggests that, when contextual information
is available, the frequency region of maximum importance is
between 0.4 and 5 kHz. Thus, high-frequency audibility may
not be as critical to the perception of sentence materials as it
would be for less linguistically complex speech materials.
The stimuli used in the Hogan and Turner~1998! and Turner
and Cummings~1999! studies contained a relatively large
proportion of phonemes~e.g., /b,d,g,l,m,n,r,dc/! that can be
perceived from mid- and low-frequency cues. Reduced per-
formance for the small number of phonemes comprised pri-
marily of high-frequency energy~e.g., /s,b,z/! may not have
influenced overall scores significantly. Although an error
analysis was not reported for these two studies, a similar
investigation by Sullivanet al. ~1992! found large improve-
ments in performance~30%–45%! for the phonemes /s,b,c,z/
as stimulus bandwidth was increased, despite nonsignificant
differences in the overall scores for the different filter condi-
tions.

Of these high-frequency fricatives, /s/ is known to be
linguistically important. It is the third or fourth most fre-
quently occurring phoneme in the English language and
serves multiple linguistic functions, including plurality,
tense, and possession~Tobias, 1959; Denes, 1963; Rudmin,
1983!. Among both adults and children with hearing loss, /s/
is one of the most frequently misperceived phonemes
~Owens, Benedict, and Schubert, 1972; Bilger and Wang,
1976; Owens, 1978; Dubno and Dirks, 1982; Danhauer
et al., 1986!. In addition, Elfenbein, Hardin-Jones, and David
~1994! have reported that the language samples of children
with mild-to-moderate hearing loss often include increased
errors in both noun and verb morphology~e.g., cat versus
cats, keep versus keeps!. It is likely that these findings are
related to a reduction in audibility of the fricative noise
and/or the vocalic transition in the presence of hearing loss.
For adults with acquired hearing loss, there may be sufficient
linguistic and redundant acoustic cues to compensate for this
loss of audibility. When the hearing loss is congenital or
acquired in early life, the reduction in audibility may be
more problematic. Kortekaas and Stelmachowicz~2000! in-
vestigated the effects of low-pass filtering on the perception
of /s/ in NH children~5-, 7-, and 10-year-olds! and adults.
They found that the children required a wider signal band-
width than did adults to perceive /s/ correctly when stimuli
were presented in noise. To our knowledge, no studies have
been conducted with HI children. If similar findings were
observed in hearing-impaired children, restricting the band-
width of speech may have a negative impact on speech and
language development in young HI children.

The methodology used in the previous adult studies may
not be ideal to address the effects of high-frequency ampli-
fication in young HI children. For example, subjective esti-
mates of speech perception have poor test–retest reliability
and do not correlate well with performance measures~Byrne,

1986; Gabrielsson, Schenkman, and Hagerman, 1988; Stude-
baker and Sherbecoe, 1988!. Objective measures of perfor-
mance using words and/or sentences also are problematic
because the child’s auditory experience and language com-
petence may have an influence on test performance. Non-
sense syllables circumvent these problems, but given that
performance in the Sullivanet al. ~1992! study differed
across stimuli, it would seem reasonable to restrict the items
to those that contain high-frequency information. It would
also be most useful to focus on sounds that are important to
speech and language development. The purpose of the
present study was to determine the effect of stimulus band-
width on the perception of /s/ in NH and HI children and
adults. These four groups of subjects were included to sepa-
rate the effects of hearing loss from general development.

II. METHODS

A. Listeners

A total of 80 listeners participated in this study. The two
NH groups were comprised of 20 adults~ages 19–43 years,
M528 years! and 20 children~5–8 years,M57 years, 3
months!. The two HI groups also consisted of 20 adults
~26–65 years,M556 years! and 20 children~5–8 years,
M57 years, 1 month!. The NH listeners had pure-tone
thresholds<15 dB HL for the octave frequencies from 0.25
to 8 kHz. The HI listeners had moderate to moderately se-
vere sensorineural hearing losses that ranged between 40 and
70 dB HL at 2 and 4 kHz. Figure 1 shows the mean pure-
tone thresholds for each group~61 s.d. are shown for the HI
listeners only!. Based upon available audiological data and
subjective history, all of the HI children had congenital
losses and the HI adults had acquired their losses later in life.
All listeners had normal middle-ear function at the time of
testing.

FIG. 1. Hearing thresholds as a function of frequency for the NH adults and
children ~open symbols! and the HI adults and children~filled symbols!.
Error bars~61 standard deviation! are shown for the HI listeners only.
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B. Stimuli

Although the primary interest of this study was the per-
ception of /s/, it was necessary to provide subjects with al-
ternative stimuli that would be easily confused with /s/. A
pilot study with NH adults indicated that filtered versions of
/s/ were most likely perceived as either /f/ or /Y/. Thus, the
test stimuli were consonant–vowel~CV! and vowel–
consonant~VC! syllables comprised of the phonemes /s/, /f/,
and /Y/ in an /i/ vowel context. The /i/ vowel was used to
minimize the vocalic transition which might be used as a cue
to distinguish the fricatives from one another. In addition,
multiple repetitions of each sample were obtained from all
three talkers, and samples with little or no transition were
selected as stimuli for the study. The CV and VC syllables
were produced by an adult male, an adult female, and a
6-year-old child ~for a total of 18 stimuli!. All speech
samples were recorded in a sound-treated room at normal
vocal levels using a microphone with a flat frequency re-
sponse to 10 kHz~AKG Acoustics, C 535EB!. The speech
samples were amplified, filtered at 10 kHz, and digitized at a
sampling rate of 20 kHz. The 18 syllables were edited to
ensure equivalent rms levels~of the entire syllable! across all
stimuli. The stimuli were analyzed in 17 1/3-octave bands
~TOB! with a 20-ms Hanning window~50% overlap! after
being transduced by the earphone~Sennheiser 25-1! and re-
corded in a flatplate coupler. Figure 2 shows the relative
TOB spectra for the /s/, /f/, and /Y/ in the CV context for
each talker. The spectrum for each phoneme in the final po-
sition showed a similar pattern. The spectral characteristics
of /s/ varied markedly across talkers. Relative to the female
talker, more mid-frequency energy was apparent for the male
and child talkers. These spectral characteristics are consistent
with previous data for this phoneme~Strevens, 1960; Heinz
and Stevens, 1961; McGowan and Nittrouer, 1988; Nittrouer,
Studdert-Kennedy, and McGowan, 1989; Boothroyd and
Medwetsky, 1992; Boothroyd, Erickson, and Medwetsky,
1994; Jongman, Wayland, and Wong, 2000!. The peak en-
ergy for both /f/ and /Y/ was lower in amplitude than for /s/
and talker differences were only observed for /f/ where the
fricative amplitude for the child talker was approximately 10
dB higher than the other talkers. In the final consonant posi-
tion, fricative amplitude for the child talker was higher only
for /Y/.

To determine the influence of bandwidth on the percep-
tion of high-frequency voiceless fricatives, each syllable was
low-pass filtered with a rejection rate of 50 dB/octave at six
frequencies~2, 3, 4, 5, 6, and 9 kHz!. Additional filtering for
purposes of antialiasing was not necessary because the sam-
pling rate of these syllables was greater than twice the widest
bandwidth condition.

C. Procedure

All testing was conducted in a sound-treated room. The
nonsense syllables were presented monaurally through
the same earphone used to obtain hearing thresholds
~Sennheiser, 25-1!. Each listener was instructed to indicate
which nonsense syllable was presented by touching the ap-
propriate box on a touch-screen monitor or by selecting it

with a mouse. The response boxes were labeled ‘‘s,’’ ‘‘f,’’
and ‘‘th.’’ Prior to testing, each child was asked to read or
identify the orthographic form of the phonemes~/s/, /f/, and
/Y/!. The children were also shown pictures of words that
contained these phonemes in the initial and final position and
asked to identify them. Children who were unfamiliar with
the orthographic forms of the phonemes, but could clearly
produce them, were instructed to repeat the syllables so that
the examiner could vote for the child. Those children who
were unable to correctly produce the phonemes or identify
their orthographic forms were excluded from the study.

The syllables were divided into CV and VC subtests. For
each subtest, stimuli were presented 10 times for a total of
540 trials ~6 filter conditions3 3 talkers 3 3 fricatives
3 10 repetitions!. On any given trial, one of 540 stimuli
could occur. This form of randomization was used to limit
the loudness cues that might be present if each low-pass filter
condition were tested separately. For example, at a 9-kHz
band /s/ would be louder than either /f/ and /Y/. When ran-
domized, /f/ and /Y/ filtered at 6 or 9 kHz could actually
sound louder than an /s/ filtered at 2 kHz. Software was
written in MATLAB ~Mathworks! to randomly select the test

FIG. 2. Relative levels of the fricative noise in 1/3-octave bands for the
utterances /si/, /fi/, and /Yi/ as a function of frequency for the male, female,
and child talkers.
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stimuli and filter condition. The program also was used to
reinforce correct responses in a video game format. Both the
children and adult listeners were tested with the same proce-
dure. For the NH listeners, the syllables were presented at a
level equivalent to soft speech~45 dB SPL!. For the HI lis-
teners, the stimuli were altered to provide frequency/gain
characteristics as recommended by the desired sensation
level procedure for soft speech~53 dB SPL! ~Seewaldet al.,
1997!.

III. RESULTS AND DISCUSSION

Although data were collected for /s/, /f/, and /Y/, the
primary interest of this study was the proportion of /s/ re-
sponses to the /s/ stimuli. Accordingly, results for /f/ and /Y/
are given only for comparison when necessary. To ensure
that a stimulus bias toward /s/ did not occur, the data were
screened to determine that the proportion of /s/ responses
was appropriate. Collapsed across all filter conditions, the
proportion of /s/ responses for all groups~28%–34%! was
consistent with the fact that /s/ was presented in 33% of the
trials. Given that no biases were observed, scores for /s/ were
arcsine transformed to normalize the variance across perfor-
mance levels and analyzed with a repeated-measures analysis
of variance~ANOVA !. Talker~male, female, and child!, filter
~2, 3, 4, 5, 6, and 9 kHz!, and position~VC and CV! were the
within-subjects factors and hearing~normal and hearing im-
paired! and age~child and adult! were the between-subjects
factors. A Greenhouse–Geisser correction was used to adjust
the degrees of freedom for those conditions that failed to
meet the assumption of sphericity~Max and Onghena, 1999!.
Significant main effects were found for talker
@F(1.895,143.9)5444.99; p,0.01# and filter @F(5,380)
5291.49; p,0.01#, but not for consonant position
@F(1,76)50.80; p50.37#. In addition, the between-subjects
factors revealed a significant effect of hearing@F(1,76)
537.98; p,0.01# and age@F(1,76)511.42; p,0.01# with
no hearing3age interaction@F(1,76)50.38; p50.54#.

Since no significant differences in performance were
found between the VC and CV conditions, data were col-
lapsed across the two subtests. In Fig. 3, performance as a
function of low-pass frequency is shown for the male, fe-
male, and child talkers with group as the parameter. In the
top panel~male talker!, performance for the NH children and
adults exceeded 80% at a filter frequency of 4 kHz. In con-
trast, performance for the HI children and adults did not
exceed 80% until a cutoff frequency of 5 kHz. For the female
talker ~middle panel!, performance was near chance~33%!
through 5 kHz for all groups, with an abrupt increase in
performance at 6 kHz for the NH listeners and at 9 kHz for
the HI listeners. All four groups reached optimum perfor-
mance at 9 kHz, with the two NH groups and HI adults
achieving.80% performance and the HI children achieving
only 77%. This finding is not surprising given the narrow
region of spectral energy for the female /s/. A different pat-
tern was observed for the child talker~lower panel!. As band-
width increased, a more gradual improvement in perfor-
mance was observed for all groups, with the NH groups and
HI adults achieving>80% performance at the 9-kHz cutoff
frequency. The performance of the HI children, however,

only reached 75% at the widest bandwidth. For all groups
and all talkers, mean performance increased as a function of
bandwidth with no evidence of a decrease in performance as
bandwidth widened. Inspection of the 60 individual perfor-
mance intensity functions~3 talkers320 listeners! for the HI
adults revealed no evidence of nonmonotonicity, whereas
three of the 60 functions for the HI children showed a statis-
tically significant decrease in performance at the widest
bandwidth.

FIG. 3. Mean data illustrating percent correct as a function of low-pass filter
frequency for the male~top panel!, female~middle panel!, and child~lower
panel! talkers. The parameter in each panel is group.
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From a clinical perspective, it is of interest to determine
the minimum bandwidth at which optimum performance was
achieved for each group. Accordingly, the plateau portion of
each function in Fig. 3 was defined as the range of band-
widths where data points were within65% of each other.
The lowest frequency on the plateau was designated as the
minimum bandwidth at which optimum performance oc-
curred. The results for each group are shown as a function of
talker in Fig. 4. For the male talker, optimum performance
for the NH adults was achieved at a mean frequency of 4
kHz, whereas all other groups required a frequency of 5 kHz.
For the female talker, performance continued to improve at a
bandwidth of 9 kHz for all groups. For the child talker, the
plateau occurred at 6 kHz for the NH adults and at 9 kHz for
all other groups.

To compare performance across conditions in terms of
stimulus sensation level, a measure of short-term audibility
~STA! for the fricative portion of each utterance was calcu-
lated for all stimuli, filter conditions, and talkers using the
following formula:

STA5
1

15 (
i 51

17

~TOBi2u i !W,

wherei is the center frequency of each 1/3-octave band, TOB
is the 1% peak level of the fricative noise for each 1/3-octave
band,u is the hearing threshold in dB SPL for each TOB, and
W is equal to 0.059, representing equal weights across the 17
bands~from 0.2–8 kHz!. The sum of the weighted sensation
levels was restricted to a 0- to 15-dB range by the multiplier
1/15. Previous studies have shown that the 30-dB range typi-
cally used for calculation of the Articulation Index is inap-
propriate for shorter segments of speech~Pittman and Stel-
machowicz, 2000!. Table I shows mean STA and
performance for each group at the bandwidth where opti-
mum performance was achieved. Because the audibility of /f/
and /Y/ may influence the performance for /s/, results for
these stimuli are provided for comparison. For all phonemes,

optimum performance was consistently lower for the two
groups of children relative to their adult counterparts and
optimum performance for the NH listeners exceeded that of
their HI counterparts. For /s/, performance was well above
chance~33%! for all groups and talkers. Consistent with the
findings of Pittmanet al. ~2000!, the HI adults achieved
similar performance to the NH adults but at substantially
lower STA levels. Unlike the results of Pittmanet al., how-
ever, the HI children were not able to correctly identify /s/ as
well as their adult counterparts at low STA values. This may
be due to the fact that the children in the current study were
younger~5–8 years! than in the earlier study~8–11 years!.
For /f/ and /Y/, performance was well above chance in most
cases even when STA values were low. The one exception is
the HI children’s chance performance for /Y/. This may be
related to the fact that /Y/ has a low frequency of occurrence
in the English language~Denes, 1963! and thus, young HI
children may be less familiar with this phoneme.

It is also of interest to determine if the degree of hearing
loss in these listeners influenced their ability to use high-
frequency speech information. Recall that previous studies
found high-frequency information to be of limited benefit for
individuals with hearing loss>55 dB HL at and above 4 kHz
~Hogan and Turner, 1998; Turner and Cummings, 1999!. To
determine if degree of hearing loss influenced the results in
the present study, each of the two HI groups was subdivided
into listeners with thresholds>55 dB HL and,55 dB HL at
4 kHz. Figure 5 shows mean performance as a function of
low-pass frequency with degree of hearing loss as the param-
eter. Performance is similar for both categories of hearing
loss and there is no evidence of decreased performance at the
widest bandwidths. To ensure that this arbitrary grouping~at
55 dB HL! did not obscure trends associated with degree of
hearing loss, the relation between performance and hearing
level was inspected at each low-pass filter frequency. No
systematic trends were observed for either HI group. It is
worth mentioning, however, that the maximum hearing loss
at 4 kHz did not exceed 70 dB HL in this study; inclusion of

FIG. 4. Mean data showing the minimum low-pass filter frequency at which
optimum performance was achieved by each group as a function of talker.

TABLE I. Mean short-term audibility~STA! at optimum performance for all
phonemes and talkers.

Male Female Children

STA % STA % STA %

/s/
NH adults 0.42 100 0.26 99 0.53 98
NH children 0.50 91 0.22 91 0.46 91
HI adults 0.26 98 0.18 94 0.23 96
HI children 0.28 84 0.15 77 0.17 75
/f/
NH adults 0.35 95 0.22 66 0.39 84
NH children 0.26 78 0.15 56 0.32 73
HI adults 0.12 87 0.08 59 0.25 72
HI children 0.08 60 0.05 55 0.19 51
/Y/
NH adults 0.26 47 0.38 93 0.39 60
NH children 0.12 41 0.25 73 0.31 45
HI adults 0.08 46 0.11 59 0.20 51
HI children 0.06 32 0.07 35 0.13 30
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individuals with more severe hearing losses may have
yielded different results.

IV. GENERAL DISCUSSION

This study found significant differences in the percep-
tion of /s/ across the NH and HI adults and children. Opti-
mum performance for the children was poorer than for the
corresponding groups of adults. This finding is consistent
with other studies in which the performance of adults and
young children were compared. Specifically, developmental
differences have been observed for a variety of auditory
tasks including detection, masked thresholds, temporal pro-
cessing, frequency discrimination, and speech recognition
~Nozza and Wilson, 1984; Schneideret al., 1989; Allen
et al., 1989; Wightmanet al., 1989; Veloso, Hall, and Grose,
1990; Nozza, Rossman, and Bond, 1991; Hnath-Chisolm
et al., 1998!. In addition, the HI groups performed more
poorly than their NH counterparts despite the frequency/gain
shaping provided in accordance with the desired sensation
level procedure~Seewaldet al., 1997!. These results suggest
that both age and hearing loss affect the perception of /s/
under filtered conditions, with young HI listeners at the
greatest disadvantage.

The patterns of performance observed across the three
talkers may have important implications for speech and lan-
guage development in infants and children with hearing loss.
Recall that for the male talker, the NH adults achieved opti-
mum performance at a filter frequency of 4 kHz while the
NH children and both groups of HI listeners required a some-
what wider bandwidth~5 kHz!. For all subjects, mean per-
formance for the female and child talkers continued to im-
prove as the bandwidth increased to 9 kHz with no evidence
of degradation. Until recently, most commercially available
hearing aids have provided minimal amplification above 4
kHz. Even with advanced signal processing and feedback
reduction schemes, very little gain is provided for frequen-
cies above 5 kHz. Thus, it is likely that the peak energy of a
female /s/ may not always be audible to hearing-aid users.
Further, a young HI child may hear the plural form of certain
words more often when spoken by a male. Since infants and
preschool children tend to spend most of their waking hours
with female caregivers and other children, they may experi-
ence inconsistent exposure to /s/ across different talkers, situ-
ations, and contexts. Because many of the linguistic func-
tions of /s/ in the English language are rather subtle~e.g., ‘‘Is
that Beth?’’ versus ‘‘Is that Beth’s?;’’ ‘‘She put it on’’ versus
‘‘She puts it on’’!, inconsistent audibility of /s/ during the
early years of life may influence or delay the formation of
linguistic rules.

Boothroyd and Medwetsky~1992! have suggested that
hearing aids may require an upper limit of 10 kHz to ensure
the audibility of /s/ for female talkers. Theoretically, with the
selection of an appropriate receiver and an earmold carefully
constructed to minimize feedback, the upper frequency limit
could be extended to 7–8 kHz. Although manufacturers of-
ten report that the upper bandwidth of current hearing aids is
.6 kHz, the upper- and lower-frequency range is defined as
the 20-dB down point relative to the average gain at 1000,
1600, and 2000 Hz~ANSI, 1996!. Thus, a hearing aid with
an average use gain of 40 dB would only have 20 dB of gain
at the upper frequency limit. In many cases, this may be
inadequate to ensure the audibility of /s/. In addition, acous-
tic feedback will often limit usable gain due to factors such
as intentional venting, imperfect seal of the earmold, leaks at
tubing joints, and emission from tubing walls~Hellgren,
Lunner, and Arlinger, 1999!. Acoustic feedback is likely to
pose a greater problem for children than for adults due to
growth of the ear canal and the close proximity of the
hearing-aid microphone to the potential sources of acoustic
leakage.

Fortunately, there are multiple cues to the perception of
/s/. For example, the production of /s/ is often visible on the
lips. In addition, cues may be available in the noise energy at
lower frequencies, such as in the transition from fricative
noise to the vowel~Whalen, 1981; Nittrouer and Miller,
2000; Jongmanet al., 2000!. Zeng and Turner~1990!, how-
ever, reported that adults with hearing loss do not appear to
use the vocalic transition, but rather rely on fricative noise
for perception of /s/. Interestingly, Nittrouer, Crowther, and
Miller ~1998! reported that young NH children tend to rely
more on the vocalic transition than the fricative noise. Un-

FIG. 5. Data for the HI listeners from Fig. 3 are replotted to illustrate the
effects of degree of hearing loss. In each panel, results are shown for listen-
ers with hearing loss at 4 kHz>55 dB HL ~filled circles! or ,55 dB HL
~open circles!. Error bars represent the variance about the mean.
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fortunately, similar studies have not been conducted in young
HI children.

In addition to acoustic properties, linguistic cues also
can be used to indicate the presence of /s/ for listeners with
normal language skills~e.g., ‘‘Give me a book’’ versus
‘‘Give me some books’’!. For NH children, it is likely that
the development of these linguistic rules is contingent upon
repeated exposure to multiple cues in a variety of contexts. It
is not clear how well young HI children, who are still in the
process of developing language, will be able to take advan-
tage of linguistic cues when the audibility of /s/ is compro-
mised.

It is important to emphasize that the focus of this study
was HI children’s perception of /s/ in quiet. As such, it is not
possible to comment on the effects of high-frequency audi-
bility on other phonemes or to rule out that an extended
bandwidth may actually degrade performance for other
speech sounds. Although studies using a wide range of
speech sounds have been conducted with adults, additional
studies are needed to address this issue for children. The
current study represents a ‘‘worst case’’ scenario for the per-
ception of /s/, because vocalic transitions and linguistic cues
were not available to the listeners. Developmental studies
using words and sentences are needed to refine our under-
standing of the importance of high-frequency audibility to
the perception of /s/ and the formation of linguistic rules
involving this phoneme. The current results also cannot be
generalized to more difficult listening conditions, such as
those in which noise and/or reverberation are present.

Since the spectra of talkers in the current study are con-
sistent with earlier reports~Strevens, 1960; Heinz and
Stevens, 1961; McGowan and Nittrouer, 1988; Nittrouer,
Studdert-Kennedy, and McGowan, 1989; Boothroyd and
Medwetsky, 1992; Boothroyd, Erickson, and Medwetsky,
1994; Jongman, Wayland, and Wong, 2000!, these results
suggest that, when fitting hearing aids to young children,
audible energy through 5 kHz is needed to maximize percep-
tion of /s/ produced by a male talker and that a 9-kHz upper
limit is needed for /s/ produced by a female. From a clinical
perspective, it is important to distinguish between cases
where performancecannot be improvedby high-frequency
amplification and cases where performance is actuallyde-
graded. In this study little or no evidence of degradation in
the perception of /s/ was observed with increasing band-
width. Previous studies with adults have produced mixed re-
sults with respect to this issue and, in all studies, the negative
consequences of high-frequency amplification were evident
in only some listeners. As such, when fitting hearing aids to
young children, it would seem reasonable to provide as much
of the prescribed high-frequency gain as possible. Excep-
tions would be those cases where it can be demonstrated that
no usable hearing exists in the high-frequency region. In
steeply sloping hearing losses, this can be determined by
obtaining high-frequency thresholds in the presence of a
low-pass masker~primarily to eliminate responses to ampli-
fier noise!. In addition, Mooreet al. ~2000! have developed a
masking technique to identify ‘‘dead regions’’ within the co-
chlea~defined as areas where there is thought to be a com-
plete loss of inner hair cells!. If no usable hearing is present,

then provision of amplification in that frequency region
would be unwarranted. In all other instances, however, the
potential benefit of high-frequency amplification should be
determined on an individual basis.
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Dog barks are typically a mixture of regular components and irregular~noisy! components. The
regular part of the signal is given by a series of harmonics and is most probably due to regular
vibrations of the vocal folds, whereas noise refers to any nonharmonic~irregular! energy in the
spectrum of the bark signal. The noise components might be due to chaotic vibrations of the
vocal-fold tissue or due to turbulence of the air. The ratio of harmonic to nonharmonic energy in dog
barks is quantified by applying the harmonics-to-noise ratio~HNR!. Barks of a single dog breed
were recorded in the same behavioral context. Two groups of dogs were considered: a group of ten
healthy dogs~the normal sample!, and a group of ten unhealthy dogs, i.e., dogs treated in a
veterinary clinic~the clinic sample!. Although the unhealthy dogs had no voice disease, differences
in emotion or pain or impacts of surgery might have influenced their barks. The barks of the dogs
were recorded for a period of 6 months. The HNR computation is based on the Fourier spectrum of
a 50-ms section from the middle of the bark. A 10-point moving average curve of the spectrum on
a logarithmic scale is considered as estimator of the noise level in the bark, and the maximum
difference of the original spectrum and the moving average is defined as the HNR measure. It is
shown that a reasonable ranking of the voices is achievable based on the measurement of the HNR.
The HNR-based classification is found to be consistent with perceptual evaluation of the barks. In
addition, a multiparametric approach confirms the classification based on the HNR. Hence, it may
be concluded that the HNR might be useful as a novel parameter in bioacoustics for quantifying the
noise within a signal. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1398052#

PACS numbers: 43.80.Ka, 43.80.Lb, 43.80.Nd@WA#

I. INTRODUCTION

In mammal bioacoustics the spectrographic structure of
vocal utterances is typically considered as either tonal~refer-
ring to a harmonic spectrographic structure! or as atonal~re-
ferring to a noisy~or broadband! spectrographic structure!.
In this paper ‘‘noise’’ refers to any nonharmonic~irregular!
energy within the bark signal.

There are two disadvantages of this classification of
bioacoustic signals into ‘‘tonal’’ and ‘‘atonal’’ signals:~i! this
classification is not sufficient to describe the spectrographic
picture in many so-called atonal calls, and~ii ! this classifi-
cation does not take into account the fine graduation of the
call type according to its communicative meaning. For in-
stance, in canids a different communicative meaning is as-
cribed to the ratio of the harmonic and nonharmonic energy

in bark vocalization~Tembrock, 1976; Feddersen-Petersen,
1996; Wilden, 1997!.

In this study we investigate dog barks with the goal to
quantify the amount of irregular energy. Dog barks contain
harmonic and nonharmonic energy with varying amount. We
compute the harmonic-to-noise-ratio~HNR! of dog barks.
The HNR is defined as the ratio of the harmonic components
to the noise~Yumoto et al., 1982!. The HNR can be related
to the perceptual characteristics of an acoustic signal
~Kojima et al., 1980! as well as to the mechanism of its
production. An acoustic signal with a low HNR sounds over-
whelmingly noisy or hoarse, whereas a signal with a very
high HNR sounds harmonic, clear, and metallic. The har-
monic elements can be related to periodic tissue vibrations
that interrupt the exhaled airstream. In mammals those peri-
odic tissue vibrations are typically the vibrations of the vocal
folds. Turbulent noise is generated at different constrictions
within the vocal tract~including an incomplete closure of the
glottis during the vocal fold’s oscillation cycle!. In addition,

a!Author to whom correspondence should be addressed; electronic mail:
tobiasriede@web.de
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noise can be caused by chaotic~irregular! oscillations of the
vibrating tissue. The HNR has been extensively used in hu-
man phoniatrics as a diagnostic tool for the quantification of
vocal changes~e.g., Yumotoet al., 1982; Murphy, 1999!.
The HNR belongs to a group of parameters that is commonly
called ‘‘noise features’’~as suggested by Michaeliset al.,
1998!. Two parameters designed to measure the relative
noise component in the voice signal of humans belong to this
group of noise features;~i! the harmonics-to-noise ratio
~Yumoto et al., 1982! and ~ii ! the normalized-noise energy
~Kasuyaet al., 1986!.

A second group are the so-called ‘‘aperiodicity fea-
tures,’’ mainly ‘‘jitter’’ and ‘‘shimmer,’’ which quantify the
variation of the fundamental frequency and the cycle-to-
cycle peak-amplitude variation, respectively.~For an over-
view of the latter group see, for instance, Pinto and Titze,
1990!.

Owren and Linker~1995! suggest the HNR as a useful
tool in animal bioacoustics, and the study evaluation of the
relative amounts of harmonic and noise energy in an ani-
mal’s vocal utterance has been proposed several times~e.g.,
Seyfarth and Cheney, 1984; Owren and Bernacki, 1988!.
Seyfarth and Cheney~1984! and Owren and Bernacki~1988!
consider the ‘‘mixture of voicing and noise...’’ in the signal
of vervet monkey alarm calls by using cepstrum analysis of
short segments, or by visually comparing narrow-band and
broadband spectrograms. The scientific goal of both studies
was to find out if there is any harmonic structure present in
the studied utterances. Here, we extend that approach in the
sense that we compare callsquantitativelyaccording to dif-
ferent amounts of harmonic and noise energy and we apply
the HNR measure systematically to animal acoustic signals.

For the calculation of the HNR we use a simple moving-
average procedure, as already applied by Kitajima~1981!,
who studies the HNR of the human voice. In a preliminary
experiment we test the procedure with artificial sounds with
known HNRs, in order to ensure that the procedure can reli-
ably extract all relevant information. The correlation between
the expected and the measured HNRs is highly significant
~Riede, 2000!, suggesting that the procedure is able to mirror
the HNR relationships within a group of given sound signals.
In this study we present the application of the HNR measure
to dog barks, and we present the results of a multiparametric
approach ~for a review on multiparametric analysis see
Schrader and Hammerschmidt, 1997! using 60 parameters
other than the HNR, which we apply to the same sample of
calls. The rationale of the latter study was to investigate if
the HNR results can be reproduced with a standard method
established in animal bioacoustics.

II. MATERIAL AND METHODS

A. Subjects

We choose dogs of the breed ‘‘dachshund,’’ and we pre-
dispose the dachshunds for this study because they express a
low bark release threshold. We take audio recordings from
ten healthy dachshunds considered as the ‘‘normal sample’’
at the owner’s property. The dogs ranged in age between 9
months and 11 years, and they ranged in weight between 6.8

and 10.0 kg. A general clinical investigation of these ten
dogs confirmed no peculiarities in the state of health.

Studies in veterinary medicine have claimed that dogs
with disorders express certain degrees of an ‘‘audible dys-
phonia’’ ~see, for instance, Venker-van Haagen, 1992; Bagley
et al., 1993!. For this reason we record barks from ten dachs-
hunds in a veterinary clinic; some of them expressed several
kinds of an audible dysphonia~‘clinic sample’!. We record
the barks of those ten dachshunds in the Clinic for Small
Animals at the Freie Universita¨t Berlin. Dogs of this sample
ranged in age between 3 and 8 years, and they ranged in
weight between 7.9 and 10.7 kg. Both samples do not differ
significantly in weight~N1510; N2510; F-test: F51.13,
P50.85; unpairedt-test: t50.26,P50.79!.

The ten dachshunds of the clinic sample were treated in
the clinic for thoracolumbal intervertebral disc extrusion, a
common disease of the 4-to-6-year-old dachshund~Grevel
and Schwartau, 1997a,b!. Intervertebral disc extrusion oc-
curred in all ten dogs in the transition from the thoracic to
the lumbal backbone. The extrusion results in a compression
of the spinal cord, affecting the normal nerval supply behind
~caudally! the affected point. Neurologic examination re-
vealed paresis of the hind legs with intact spinal reflexes in
all dogs. After detailed diagnostic examinations, the goal of
the therapy was a decompression of the spinal cord. This was
done by performing a surgery~hemilaminectomy! in six dogs
and antiphlogistic therapy in the four other dogs.

B. Acoustic recordings

We take the audio recordings with a Marantz PMD 222
tape recorder and Sennheiser microphone~ME80 head with
K3U power module! on ChromeSuper tapes~60 min.!. The
frequency response of the microphone is flat~40 Hz–20 kHz;
62.5 dB! within the frequency range of analysis. The tape
recorder exhibits a flat frequency response~40 Hz–14 kHz,
63 dB!, a distortion of 0.1%, and a signal-to-noise ratio of
57 dB. Distance between dog and microphone varied from
50 to 150 cm.

In all 20 dogs we release barking by staring into the
dog’s eyes~a mild threat to the animal!. We include only
those animals in which barking could be released in this way.

Barking is usually uttered in sequences of variable du-
ration consisting of barks with interspersed pauses. We use
the first 50 calls per session for acoustic analysis. We discard
calls that are distorted by background signals~mostly other
barking dogs! or calls that have an overloaded recording
level ~controlled by the Marantz built-in volume meter indi-
cating the average recording level!.

C. Acoustic analysis

We perform signal analysis on a PC using the signal-
processing softwareHYPERSIGNAL-MACRO™. We digitize all
recordings at a 16-bit quantization and a 44-kHz sampling
rate using a DSP32C PC system board. We complete the
spectrographic analysis by using a 512-point fast Fourier
transformation, with 75% frame overlapping, a 30-kHz sam-
pling frequency, and a Hanning window. To avoid aliasing
effects we low-pass filter all barks at 14 kHz.
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D. HNR calculation

As dog barks are amplitude- and frequency modulated,
any harmonic peaks present in the spectrum are only visible
in the short-time spectrum. Averaging over long time seg-
ments broadens these peaks, thereby ‘‘smearing’’ and hiding
any harmonic structure. For the calculation of the HNR we
choose a segment of 50 ms from the middle of the bark, from
which we compute the power spectrum by averaging over all
512-point FFTs. We transform the logarithmic spectrum to an
ASCII file and we estimate the noise level and determine the
maximum difference between the harmonic peaks and the
noise level by anEXCEL macro. We estimate the noise level
by calculating the moving average of the logarithmic spec-
trum curve. We subtract the moving-average curve from the
curve of the original spectrum, and we define the largest
value of this difference as the HNR~Fig. 1!. The fact that the
difference of the logarithmic spectra corresponds to the ratio
of the ~nonlogarithmic! spectra justifies the term ‘‘harmonic-
to-noise ratio.’’

We do not expect marked effects on the HNR due to the
acoustics of the room, because the dog–microphone distance
was only 0.5 to 1.5 m, resulting in a sufficient sound-
pressure level of the bark above any room specific reflection.
Two healthy dogs were recorded once in a clinic room~under
the same conditions as for the clinic sample! and once out-
side. The HNR values differed only slightly under those two
conditions~dog 1: 16.3 and 16.4; dog 2: 13.8 and 13.6!.

E. Discriminant analysis

We measure 60 acoustic parameters of the spectrogram,
the spectra, and time series of the same bark sample that we
use for the HNR calculation. This multiparametric technique
is established in animal bioacoustics~e.g., Schrader and
Hammerschmidt, 1997!. We test if the classification of indi-
viduals based on the HNR measure can be reproduced by the
multiparametric approach.

We digitize 1000 barks usingRTS 1.31~Engineering De-
sign, Belmont, MA! and transform the digitized calls into the
frequency-time domain withSIGNAL 2.29 31~Engineering De-

sign, Belmont, MA!, using an FFT size of 1024 points, a
sampling frequency of 40 kHz, a frequency resolution of 39
Hz, and time resolution of 5 ms. We analyze the resulting
frequency-time spectra withLMA 8.0, a software tool that can
extract different sets of call parameters from complex acous-
tic signals~Schrader and Hammerschmidt, 1997!. We use 60
parameters in the subsequent statistical analysis. These pa-
rameters describe the frequency structure, such as the funda-
mental frequency, and the distribution of the spectral energy,
including the peak frequency and the frequency range.

We apply a technique called discriminant function
analysis to test the affiliation of a dog’s barks to a particular
group. A data set must meet several assumptions before a
discriminant function analysis can be applied. Field data sets
rarely, if ever, meet assumptions precisely and there is evi-
dence that certain of these assumptions can be violated mod-
erately without large changes in correct classification results
~for review see, for instance, McGarigalet al., 2000!. For
instance the larger the sample sizes, the more robust the
analysis is to violations. The key assumption is that group
dispersions are homogeneous~Klecka, 1980!, i.e., it requires
that the variances of the discriminating variables be the same
in the respective populations from which the groups of enti-
ties have been drawn. Moreover, it requires that the correla-
tion between any two variables be the same in the respective
populations from which the different groups have been
sampled. To meet these assumptions approximately, the
original 60 parameters were reduced to 16 ‘‘principal com-
ponents.’’ Principal component analysis reduces the dimen-
sionality of a multivariate data set by condensing a large
number of original variables into a smaller set of new com-
posite variables~principal components! with a minimum loss
of information. The principal components share the property
of having the same variance 1 and of being uncorrelated to
each other, i.e., of having the same correlation coefficient 0.

We use theSPSSWIN 9.0software package for both the
discriminant function analysis and the principal component
analysis.

The discriminant function analysis was used to measure
the degree to which the HNR procedure had captured acous-
tic features of the barks that would allow them to be sorted
into groups. Since discriminant function analysis relies on
preassigning cases, dogs with similar HNR values were as-
sociated into groups. The mean HNR6 standard deviation
of the normal sample (N510) was 13.263.4. We choose
cutoffs at HNR510 and HNR516. Based on the HNR of the
dog’s voice signals we group them into three different
groups: ~i! a ‘‘low-HNR’’ group ~mean HNR less than 9!
consisting of 3 dogs;~ii ! a ‘‘medium-HNR’’ group ~mean
HNR 10 to 16! consisting of 14 dogs, and~iii ! a ‘‘high-
HNR’’ group ~mean HNR higher than 16! consisting of 3
dogs. The partitioning of the dogs in low, medium, and high
HNR group was somewhat arbitrary. However, it allows the
discriminant function analysis to be applicable. We then
tested by means of discriminant function analysis how well
the single calls could be assigned to those three groups.

FIG. 1. Drawing of an original spectrum curve with harmonic peaks~thin
line! and the 10-point moving-average curve of the same spectrum~thick
line!. The moving-average curve is used as estimator of the noise level
within the bark. The largest distance between both curves is considered as
HNR.
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III. RESULTS

Figure 2 shows time series and spectrograms of barks
from three dogs which we record in the same behavioral
context. We find that a harmonic structure is clearly visible in
the bark with the highest HNR, whereas almost no harmonic
structure but only noise can be seen in the bark with the
lowest HNR. We calculate all power spectra from 50-ms seg-
ments from the middle of the barks shown in the top row of
Fig. 2. We can see strong harmonic peaks in the bark with a
high HNR and only weak or no harmonic peaks in the bark
with a low HNR.

A. The HNR of 20 dogs

Table I shows the HNR of all 20 dogs considered in this
study. The mean HNR of the normal sample is 13.263.4,
and the mean of the clinic sample is 13.564.2. The samples

differ significantly in their variances~F-test: F51.45; P
,0.001! but not in their medians~Mann-Whitney test:U
50.000 13;P150.19; P250.38!. The clinic and the normal
sample are strongly overlapping. However, some individuals
~12, 13, 14 on the one hand and 11, 17 on the other hand; see
Table I! from the clinic sample represent the far ends of the
HNR scale.

B. Discriminant analysis

We define three groups of dogs on the basis of the HNR
scale, and we ask: ‘‘How well does this classification apply
to single barks?’’ If there were a perfect classification of all
calls we would expect that all 50 calls recorded from each
individual would fall into the same class, as illustrated in
Fig. 3~B!. Figure 3~A! shows the distribution of calls into the
three groups according their HNR values. For example, in-
dividuals 1 to 3 belong to the low-HNR group when consid-
ering their mean HNR. However, these individuals do not
only produce calls with HNR values below 10. Some calls
belong to the medium-HNR group, and some calls even be-
long to the high-HNR group. By comparing Fig. 3~A! to the
ideal call distribution in Fig. 3~B! we find that on average
66.3% of the barks are assigned correctly to the three groups
on the basis of their HNR.

Next, we perform a discriminant function analysis using
the first 16 principal components as described above. The
discriminant function analysis classification yields an aver-
age correct assignment of 83% to the three HNR groups,
which is graphically shown in Fig. 3~C!. This means 83% of
the calls were assigned correctly to the three groups. Since
these groups are defined on the basis of the mean HNR mea-
sure, the multiparametric analysis produces an 83% match to

FIG. 2. ~a! Spectrograms and time series, and~b! spectra of three barks with
different HNR illustrating that in calls with high HNR values the harmonic
peaks are stronger than in others. The HNR increases from call A to call C.

TABLE I. HNR values~mean and standard deviation! and weights of 20
individuals considered in this study.

Sex HNR Weight~kg! HNR rank

Normal sample
m 15.562.3 6.8 17
w 9.962.3 10.0 3
w 13.863.2 7.4 11
m 14.263.1 8.4 13
m 14.962.9 9.3 16
w 13.762.0 8.9 10
m 11.862.4 9.5 6
w 11.762.2 9.4 5
w 14.362.3 8.7 14
w 14.062.2 9.1 12

Clinic sample
w 7.161.4 7.9 1
w 17.862.8 10.7 20
m 17.663.3 10.1 19
w 16.362.6 9.2 18
m 12.962.9 8.7 7
w 13.263.2 8.2 8
w 9.762.8 9.3 2
m 14.462.3 9.6 15
m 13.662.7 8.4 9
m 10.662.8 8.1 4
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HNR results. In order to test the robustness of the classifica-
tion we perform two additional tasks. We first divide the
sample of 50 calls into a training and a test set, and we repeat
the classification experiment described above for both the
training and the test. A classification with a 50%-random
sample confirmed the previous results: the average correct
assignment was 88% for the training set and 81% for the test
set.

In a second classification experiment we remove single
individuals from the sample and we use those individuals as
a test set. The test with individuals from the medium-HNR
group~HNR between 10 and 16! revealed correct assignment
of above 85% in each of four tested individuals.

IV. DISCUSSION

We show that a reasonable ranking of the voices is
achievable based on the measurement of the harmonics-to-
noise ratio~HNR!. The HNR of a normal sample of healthy
dogs ranges from 10 to 16, whereas several unhealthy ani-
mals of the clinic sample exceeded those limits. Considering
that low-HNR values produce the auditive impression of a
hoarse voice and very high HNR values that of a pressed or
metallic voice~in dogs ‘‘yelping’’!, the observed deviations

are consistent with those observed and verbally described by
many veterinarians~e.g., Venker van Haagen, 1992; Bagley
et al., 1993!.

We find that the HNR seems to be a useful numeric
parameter to quantify vocal changes in disordered dogs. It
would be interesting to further investigate if the HNR corre-
lates to certain aspects of the state of health.

Earlier studies stating a varying communicative meaning
of a variable amount of harmonic and noise energy~Tem-
brock, 1976; Morton, 1977; Feddersen-Petersen, 1996;
Wilden, 1997! rely on spectrographic and auditive evalua-
tion. In this study we could show that a simple numeric
parameter, the HNR, to some degree reflects those complex
spectrographic pictures and the auditive impression~Fig. 2!.

A preliminary study~Riede, 2000! confirms that there is
a correspondence between the HNR measure and the auditive
impression. In that study the 20 dachshunds were paired, and
from all 190 possible pairs of dachshunds 27 pairs were cho-
sen. Fifteen successive barks from each of the dogs were
considered for the playback experiment. Five persons were
asked to judge the degree of hoarseness in both dogs by
deciding which of those two utterances sounded ‘‘more
hoarse.’’ The hypothesis to be tested was that in the dog
judged ‘‘hoarser’’ the HNR should be lower than the HNR

FIG. 3. Distribution of calls into three groups according to their HNR values~A!, as expected in a 100% assignment of calls into one of the three groups~B!,
according to the assignment of the discriminant function~C!.
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value of the other dog. If the HNR measure relates to the
subjects decision, we expect a more than 50% concordance
between the subject’s results and the HNR scale. The agree-
ment between the HNR scale and the auditive impression in
five persons was 70%, 75%, 77%, 78%, and 80%, i.e., 70%
to 80% of the pairs were ordered as predicted by the HNR.

The ‘‘auditive impression’’ experiment and the corre-
spondence between the spectrographic picture and the HNR
suggests that the HNR could bear information about a vary-
ing communicative meaning of the signal. It would be inter-
esting to study if the HNR can reflect some communicatively
relevant information such as the motivational state.

The moving-average procedure for computing the HNR
is used by Kitajima~1981! for the human voice. Like other
perturbation measures this technique is judged to be a rough
measure for human phoniatricians~Michaeliset al., 1997!, in
the sense that fine graded changes in voice quality could not
be quantified. We find that this roughness makes the tech-
nique robust against a number of handicaps in animal bioa-
coustics, like background noise or strong frequency modula-
tion.

However, there are at least two problems of the moving-
average technique. The first problem is the overestimation of
the noise level. Frequency modulations result in a broaden-
ing of the harmonic peaks in an averaged spectrum. As the
duration of the time segment and the number of harmonics
increases, the broadening of the harmonics in the averaged
spectrum increases. In order to circumvent this problem we
propose to consider a time segment of only 50 ms for spec-
tral analysis.

The second problem is related to the influence of the
vocal tract on the spectrum envelope. The vocal tract acts as
a filter that supports certain frequency areas~formants! and
damps others. Fortunately, harmonic and noise components
are affected similarly by this effect, and hence the difference
is less dependent on vocal tract resonances. We tried to fix
the problem by considering only dogs of the same breed
assuming a comparable vocal tract length and shape. This
limits the utility of the procedure presented in this paper, as
the adjustment of the calculation parameters must be done
for a specific breed. It will be interesting to investigate to
which degree the calculation parameters will change from
breed to breed and from species to species.

In order to evaluate the HNR results we apply a multi-
parametric analysis to the same sample of dog barks. The
multiparametric analysis has been successfully used to ana-
lyze animal acoustic signals~Schrader and Hammerschmidt,
1997!. In the multiparametric analysis 60 parameters are
measured automatically from the time series, the spectro-
gram, and the spectrum. None of the 60 parameters can be
considered equivalent to the HNR. We reduce the parameter
set to the first 16 principal components. We find by discrimi-
nant function analysis that the call differentiation as sug-
gested by the HNR parameter can be reproduced with an
accuracy of 83%. The correct assignment suggests that the
parameter set contains a large fraction of the HNR informa-
tion.

Of course, there is information in the voice signals that
is not captured by the HNR. As intuitively assumed after

listening to the original signal~sound samples available from
Riede, 2000! the amount of irregularity in the signals
changes simultaneously with other parameters~such as, for
instance, pitch!. Those intercorrelating parameters are possi-
bly considered by the multiparametric approach but not by
the single-parameter HNR.

As the aim of this paper is the proposal of a new method
of quantifying noise in animal signals, we address only
briefly the occurrence of extreme HNR values in the clinic
sample. The animal with the lowest HNR was housed in the
clinic for 18 days, where it was treated only by anti-
inflammatory therapy. During that time the animal was fre-
quently barking. We assume that the observed low HNR was
due to an exhaustion of the vocal folds, which corresponds to
microlesions of the mucosal cover impacting the vocal-fold
vibration behavior. This phenomenon is well known in hu-
mans~Wendleret al., 1996! and it has been suggested to be
the reason for a cat’s dysphonia~Riede and Stolle-Malorny,
1999!. In vitro studies have shown that hyperphonation can
affect a dog’s vocal-fold tissue~Gray et al., 1987; Gray and
Titze 1988!. Similar effects, as described by Grayet al.
~1987! and Gray and Titze,~1988! on the human vocal folds
have massive impacts on the voice~e.g., Fex and Fex, 1986!.

The three dogs with the highest HNR were treated sur-
gically ~hemilaminectomy!. Laryngeal inspection by direct
visualization prior and after the surgery~general anesthesia
maintained via tracheal intubation! showed a normal situa-
tion. The high HNR was observed one day after the surgical
decompression and was reversible toward normal sounding
barks within three days. The HNR increase in those cases
can be considered functional since the laryngoscopic image
showed no obvious injuries or lesions. In humans,
functional-hypertensive dysphonia is characterized by an in-
creased harmonic-to-noise ratio~Baken and Daniloff, 1991!.
In this situation, voice generation is characterized by an in-
creased tension of the vocal-fold muscle and optionally by
increased subglottic pressure~Wendleret al., 1996!. We con-
sidered six other dogs with thoracolumbal intervertebral disc
extrusion in this study. The barks of those dogs do not ex-
hibit extreme HNR values. Three of them underwent surgical
decompression of the spinal cord by hemilaminectomy, and
three were treated with antiphlogistic therapy. Hence, we
may speculate that extreme HNR values are not a regularly
occurring symptom in this disease; they occur only in some
cases after surgery.

One explanation of hypertension in the laryngeal con-
figuration of the hemilaminectomized dogs is pain. However,
we observed no disappearance of the hypertensive sound
~i.e., high HNR values! under the regular pain-reducing bu-
tyrophenon~Temgesic®! therapy. A second plausible hypoth-
esis for the observed hypertensive sound is peripheral nerve
stimulation caused by the surgery, resulting in retrograde
stimulus transport via central areas to the vagus nerve. Such
a peripheral stimulation and the retrograde stimulus transport
have been observed in the thermoregulatory system~Szolcsa-
nyi, 1988; Szekelyet al., 1997!, and further research is nec-
essary to unveil the relationship between high HNR values
and the course of this disease.

The presented spectrum-based measure might be
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complemented by techniques from nonlinear dynamics. The
widespread occurrence of nonlinear phenomena in animal
vocalization has been shown by Wildenet al. ~1998!, Riede
et al. ~2000!. In this study we do not distinguish turbulent
noise from chaotic vibrations, but other techniques might
distinguish these two sources of irregularities~Michaelis
et al., 1997; Herzel and Reuter, 2000!.
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Transforming echoes into pseudo-action potentials
for classifying plants
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Animals perceive their environment by converting sensory stimuli into action potentials, or temporal
point processes, that are interpreted by the brain. This paper investigates the information content of
point processes extracted from echoes fromin situ plants in an effort to understand how bats
recognize landmarks in the field. A mobile sonar converts echoes into biologically similar temporal
point processes, termed pseudo-action potentials~PAPs!, whose inter-PAP interval relates to echo
amplitude. The sonar forms a sector scan of an object to produce a spatial-temporal PAP field.
Classifier neurons apply delays and coincidence detection to the PAP field to identify three distinct
echo types, glints, blobs, and fuzz, which characterize plant features. Glints are large amplitude
echoes exhibiting coherence over successive echoes in the sector scan, typically produced by
favorably oriented isolated specular reflectors. Blobs are large echoes lacking coherence, typically
bordering glints or formed by collections of interfering reflectors. Fuzz represents weak echoes,
typically produced by collection of weak scatterers or by reflectors on the beam periphery. A small
mirror reflector models a flat leaf surface and motivates the glint criteria. Classifiers are applied to
experimental data from two types of tree trunks, a glint-producing sycamore~Platanus
occidenatalis! and a glint-absent Norway maple~Acer platanoides! and two plants, a
glint-producing rhododendron~Rhododendron maximus! and a glint-absent yew~Taxus media!. We
speculate that our narrow-band sonar models the activity of a single frequency bin in the
frequency-modulated~FM! sweep emitted by bats, and that one function of the frequency bins in the
FM sweep is to form a sector scan of the environment. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1401741#

PACS numbers: 43.80.Ka, 43.64.Bt@WA#

I. INTRODUCTION

This paper investigates the information content of ech-
oes fromin situ plants in an effort to understand how bats
recognize landmarks in the field. Attempts to classify objects
from echoes typically employ synthetic emissions to probe
small or simple objects.1–3 Recent attempts to classify plants
from echoes used analog-to-digital conversion to acquire
echo waveforms observed by scanning potted plants in the
laboratory along predetermined planes.4,5 These studies em-
ployed wide bandwidth emissions to mimic the cochlear
membrane and classify features using either neural networks4

or statistical methods.5 In contrast, our approach replaces
expensive analog-to-digital conversion with simple nonlinear
threshold detection to generate a point process and we model
a single hair cell in the cochlear membrane, which responds
to the frequency of the narrow-band excitation of our sonar.
These data are generated by a mobile sonar operating in the
field to scan plantsin situ along scan planes that are favor-
able for plant classification, an ability we argue below bats
have. All plants are in the Grove Street Cemetery in New
Haven, CT.

Plants are interesting objects in that they have random
shapes, change over time, and their classification as land-
marks would benefit bat navigation.5 The portability and
real-time display capabilities of our sonar permit us to inves-
tigate objects that bats encounter in their natural setting.
Controlling the sonar in a novel fashion converts echoes into
multiple pulses, termed pseudo-action potentials~PAPs!,

which are analogous to action potentials observed at the bio-
logical auditory receptor.6 The sonar forms a sector scan of
the environment by rotating the transducer while emitting
probing pulses and processing the echoes. The observed
PAPs then form a PAP field that has both temporal~from one
emission! and a spatial~from the sector scan! dimensions.
Motivated by the classical neural delay line model suggested
by Jeffress,7 we process the PAP field using delays and co-
incidence detection to classify echoes into three categories
for identifying features that could be employed as navigation
landmarks.

To illustrate the range of echo information a plant pro-
vides, this paper examines plants exhibiting quite different
acoustic properties, or those which can or cannot produce
specular reflections. Specular plants, such as the rhododen-
dron ~Rhododendron maximum!, have flat leaves that are
large compared to the wavelength. These act as isolated
specular reflectors that produce large echoes, orglints, when
favorably oriented. As the sonar beam scans over a specular
reflector, glints exhibit two exploitable features: a large am-
plitude and a coherence over successive echoes. Diffuse
plants, such as the yew~Taxus media!, have needles that are
small with respect to the wavelength. These act as diffuse
scatterers to produce many small echo components, which
superimpose randomly at the detector. Strong echoes, termed
blobs, can occur when the components constructively rein-
force at the detector. Different from glints, blobs typically
exhibit little or no coherence as the beam scans over the

2198 J. Acoust. Soc. Am. 110 (4), October 2001 0001-4966/2001/110(4)/2198/9/$18.00 © 2001 Acoustical Society of America



scatterer group. Multiple reflecting objects cause phase inter-
ference at the receiver which changes the amplitude of the
component sum more rapidly with scan angle than an iso-
lated specular reflector, thus disrupting coherence. This is
well-known in radar cross-sections of simple and complex
objects.8

Both plant types also produce weak echoes, which origi-
nate from small objects, from non-normal surfaces, or from
scatterers near the beam edge. These produce sparse PAPs in
time, which are classified asfuzz.

This paper describes the feature extraction and data re-
duction that results by applying PAP data to classifier neu-
rons that produce outputs indicating the presence of glints,
blobs, and fuzz, or features relevant to plant classification.
The next section describes the sonar, methods for generating
the PAP field, and experimental results motivating the crite-
ria for the classifier neurons. Section III presents data ob-
served from scanning plants. The procedure is discussed in
Sec. IV, along with our speculations of its relevance to the
bat echolation system.

II. METHODS

Our mobile sonar consists of the Polaroid 6500 ranging
module,9,10 an inexpensive and convenient system for acquir-
ing in situ sonar data. The sonar connects to an IBM Think-
pad 380D laptop computer for real-time processing. All com-
ponents mount on a modified wheelchair for universal
access. The ranging module connects to a 3.6 cm diam Po-
laroid instrumentation grade ultrasound transducer to gener-
ate emissions and detect echoes. The emission contains 16
cycles at 49.4 kHz. This emission has a narrow bandwidth
~'3 kHz! and exhibits a beam directivity pattern that ap-
proximates that of a vibrating circular piston in an infinite
baffle, which has its first off-axis null at 14°.11 The same
transducer then detects echoes with a sensitivity pattern hav-
ing the same shape. The computer sets the inter-emission
period equal to 100 ms to allow echoes produced by the
previous emission to decay below the threshold. The module
includes a time-varying gain, which increases with time after
emission to compensate for dispersion loss.

The processing performed by the ranging module is
typical of most conventional detectors, while we control it in
a novel way to produce multiple short pulses, as shown in
Fig. 1. The module rectifies the detected echo waveform and
applies the rectified signal to a lossy integrator. A digital
output indicates when the integrator output first exceeds a
threshold. This is its conventional mode of operation in me-
trology and mobile robot applications.12 Our method samples
the output every 2.5ms to approximate the continuous-time
auditory system and clears the indication when it occurs to
form a pulse, a PAP. The module exhibits a refractory period,
with the inter-PAP interval~IPI! varying inversely to the in-
tegrator output amplitude. This causes large isolated echoes,
such as from a specular surface, to exhibit IPIs as short as
140 ms and produce as many as four PAPs before the inte-
grator output decays below the threshold. Weak echoes pro-
duce as few as a single PAP. Echoes from range-distributed
scatterers extend over time and produce additional PAPs
whose IPIs relate to the instantaneous integrator output. Fig-

ures 1~e! and 1~f! show two sample PAP time sequences
produced by echoes from a single emission observed from
the rhododendron and yew, respectively, and analyzed below.

This detector behavior can be easily mimicked with ei-
ther analog electronics or computer programs operating on
sampled data. The main advantage of the Polaroid module is
that it offers an inexpensive and convenient portable device
for acquiring in situ data, requiring only a laptop computer
and a 6 V battery. The module is controlled through the
printer port of the laptop computer~150 MHz Pentium! run-
ning a C language program under MS-DOS for real-time
operation.

The module mounts at 1.5 m height on a motorized pan/
tilt mechanism. Sector scans are formed by panning at 4.5°
s21 about an axis lying along the transducer aperture. An
emission then occurs every 0.45°. A laser pointer directed
along and mounted 5 cm above the transducer axis illumi-
nates the object located near the beam center. This is useful
for relating the observed data to the reflecting structures. The
pan mechanism is mounted on a support that allows the scan
plane to be tilted with respect to the horizontal plane. The
scan plane can then be oriented to the normally incident to a
leaf surface.

FIG. 1. Echo processing to produce pseudo-action potentials~PAPs!. ~a!
Simulated echo waveform—acoustic stimulus.~b! Half-wave rectified
waveform—transmitter substance release.~c! Signal appearing at the output
of a lossy integrator—transmitter concentration at post-synaptic junction.
Threshold level is shown as dashed line.~d! Module output showing a
sequence of three PAPs.~e! PAP sequence observed forRhododendron
maximum~rf. Fig. 5!. ~f! PAP sequence observed forTaxus media~rf. Fig.
6!.
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Classifier neurons

A computer program implements three classifier neurons
to process the PAP field formed by performing a sector scan
across each object. The rules for classifying glints, blobs, and
fuzz were motivated by neuronal delay and coincidence
detection7 and guided by observations from simple experi-
ments. A small mirror mimics an isolated specular leaflike
reflector. We suspended a 7 cmhigh by 5.7 cm wide mirror
so the support generated no interfering echoes. We tilted the
sonar scan plane with laser assistance to achieve normal in-

cidence within60.2° and positioned the mirror surface at 2
m range. At that range the beam main lobe diameter is 0.6 m,
which is ten times larger than the mirror width. Figure 2~a!
displays the PAP field when scanning across the mirror. Each
PAP is represented by a point placed along the sonar orien-
tation angle at the corresponding occurrence time. Echoes
are detected and PAPs produced when the mirror is within
the sonar beam, which extends over 40° in bearing. The larg-
est echoes occur when the mirror surface normal is coinci-
dent with the transducer axis, defining zero bearing. These

FIG. 2. Data observed when scanning across a 7 cm
high by 5.7 cm wide mirror at 2 m range.~a! PAP field.
Rectangles indicate the template satisfying glint crite-
rion. ~b! Classifier neuron outputs positioned at the oc-
currence times of PAPs satisfying the criterion: glints—
circles, blobs—points.
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large echoes exceed the threshold near the leading edge of
the waveform and generate four PAPs. Four successive PAPs
occur over most of the main lobe. The first three are spaced
less than 150ms apart, indicating the instantaneous echo
waveform is much greater than the threshold, and the fourth
PAP occurs within 175ms, indicating that the echo energy is
decreasing, and shows more temporal variation. First off-axis
nulls appear at614°, and the first side lobes are also appar-
ent. Echo amplitudes decrease as the bearing deviates from
normal incidence and exceed the threshold later in the wave-
form, thus generating fewer and retarded PAPs compared to
those produced at zero bearing. The smallest echoes generate
only single PAPs. Small random variations in the PAP occur-
rence times in successive emissions in the sector scan are due
to thermal and density fluctuations in the transmission
medium.13

The first classifier neuron recognizes glints, which ex-
hibit both temporal and spatial features evident in the mirror
PAP field. Glints occur when the PAPs fall within the tem-
plate shown as four rectangles in Fig. 2~a!. In time, glints are
composed of four successive PAPs, whose first three IPIs are
each less than 150ms ~the minimum IPI is 140ms! and
whose fourth IPI is less than 175ms. Four such successive-
in-time PAPs are then examined for coherence over space.
Each of these four PAPs must have eight neighbors, four on
each side in bearing. The first three PAPs occur within610
ms of the central PAP, and the fourth within625 ms. The
glint neuron then indicates the presence of a strong echo
present over 3.6° in the scan.

The blob classifier neuron detects large echoes, which
exhibit the PAP temporal behavior evident in glints, but lack
the coherence over the scan angle. Blobs usually border
glints, when neighboring PAPs fail to meet the coherence
criterion, or are caused by echo components that interfere at
the detector to disrupt the spatial coherence.

The fuzz classifier detects low-level echoes from a col-
lection of range-distributed scatterers that generate sparse
PAP sequences. This classifier detects a sequence of three
widely spaced PAPs, which occur within 600ms with neither
IPI less than 175ms.

Figure 2~b! displays the classifier neuron outputs for the
mirror. A classifier output is placed at the location of the first
PAP in the pattern satisfying the corresponding criterion.
Glints are indicated by circles, blobs by points, and fuzz by
asterisks. Only the glint and blob classifiers produced outputs
for the mirror data since no PAPs satisfied the fuzz classifier
criteria. The glints occur within65° of normal incidence,
thus improving the localization of the mirror compared to the
raw PAP data. Blobs occur where the spatial coherence cri-
terion is not satisfied, usually adjacent to glints. The classi-
fiers have also reduced the complexity of the PAP field by
eliminating PAPs not meeting their criteria. Additional clas-
sifiers could have been formed to detect PAP patterns other
than glints, blobs, and fuzz, but only these three classifiers
have been implemented in this paper because of their obvi-
ous physical interpretation.

Having implemented the classifiers, we acquired PAP
field data fromin situ plants, starting with simple forms and
then progressing to more complex structures. These data

were applied to the three classifiers with the results described
below.

III. RESULTS

The first object was the 0.17 m diam trunk of a sy-
camore tree~Platanus occidenatalis! located at 2.3 m range
and shown in Fig. 3~a!. A 10 cm by 2 cm rectangle provides
a size reference. Figure 3~b! displays the PAP field when
scanning in a horizontal plane across trunk. Patches on the
trunk surface were smooth on the scale of the wavelength
~0.7 cm! and produced strong echoes. PAPs from the main
lobe and side lobes are evident. Sequences of more than four
successive PAPs are observed because the trunk is not planar
and forms multiple strong reflectors distributed over range
and the beam cross section. Figure 3~c! displays the classifier
neuron field produced by the PAP field. Glints appear at three
angles where the trunk surface approximates a specular re-
flector, modeled by the mirror. Multiple glints are produced
by local specular patches. Glints that extend in range are due
to strong reflectors that reinforce the large echo amplitude
over a 9 cmrange interval~0.5 ms!. Blobs occur as the scan
shifts between glints, which interfere to disrupt the coher-
ence. Fuzz occurs on the trunk edges, where bark pieces act
as weak reflectors.

Figure 4~a! shows 0.8 m wide trunk of an old Norway
maple tree~Acer platanoides! located at 2.3 m range. Figure
4~b! displays the PAP field when scanning in a horizontal
plane across the trunk. The trunk surface is rough on the
wavelength scale and acts as a Lambertian surface. At initial
inspection, the maple PAP field appears similar to the main
lobe of the sycamore. The lack of side lobes indicates that
there are no strong specular reflectors in the sample. More
PAPs are observed from each interrogation pulse because the
rough bark presents range-distributed scattering sites over
the beam cross section. Figure 4~c! displays the classifier
neuron field. Note that no glints are present. In this case,
while the trunk is a strong reflector, each strong echo at the
receiver is a superposition of many echo components, which
fail to produce coherence over bearing necessary for a glint.
The first-occurring PAPs exhibit greater variation than that of
the sycamore. Blobs occur along the leading edge of the
trunk and at more distant locations at which the bark scatter-
ers produce reinforcing echo components at the receiver.
Fuzz is apparent on the edges of the trunk and at the latest
PAP produced by the maple. The edge PAPs are produced by
scatterers located on the beam periphery when the sonar axis
is off the trunk. When the beam axis falls near the tree center,
the beam width is sufficiently broad to generate echoes from
range-distributed scatterers lying on the trunk circumference.
The resulting PAPs are placed along the sonar bearing value
at their respective ranges and hence are retarded in time.

Figure 5~a! displays a 2 mdiam rhododendron~Rhodo-
dendron maximum! located at 1.95 m range. Figure 5~b! dis-
plays the PAP field when the scan plane was tilted downward
by 35° to orient the transducer axis to be normally incident to
the leaves at closest range. We speculate that a bat would
search for glints in a similar fashion. Ground echoes begin to
appear at delays of 17 ms. Figure 5~c! displays the classifier
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neuron field. Glints occur at three positions on the rhododen-
dron surface at locations of normally incident leaves. In ad-
dition the normally incident leaf that determined the scan
plane, two other leaves within the beam pattern acted as
strong specular reflectors. Additional scans of the rhododen-
dron using different scan tilt angles produced glints when
normally incident leaf surfaces are encountered. Blobs ex-
hibit variations over bearing. Blob-producing structures on
the plane periphery produce smooth trends, while those
within the plant produce more random variations. Random
blobs are produced by internal leaves and appear irregular
due to wave front disruption experienced by forward scatter-

ing as the emitted pulse propagates into the plane. Echoes
also experience forward scattering on the return path, serving
to further disrupt their wave fronts at the detector. When
echoes consist of a few strong components, wave front dis-
ruption typically varies smoothly with bearing. The chaos
increases with the number of echo components having com-
parable intensities, as evidenced by the deeper blobs.

Figure 6~a! displays a 3 m diam untrimmed yew~Taxus
media! starting at 1.8 m range. The yew has branches that
extend randomly from the plant center, which are covered
with cm-scale needles. The PAP field shown in Fig. 6~b! was
produced when the sonar scan plane was tilted downward by

FIG. 3. Sycamore~Platanus occidentalis! located at 2.3 m range.~a! Picture at 0.17 m diam trunk with 10 cm by 2 cm marker.~b! PAP field produced by scan
in horizontal plane.~c! Outputs of classifier neurons: glints—s; blobs—d; and fuzz—*.
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10°. Additional scans of the yew at other scan angles indi-
cated no qualitative differences in the PAP field or classifier
outputs. The PAP field displays individual branches emanat-
ing out from the yew center. Figure 6~c! displays the classi-
fier neuron field. The first PAPs were generated by the out-
reaching branches and are classified as fuzz. Blobs occur at
internal locations where branches meet to form stronger re-
flectors. These blobs are random in appearance because the
scatterer echo interaction varies quickly over bearing. Glints
do not appear because no PAPs satisfy the glint criteria.

IV. DISCUSSION

These results indicate plant structural features can be
extracted from the PAP field. To first order, leaf surfaces tend
to lie tangentially along the plant periphery with surface nor-
mals pointed slightly upward toward the sun. Glints are de-
tected at directions related to the leaf tilt angle, a feature
helpful for classifying plants. Blobs border glints and indi-
cate internal organized structures. Glints from internal reflec-
tors are rare because forward scattering disrupts echo wave

FIG. 4. Norway maple~Acer platanoides! located at 2.3 m range.~a! Picture of 0.8 m diam maple trunk.~b! PAP field produced by scan in horizontal plane.
~b! Output of classifier neurons: glints—s; blobs—d; and fuzz—*.
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fronts at the detector. Diffuse plants typically produce only
blobs and fuzz. Fuzz occurs on the edges of plants, providing
a measure of their extent over angle.

Our sonar mimics the primary auditory receptor by pro-
ducing a point process in response to echoes, with more in-
tense stimuli producing a larger number of PAPs. Although
PAPs occur too quickly to be generated by a single biological
neuron, two or three neurons could conceivably generate the
required PAPs for the coincidence detection described. The
10 ms coherence criterion in the glint and blob classifier is
consistent with biological capabilities.14

Bats flying above specular plants and directing their

emissions downward would observe glints at particular
points in their trajectory. We speculate how the scanning pro-
cess described here could be implemented by a bat. Our
narrow-band emission can be viewed as a band-limited bin
of the longer duration~10 ms! FM emissions used by bats to
explore their environment. This idea is motivated by the bat
auditory system, which is often modeled as a set of band-
pass filters, which extract specific frequency components
from echoes.15 A glint is a reflection from a specular surface,
which remains specular for all frequency bins in the sweep,
as long as the surface has dimensions that are greater than
roughly ten times the wavelength. Glints are classified by

FIG. 5. Rhododendron~Rhododendron maximum! located at 1.95 m.~a! Picture ofa 2 m diam rhododendron.~b! PAP field produced by scan plane tilted 35°
downward from horizontal.~c! Outputs of classifier neurons: glints—s; blobs—d; and fuzz—*.
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considering a set of nine adjacent echoes, which occur in this
paper during a 3.6° sector scan. Since bats usually fly when
producing emissions, each bin examines a different part of
the environment, thus naturally forming a scan. Scanning
density can also be controlled by head rotation. A bat can
accomplish the 0.45° scan increment employed in this paper
by using 0.5 ms duration bins of a 50–25 kHz downward FM
sweep lasting 10 ms by the head rotating at 900° s21, which
is a quick nod. Performing this scan during a single FM
sweep has two advantages over the method of data acquisi-
tion used in this paper. Each frequency bin would produce a
single temporal PAP pattern, while adjacent bins would form

adjacent scan lines. Generating the PAP field in a short time
would reduce effects of dynamic changes in the transmission
medium, which cause jitter in the PAP occurrence times
when the emissions are 100 ms apart, as in our experiments.
The second advantage is the reduction in the delays for glint
coincident detection in adjacent scans from the 100 ms emis-
sion period to the 5 ms bin interval, which is physiologically
more reasonable.

V. SUMMARY

This paper examined the information content of point
processes extracted from echoes fromin situ plants in an

FIG. 6. Yew~Taxus media! located at 1.8 m range.~a! Picture of 3 m diam untrimmed yew.~b! PAP field produced by scan plane tilted 10° downward from
horizontal.~c! Outputs of classifier neurons: glints—s; blobs—d; and fuzz—*.
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attempt to understand how bats recognize landmarks in the
field. A mobile sonar converted echoes into biologically
similar pseudo-action potentials~PAPs!, whose inter-PAP in-
tervals relate to echo amplitude. We described a simple
mechanism that converts an acoustic input into a point pro-
cess, in which the temporal density increases with stimulus
intensity. The sonar formed a sector scan to produce a
spatial-temporal PAP field of an object. Classifier neurons
applied delays and coincidence detection to the PAP field to
identify three distinct echo types, termed glints, blobs, and
fuzz, which characterize plant features. Glints are large am-
plitude echoes exhibiting coherence in successive echoes
over bearing in the sector scan, typically produced by favor-
ably oriented specular reflectors. Blobs are large echoes lack-
ing coherence over bearing, typically formed by specular re-
flectors on the beam periphery or by collections of
nonspecular reflectors. Fuzz represents weak echoes, typi-
cally produced by collections of weak scatterers, or objects
on the beam periphery. A small mirror models a flat leaf
surface to motivate the glint classifier criterion. Sycamore,
Norway maple, rhododendron, and yew could be easily dif-
ferentiated from the PAP classifier neuron field. We specu-
lated that our sonar emission corresponds to a section of the
FM emission produced by bats, and that one function of the
FM sweep is to form a sector scan of the environment.
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Echolocating bats transmit ultrasonic vocalizations and use information contained in the reflected
sounds to analyze the auditory scene. Auditory scene analysis, a phenomenon that applies broadly
to all hearing vertebrates, involves the grouping and segregation of sounds to perceptually organize
information about auditory objects. The perceptual organization of sound is influenced by the
spectral and temporal characteristics of acoustic signals. In the case of the echolocating bat, its
active control over the timing, duration, intensity, and bandwidth of sonar transmissions directly
impacts its perception of the auditory objects that comprise the scene. Here, data are presented from
perceptual experiments, laboratory insect capture studies, and field recordings of sonar behavior of
different bat species, to illustrate principles of importance to auditory scene analysis by echolocation
in bats. In the perceptual experiments, FM bats~Eptesicus fuscus! learned to discriminate between
systematic and random delay sequences in echo playback sets. The results of these experiments
demonstrate that the FM bat can assemble information about echo delay changes over time, a
requirement for the analysis of a dynamic auditory scene. Laboratory insect capture experiments
examined the vocal production patterns of flyingE. fuscustaking tethered insects in a large room.
In each trial, the bats consistently produced echolocation signal groups with a relatively stable
repetition rate~within 5%!. Similar temporal patterning of sonar vocalizations was also observed in
the field recordings fromE. fuscus, thus suggesting the importance of temporal control of vocal
production for perceptually guided behavior. It is hypothesized that a stable sonar signal production
rate facilitates the perceptual organization of echoes arriving from objects at different directions and
distances as the bat flies through a dynamic auditory scene. Field recordings ofE. fuscus, Noctilio
albiventris, N. leporinus, Pippistrellus pippistrellus, andCormura brevirostrisrevealed that spectral
adjustments in sonar signals may also be important to permit tracking of echoes in a complex
auditory scene. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1398051#

PACS numbers: 43.80.Lb, 43.80.Ka, 43.66.Ba, 43.66.Lj, 43.66.Mk@WA#

I. INTRODUCTION

Auditory perception goes beyond the detection, dis-
crimination, and localization of sound stimuli. It involves the
organization of acoustic events that allows the listener to
identify and track sound sources in the environment. For
example, at a concert, individuals in the audience may be
able to hear out separate instruments, or differentiate be-
tween music played from different sections of a symphony
orchestra. At the same time, each listener may also follow a
melody that is carried by many different sections of the or-
chestra together. In effect, the listener groups and segregates
sounds according to similarity or differences in pitch, timbre,
spatial location, and temporal patterning, to perceptually or-
ganize the acoustic information from the auditory scene. Au-
ditory scene analysis thus allows the listener to make sense
of dynamic acoustic events in a complex environment~Breg-
man, 1990!.

Auditory scene analysis shares many perceptual phe-

nomena with visual scene analysis, facilitating the applica-
tion of Gestalt principles to its study. For example, both vi-
sual and auditory scene analyses involve the segregation and
grouping of information to develop a coherent representation
of the external sensory environment. The auditory and visual
systems both perform operations such as object recognition,
figure–ground segregation, and stimulus tracking.

The phenomenon of auditory stream segregation in hu-
mans appears to follow some fairly simple laws, namely the
effect depends on the frequency similarity of groups of tones
and the rate at which stimuli are presented. Similar laws also
apply to apparent motion in vision, a phenomenon in which
spatially separated lights that flash in sequence give rise to
an observer’s perception of a moving light. As with melodic
motion in auditory streaming, visual apparent motion de-
pends on the similarities among the lights that flash and the
temporal separation of flashes~Körte, 1915!.

Perceptual grouping and segregation of sounds plays an
important role in auditory scene analysis. In human psycho-
acoustic studies, a subject listening to tones that alternate
slowly between low and high frequencies~e.g., 300, 2000,
400, 2100, 500, 2200 Hz! reports hearing the individual
tones in the sequence. However, when the stimulus presen-
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tation rate is increased, the listener hears out streams of
tones, one containing the low-frequency signals~300, 400,
500 Hz! and the other containing the high frequency signals
~2000, 2100, 2200 Hz!. In some cases, the listener reports
hearing these tone streams in alternation and in other cases
reports two simultaneous auditory streams that differ in per-
ceived amplitude~Bregman and Campbell, 1971!. A sche-
matic of these stimulus patterns is presented in Fig. 1~A!.

Only recently have studies of animal perception exam-
ined the principles of auditory scene analysis in nonhuman
species. Experiments with European starlings~Braaten and
Hulse, 1993; Hulseet al., 1997; Wisniewski and Hulse,
1997; MacDougall-Shackletonet al., 1998! and goldfish
~Fay, 1998, 2000! have demonstrated that spectral and tem-
poral features of acoustic patterns influence the perceptual
organization of sound in these animals. Using conditioning
and generalization procedures, these researchers provide em-
pirical evidence that both fish and birds can hear out com-
plex acoustic patterns into auditory streams.

While the concept of auditory scene analysis applies
broadly to all hearing animals, it is vividly illustrated in the
echolocating bat, a mammal that probes the environment
with sonar vocalizations and extracts spatial information
about the world from the features of returning echoes. Each
species of bat has a distinct repertoire of signals that it uses
for echolocation, and the features of these sounds determine
the echo information available to its sonar imaging system.
The sonar sounds used by bats fall broadly into two catego-
ries, narrow-band, constant-frequency~CF! signals and
broadband, frequency-modulated~FM! signals. Bats using
CF signals for echolocation typically forage in dense foliage
and are specialized to use Doppler shifts in returning echoes
for the perception of target movement~e.g., Schnitzleret al.,
1983!, aiding in the segregation of figure~insect target! and
ground~vegetation!. By contrast, many FM bats forage in the
open or at the edge of forests, using shorter, broadband sig-
nals ~Kalko and Schnitzler, 1998; Schnitzler and Kalko,
1998! that are well suited for target localization~e.g., Sim-
mons, 1973, 1979; Moss and Schnitzler, 1989, 1995! and for
separating figure and ground.

The acoustic parameters a bat uses to determine the fea-
tures of an object is conveyed by the features of the echoes
~Moss and Schnitzler, 1995!. For example, a bat can dis-

criminate the size of an object from the intensity of echoes
~Simmons and Vernon, 1971!, the velocity of a target from
the Doppler shift of the echoes~Schnitzler, 1968!, and the
shape of an object from the spectrum of the echoes~Sim-
monset al., 1974!. Differences in arrival time, intensity and
spectrum of echoes at the two ears encode the location of an
object in azimuth~Blauert, 1997; Shimozowaet al., 1974;
Simmonset al., 1983! and elevation~Batteau, 1967; Grinnell
and Grinnell, 1965; Lawrence and Simmons, 1982; Wotton
et al., 1995!. The third dimension, the distance between the
bat and an object~target range!, is determined from the time
delay between the outgoing sound and the returning echo
~Hartridge, 1945; Simmons, 1973!. Together, these cues pro-
vide the bat with information to form a three-dimensional
~3D! representation of a target and its position in space.
While research over the last 30 years has elucidated the echo
features that bats use to localize and discriminate sonar tar-
gets, we know little about how these acoustic features are
perceptually organized in the representation of an auditory
scene. Here, we present a conceptual framework to advance
our understanding of the bat’s perceptual organization of
sound for the analysis of complex auditory scenes.

II. DETAILING THE PROBLEM: AUDITORY SCENE
ANALYSIS BY ECHOLOCATION

The analogy between auditory scene analysis in bats and
visual scene analysis in other animals is particularly strong,
because sonar targets are auditory objects, and the echolocat-
ing bat uses spatial information carried by sonar echoes to
identify and track these auditory objects. Many species of bat
use echolocation to hunt small insect prey in the dark. This is
a daunting perceptual task, given the acoustic environment in
which the bat must operate. The bat produces sonar vocal-
izations and processes information in returning echoes to de-
tect, track, and intercept insects that may be only a few mil-
limeters in diameter. To accomplish this task, the bat must
sort out its own sonar vocalizations from returning echoes. In
addition, it may encounter echoes from multiple targets~sev-
eral insects in a cluster, branches, walls, etc.!, as well as
signals produced by other bats in close proximity. To suc-
cessfully intercept the insect and avoid obstacles, the bat
must organize acoustic information collected from multiple

FIG. 1. ~A! Schematic illustration of alternating tone
frequencies over time that give rise to the perception of
two pitch streams~after Bregman, 1990!. ~B! Schematic
illustration of alternating echo delays over time that are
hypothesized to give rise in the bat to the perception of
two sonar target distance streams.
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sonar targets arriving from different directions and at differ-
ent times. This problem is illustrated in Fig. 2~A!.

Figure 2~A! ~above! shows a bat pursuing an insect that
is flying in the vicinity of trees. This figure contains six
panels, each illustrating a slice in time, and the bat’s position
relative to the insect and trees changes over time. Below the
illustrated panels is a schematic showing the timing of
echolocation cries, one associated with each slice in time,
and the corresponding echoes. Each of the bat’s sonar vocal-
izations appears as a solid dark bar, and the echoes returning
from the objects in the environment appear as stippled bars.
Echoes from the insect and three trees are identified with
distinct patterns. When displayed as a string of sounds,
pulses, and echoes, it is difficult to identify patterns of delay
change over time that the bat must sort out. In addition, echo
returns from one sonar pulse may arrive after the production
of a second pulse, as illustrated by the numbers below that
identify the echoes associated with each pulse and the result-

ing echoes. The plots below separate out the delays of echoes
for each of the objects in the bat’s environment with a reduc-
tion in distance. In these plots, one can more readily see that
the absolute delays and rates of delay changes over time are
distinct for the insect and the three trees.

These data are presented in yet another format in Fig.
2~B!, which displays an echo delay marker for each of the
objects in the environment, stacked over time. This figure
shows the reflecting objects as sloping ridges, whose place-
ment along the axes and slopes depend on the bat’s relative
position and velocity with respect to the insect and trees.
This figure also illustrates the change in sound repetition rate
as the bat approaches a target@not conveyed in Fig. 2~A!#,
and the search, approach, and terminal buzz phases~I and II!
of the insect capture sequence~Griffin et al., 1960! are la-
beled on the righty axis. The duration of the signals is con-
veyed by the length of each marker. The amplitude of the
echoes is arbitrarily set at a fixed level that does not change

FIG. 2. ~A! Illustration of a bat pursu-
ing a prey item in the vicinity of trees.
Each panel represents a new slice in
time, each separated by a fixed inter-
val. In each panel, the bat’s position
relative to the trees and insect
changes, as the bat pursues its prey.
Below the drawing is a schematic that
displays the relative timing of sonar
pulses~solid bars! and target echoes
~individual trees and insect echoes are
represented by filled triangles, circles,
and x’s!. Bottom shows separate plots
of the time delay between each sonar
pulse and returning echo depends on
the distance between the bat and the
reflecting object, plotted separately for
each of the objects.~B! A schematic
that illustrates the changing echo de-
lays for each of the reflecting objects.
The right y-axis shows the stages of
insect pursuit. B-I refers to buzz one
and B-II refers to buzz two. As the bat
flies closer to the trees and insect, the
delays shorten. The echo amplitudes
are arbitrarily set at fixed values that
do not change with distance but dura-
tions and signal intervals were taken
from a pursuit sequence recorded in
the field. Only when the bat has passed
an object does the amplitude decrease
rapidly to reflect the low SPL radiated
in the backward direction. The rate of
delay changes over time for each of
the reflecting objects as a distinct ridge
with a particular slope. In this display,
one can visually identify and track the
returning echoes from the trees and in-
sect over time.
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with target distance, but the figure does illustrate how echo
amplitude decreases rapidly after the bat flies past an object.
It is important to note how the increase in sound repetition
rate ~and the decrease in signal duration! in the terminal
phase defines and ‘‘sharpens up’’ the ridges corresponding to
the insect and the three trees. Just as the layout of a graphic
display can aid the identification of patterns in echo delay
changes over time, we propose that the bat’s auditory system
perceptually organizes the signals arriving from multiple ob-
jects at different distances to create a readable display, which
then permits tracking and capture of insects in a dynamic and
complex acoustic environment.

Moreover, echolocation is an active system, i.e., the bat
transmits the very sound energy it uses to probe the environ-
ment. As a bat flies toward a target, changes in the repetition
rate, bandwidth, and duration of its sonar emissions occur,
and these dynamic vocal production patterns are used to di-
vide the bat’s insect pursuit sequence into different phases:
search, approach, and terminal buzz@Griffin et al., 1960;
Webster, 1963; see Fig. 2~B!#. Given that the perceptual or-
ganization of sound depends on the acoustic features of sig-
nals, changes in the bat’s sonar vocalizations certainly im-
pact its analysis of an auditory scene. While the active
modulation of sonar vocalizations in response to changing
echo information complicates our task of understanding
scene analysis by echolocation, the bat’s vocal production
patterns also provide us with a window to the acoustic infor-
mation the bat is actively controlling as it maneuvers through
the environment.

How does the bat’s sonar system operate to coordinate
spatial acoustic information from a complex environment to
avoid obstacles and intercept prey? Here, we describe some
experimental data showing that the bat assembles acoustic
information over time, a requirement for spatial tracking of
moving targets and the analysis of auditory scenes. We also
discuss sonar vocalization patterns of bats operating in a dy-
namic auditory scene. These vocalization patterns provide
some insights to the bat’s active control for scene analysis by
echolocation.

III. CONCEPTUAL FRAMEWORK

As described above, humans listening to tone sequences
may experience perceptual streaming of the acoustic patterns
along the frequency axis. We propose here that echolocating
bats, animals with well-developed three-dimensional~3D!
spatial hearing, may stream acoustic patterns along the delay
axis. Certainly a variety of acoustic parameters contributes to
a bat’s perceptual organization of sound, but we choose to
focus here on the single parameter of echo delay. If the bat
streams echo information along the delay axis, this could
provide the perceptual foundation for sorting echoes arriving
from different objects at different absolute delays and rates
of delay change over time@see Fig. 1~B! and Fig. 2#.

While the notion of the bat’s acoustic scene has been
considered in very general terms~e.g., Dearet al., 1993a;
Simmonset al., 1995!, a conceptual framework to identify
and study the principles that operate in the perceptual orga-
nization of sound by an echolocating animal has not been
previously formulated. In this paper, we take a small step

towards unraveling the complicated problem of scene analy-
sis in biosonar. Here, we articulate our working hypotheses
and report on data that lay a foundation for understanding
how the perceptual and vocal-motor systems may operate to
support auditory scene by the echolocating bat. In this con-
text, we wish to caution that our data only touch upon the
many issues that bear on the problem of scene analysis
through active sonar.

IV. STUDY 1. PSYCHOPHYSICAL EXPERIMENTS

FM bats, such asEptesicus fuscus, receive brief acoustic
flashes of a changing environment as they fly. In order for the
FM bat to organize acoustic information from sonar targets
in a dynamic scene, it must assemble echo information over
time. E. fuscusmust therefore use working- or short-term
memory to track changing echo information about sonar tar-
gets.

Field and laboratory observations of the bat’s increasing
repetition rate during insect approach and capture might sug-
gest that echolocating bats integrate acoustic information
over time; however, these data have not been taken as the
definitive demonstration of echo integration, because echo
delay-dependent changes in vocal production patterns do not
explicitly inform us about the animal’s perception of echo
sequences. To experimentally address this question, we have
conducted some perceptual experiments, and the data dem-
onstrate thatEptesicus fuscuscan indeed assemble informa-
tion about changing echo delay to discriminate sonar targets.
These findings suggest that the bat’s perceptual system meets
the minimum requirements for analysis of a dynamic audi-
tory scene.

A. Animals

Five FM bats of the speciesE. fuscusserved as subjects
in the different perceptual tasks. The animals were collected
from private homes in Maryland during the summers of 1995
and 1996 and housed in a colony room at the University of
Maryland, College Park. The temperature in the colony
room was maintained at approximately 27 °C and the day/
night cycle was reversed, with lights out between 7:00 a.m.
and 7:00 p.m. Bats were given free access to water and
maintained at about 85% ofad lib body weight. Food was
available only as a reward during behavioral experiments,
which were carried out 6–7 days/week over a period of 18
months.

B. Apparatus and target simulation

Behavioral experiments took place in a large~5.6 3 6.4
3 2.5 m! carpeted room, whose walls and ceiling were lined
with acoustic foam~Sonex! that reduced the amplitude of
ultrasonic reverberation by a minimum of 20–30 dB below
what would be present if the room surfaces were hard and
smooth.

Each bat was trained to rest at the base of an elevated
Y-shaped platform~1.2 m above the floor! and to produce
sonar sounds. The bat’s sonar sounds were picked up by a
vertically oriented 1/8 in. Bruel & Kjaer condenser micro-
phone~model 4138! that was centered between the arms of
the platform at a distance of 17 cm from the bat. The bat’s

2210 J. Acoust. Soc. Am., Vol. 110, No. 4, October 2001 C. F. Moss and A. Surlykke: Auditory scene analysis in bats



echolocation sounds were amplified, bandpass filtered at
20–99 kHz~Stewart filter, model VBF7!, digitized with 12-
bit accuracy at a rate of 496 kHz~controlled externally by a
Stanford Research Systems function generator!, electroni-
cally delayed~custom DSP board, SPB2-Signal Data, in-
stalled in a 486 computer!, attenuated~PA-4, Tucker-Davis
Technologies!, low-pass filtered~Krone-Hite!, and broadcast
back to the bat through a custom electrostatic loudspeaker
~designed by Lee Miller, University of Odense, Denmark!.
The loudspeaker, positioned in front of the microphone~0.5
cm lower than the microphone grid! and 15 cm from the bat,
was powered by a dc amplifier~Ultrasound Advice! and had
a frequency response that was flat within 3 dB between 25
and 95 kHz@see Figs. 3~A!,~B!#. Placement of the micro-
phone behind the speaker eliminated feedback in the system,
and the signals recorded were not distorted by the presence
of the speaker~see Wadsworth and Moss, 2000!.

The total gain of the system feeding into the DSP board
was approximately 60 dB, to bring the peak–peak amplitude
of most bat sonar sounds to a level just below the 12-bit limit
of the processor for maximum signal-to-noise ratio~S:N!.
Digital attenuators~PA-4, Tucker Davis Technologies! per-
mitted adjustment of the playback level of the sounds return-
ing to the bat’s ears, which was set at approximately 80 dB
SPL ~rms! for all experiments.

Each sound produced by the bat resulted in a single
sonar signal playback that simulated an echo from a target

positioned directly in front of the bat, whose distance was
determined by an electronic delay controlled by the experi-
menter. The shortest echo delay used was 4.43 ms, corre-
sponding to a target distance of 76 cm, and the longest echo
delay was 4.93 ms, corresponding to a target distance of 85
cm.

Before each experiment, a calibration routine was run to
test each of the components of the target simulator. The elec-
trostatic loudspeaker broadcast a linear 1-ms 10–100-kHz
frequency modulated sweep that was picked up by a con-
denser microphone~QMC! positioned on the test platform.
The signal received by the microphone was amplified, fil-
tered~Stewart VBF-7, 10–99 kHz!, and delivered to the DSP
board. The arrival time and power spectrum of the FM sound
picked up by the microphone were measured and compared
against standard values. Experimental data were collected
only when the delay and power spectrum of the calibration
signal matched the standard values, a 0.29-ms delay when
the microphone was positioned 10 cm from the speaker~one-
way travel delay, 2.9 ms/m! and a relatively flat spectrum
@63 dB at 25–95 kHz; see Fig. 3~B!#.

C. Behavioral task: Sequential versus random echo
delay sequences

Each of the bats was trained in a two-alternative forced-
choice experiment to discriminate between two stimulus sets

FIG. 3. ~A! Schematic of playback apparatus used in
the psychophysical experiments. The bat was trained to
rest at the base of the Y-platform and emit sonar vocal-
izations into an 1/8 in. microphone. The bat’s signals
were amplified, bandpass filtered, digitized, electroni-
cally delayed, attenuated, low-pass filtered, and broad-
cast back to the bat through a custom loudspeaker.~B!
Frequency response curve of the playback system.~C!
Schematic illustration of the pattern of delay changes
presented in the sequential~S! and random~R! echo
playbacks~see the text!.
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of echo delays. Each stimulus set contained the same set of
six echo delays, and the bat received only one echo playback
for each sonar emission. In one echo set, the delays system-
atically increased or decreased~stimulus ‘‘S’’!, and in the
other echo set, the sequence of delays was randomized
~stimulus ‘‘R’’ !. The echo stimulus set repeated until the bat
made its response~see below!. The step size and direction of
echo delay change was manipulated. The delay step size of
echoes in stimulus set S was unequal in some experiments to
ensure that the bat was discriminating the pattern of echo
delay change, and not simply between variable and fixed
delay steps in echo sets S and R. A schematic of these echo
sets is illustrated in Fig. 3~C!. Table I lists the different echo
delay conditions tested in these experiments.

The bat learned to report whether it perceived a system-
atic increase or decrease in target distance by crawling down
the left arm of the platform to indicate an ‘‘S’’~sequential!
response or if it perceived a random presentation of the same
echo delays by crawling down the right arm of the platform
to indicate an ‘‘R’’ ~random! response. The presentation of
the random and sequential echo sets followed a pseudoran-
dom schedule~Gellerman, 1933!, and the bat’s response~S
or R! was recorded. For each correct response, the bat re-
ceived a food reward~a piece of mealworm!, and for each
incorrect response, the bat experienced a 10–30 s time-out.
No correction trials were introduced. Each test day included
25–50 trials per bat.

D. Results

1. Behavioral performance

The data from two bats that successfully completed test-
ing under all conditions are plotted in Fig. 4.~Three out of
the five bats trained in the task fell ill during the experiment,
and their data sets are incomplete.! The conditions are sepa-
rated into different panels and identified by number 1–5~see

Table I for stimulus details on each condition!. Note that in
some instances, the bat’s discrimination of echo patterns in
one condition transferred immediately to a new pattern, and
performance remained at or above 75%-correct following the
introduction of a new stimulus set. These data show that the
bat can integrate echo sequences along the dimension of de-
lay ~Morris and Moss, 1995, 1996!, and they lay the founda-
tion for future studies that can directly probe the phenom-
enon of stream segregation along the delay axis in
echolocating bats. Such experiments will determine whether
the bat hears out delay streams from complex echo delay
patterns.

V. STUDY 2: BEHAVIORAL STUDIES OF
ECHOLOCATING BATS OPERATING IN A COMPLEX
AUDITORY SCENE

A complete understanding of auditory scene analysis
should specifically address the acoustic problems that must
be solved by the species under study. The use of biologically
relevant stimuli in the study of auditory scene analysis has
not been widely applied, but this approach has been adopted

FIG. 4. Performance of two individual bats~M-6 and G-6! trained to dis-
criminate between the sequential and random playbacks. Breaks between the
data points appear when experimental trials were not run over consecutive
days. Each block shows data that come from a single condition, indicated by
numbers 1–5 above thex-axis ~see Table I!. Criterion for successful dis-
crimination was 75%-correct performance over a minimum of 3 days.

TABLE I. Summary of stimulus conditions in the sequential versus random
echo delay discrimination task. Values refer to electronic echo delays in ms.
Acoustic travel time from the bat to the microphone and from the loudps-
peaker to the bat adds 0.93 ms to these values for the total echo playback
delays presented in the sequential conditions.

Condition 1
Decreasing:

4.00 3.90 3.80 3.70 3.60 3.50

Condition 2
Decreasing:

4.00 3.95 3.90 3.85 3.80 3.75

Condition 3
Increasing:

3.50 3.60 3.70 3.80 3.90 4.00

Condition 4
Increasing:

3.75 3.80 3.85 3.90 3.95 4.00

Condition 5
Increasing:

3.50 3.55 3.75 3.82 3.90 4.00
~unequal step sizes!
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by Hulse and colleagues working on the perceptual organi-
zation of sound in the European starling~Hulseet al., 1997;
Wisniewski and Hulse, 1997!. They studied the European
starling’s perception of conspecific song and found evidence
for stream segregation of biologically relevant acoustic sig-
nals by the starling. Similarly, in bats, one can study the
phenomenon of scene analysis in the context of biologically
relevant acoustic tasks. In particular, the bat’s pursuit and
capture of insect prey in a dynamic acoustic environment
requires analysis of the auditory scene using echoes of its
own sonar vocalizations. Thus, studies of vocal production
patterns in echolocating bats can provide insights to the ani-
mal’s perception and control of the auditory scene~Wad-
sworth and Moss, 2000!. Indeed, the echolocating bat’s per-
ception of the world builds upon sonar returns of its
vocalizations. Given that the repetition rate and frequency
separation of sounds affect stream segregation in human lis-
teners, the vocal production patterns of the bat would be
expected to influence its perceptual organization of space
using sonar echoes. Below, we describe high-speed video
and sound recordings of the echolocating bat as it flies
through a dynamic auditory scene to intercept insect prey
tethered in open laboratory space and in the vicinity of echo
clutter-producing leaves and branches.

A. Animals

Seven FM bats of the speciesEptesicus fuscusserved as
subjects in the laboratory insect capture studies. Four of the
animals were collected from private homes in Maryland dur-
ing the summers of 1997–1999 and three from a cave in
Ontario, Canada in the winter of 2000. Bats were housed in
the University of Maryland bat colony room under condi-
tions comparable to those of the bats in the psychophysical

experiments. Food was available only as a reward during
behavioral experiments, which were carried out 4–5 days/
week over a period of 27 months.

B. Behavioral studies of echolocation behavior in
free flight

Big brown bats~Eptesicus fuscus! were trained to cap-
ture tethered whole mealworms~Tenebrio molitor! in a large
flight room ~6.4 3 7.3 3 2.5 m! lined with acoustical foam
~Sonex!. Their vocalization behaviors were studied under
open-space and clutter conditions. In the open-space condi-
tion, no obstacles were in the vicinity~within 1 m! of the
insect target; however, the walls, ceiling, and floor of the
flight room prevent us from creating a truly open space en-
vironment. In the clutter condition, the tethered mealworm
was suspended 5–90 cm from leafy house plants placed in
the calibrated space of the behavior room~see video process-
ing methods below!. The separation between target and clut-
ter was manipulated between trials: close~5–15 cm!, inter-
mediate~20–30 cm!, and far~.40 cm!. A schematic of the
setup for these experiments is presented in Fig. 5.

Experiments were carried out using only long-
wavelength lighting~Plexiglas #2711; Reed Plastics and Bo-
gen Filter #182! to eliminate the use of vision by the bat
~Hope and Bhatnagar, 1979!. Mealworms were suspended at
a height of about 1.5 m above the floor by monofilament line
~Trilene Ultra Thin, 0.1-mm diameter! within a 5.3-m target
area in the center of the room. A mealworm was suspended
at a randomly selected location within the target area, and
then the bat was released in a random direction to orient to
the target area and find the mealworm. So that the bat would
not memorize the target area, the mealworm was suspended
outside the target area 50% of the time, and those trials were

FIG. 5. Schematic of setup for video
and sound recordings of tethered in-
sect captures by echolocating bats.
Two video cameras were mounted in
the room to permit 3D reconstruction
of the bat’s flight path. Video record-
ings were synchronized with audio re-
cordings taken with ultrasonic micro-
phones delivering signals to either a
digital acquisition system ~IoTech
Wavebook! or a reel-to-reel high-
speed recorder~Racal!.
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not recorded. Once each bat achieved a consistent capture
rate of nearly 100% in open-space conditions~typically
within 2 weeks of introduction to the task!, audio and video
recordings of its capture behavior began.

1. Video recordings

Two gen-locked~frame synchronized!, high-speed video
cameras~Kodak MotionCorder, 6403240 pixels, 240-Hz
frame rate, and 1/240-s shutter speed! were positioned just
below the ceiling in the corners of the flight room. A calibra-
tion frame ~Peak Performance Technologies! was placed in
the center of the room and filmed by both cameras prior to
each recording session. The high-speed video cameras were
used to record target position, bat flight path and capture
behavior. The resulting images were used in calculation of
the three-dimensional positions of the bat, target, and micro-
phones.

The video buffer contained 1963 frames, allowing for
recording of 8.18 s of data at 240 frames/s. Using an end-
trigger on the video, we captured the behavior leading up to
and just following successful and unsuccessful insect cap-
tures.

2. Audio recordings

Echolocation signals were recorded using two ultrasonic
transducers~Ultrasound Advice! placed within the calibrated
space. In some trials, the microphone output was amplified
~Ultrasound Advice! and recorded on the direct channels of a
high-speed tape recorder~Racal Store-4 at 30 in. per second!.
An FM channel of the tape recorder was used to record TTL
synch pulses corresponding to the start of each video frame
and gated to the end of video acquisition. In other trials, the
microphone signals were amplified, bandpass filtered~10–99
kHz, 40-dB gain, Stewart, VBF-7! and recorded digitally on
2 channels of an IoTech Wavebook 512 at a sample rate of
240 kHz/channel. The Wavebook, controlled by a Dell In-
spiron 7000 laptop computer, had 16 Mbytes of random ac-
cess memory~RAM! and was set to record 8.18 s prior to the
trigger; the trigger was set to simultaneously stop the audio
and video acquisition. The experimenter triggered the system
on each trial after the insect capture was attempted and/or
accomplished. This approach allowed us to record 8.18 s of
audio data that corresponded precisely to the video segment
for a given trial.

C. Data analysis

1. Video processing methods

A commercial motion analysis system~Peak Perfor-
mance Technologies, Motus! was used to digitize both cam-
era views with a Miro DC-30 Plus interface. The Peak Motus
system was also used to calculate the three-dimensional lo-
cation of points marked in both camera views. Digitization
was to 1/4-pixel resolution using magnification. The digiti-
zation procedure resulted in 256031920 lines of resolution.
The video image spanned less than 6 m horizontally, so that
1/4-pixel resolution corresponded to approximately 0.4 mm.
The accuracy of the system was within60.5% over a cali-
brated volume extending approximately 2.232.2 m across

the room and 1.6 m vertically. The three-dimensional space
calibration frame provided 25 control points for direct linear
transformation~DLT! calibration. The calibration procedure
produced a mean residual error of 1.0 cm in each coordinate
for the 25 control points.

The video position data for the bat, the target, and
clutter-producing plants~when present! were entered in a
database for each trial. The bat’s position with respect to the
microphones was also measured, and a correction factor for
the sound travel time from the bat to the microphone was
used to accurately record the vocalization times.

2. Audio processing methods

Recordings of the bat’s sonar vocalizations in the labo-
ratory insect capture studies were processed following two
distinct methods. The sounds recorded on the Racal Store 4
tape recorder were played back at 1/4th the recording speed
~7.5 in. per s! and digitized using a National Instruments
board AT-MIO-16-1 with a sampling rate of 60 kHz per
channel, resulting in an effective sampling rate of 240 kHz
per channel. Custom software~LABVIEW ! trimmed the digi-
tized audio data to begin with the first and end with the last
frame of each trial’s video segment, and output files were
exported to a signal-processing program~SONA-PC©!. Using
SONA-PC, a fast Fourier transform~FFT! was performed over
256 points per time step, with 16–20 points being replaced
in each time step, and the signals were displayed spectro-
graphically. The onset time, duration, and start- and end fre-
quencies of the first harmonic of the emissions were marked
with a cursor on the display and entered in a database for
further analysis. Data acquired digitally with the IoTech
Wavebook were displayed as time waveforms and spectro-
grams~256-point FFT! using MATLAB . The onset time and
duration of the signals were measured using the time wave-
forms, and frequency measurements were taken from the
spectrograms. Audio and video data were merged in a single
analysis file in order to associate vocal behavior with motor
events.MATLAB animation permitted dynamic playback of
the bat’s position data and corresponding vocalizations, en-
abling detailed study of the bat’s behavior under different
task conditions ~programming by Aaron Schurger!. Ex-
amples can be found at http://batlab.umd.edu/
insect_capture_trials.

D. Results

Three hundred and twenty trials were run in the open-
space condition and 170 trials in the clutter condition. Bats
successfully intercepted tethered insects at a rate of 95% in
the open space and 80% in the presence of echo clutter-
producing plants, when the target was 20–90 cm from the
clutter. Detailed video and sound analyses were carried out
for a subset of trials, 53 open-space trials and 107 clutter
trials. Three-dimensional plots of the bats’ flight paths in
representative trials from selected open-space and clutter
conditions are shown in Fig. 6. Each data point~open circle!
along the bat’s flight path indicates the occurrence of a sonar
vocalization. The asterisks in the clutter trials denote the po-
sition of the branches. The final target position is shown with
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a star, and in the case of moving target trials, the path of the
insect is illustrated with a fine line. All trials presented in
Fig. 6 resulted in successful target capture. Consistent with
earlier reports~e.g., Griffin, 1953, 1958; Cahlanderet al.,
1964; Webster, 1963!, the interval between the bat’s sonar
vocalizations decreased as the bat approached the insect, but
in general, the decrease was not continuous. In fact, most
trials contained groups of sounds that occurred with rela-
tively stable intervals, interrupted by a longer pause, and
followed by another group of sounds, sometimes with the
same stable interpulse interval~IPI!. We will refer to the
sound groups with stable intervals as sonar strobe groups.

Figure 7 shows the spectrograms of sounds produced by
the bat as it approached and intercepted the tethered insect
target under the same set of open-space~left panels! and
clutter ~right panels! trials presented in Fig. 6. Note in all of
the trials that the bat’s sonar sounds sometimes occurred in
groups, interrupted by gaps. The groups of sounds contained
signals with relatively stable intervals~less than 5% variance
in the interval between sounds!. This is displayed in Fig. 8,
which plots the interpulse interval of successive sounds in

the same four trials relative to the time of insect capture. In
the example of the open-space moving target trial, the bat
extends the production of these sound strobe groups with
short IPIs over 1000 ms before contact, and the intervals
remain just below 20 ms over several successive strobe
groups. Processing these groups of sounds with relatively
fixed repetition rate might facilitate the bat’s analysis of so-
nar scenes and planning for target capture.

These sonar signal sequences, typical of those recorded
in the lab ~and under some conditions in the field; see be-
low!, include examples of several groups of sounds with
stable intervals. Histograms summarizing the interpulse in-
tervals and durations of these sonar sound groups in the
open-space and cluttered conditions are presented in Fig. 9.
Stable-space IPI groups with intervals smaller than 13 ms
were excluded from this summary figure, as they comprise
the terminal buzz~see Fig. 11!. In both the open and clut-
tered environments, the strobe groups occurred most fre-
quently with intervals characteristic of the late approach
phase of insect pursuit: median5 16.5 ms under open space
conditions and 17.4 ms under clutter conditions. The differ-

FIG. 6. Data from selected insect capture trials. Flight paths of bats pursuing tethered insects under open-space~left! and cluttered~right! conditions. Each
point ~open circle! along the flight path denotes the occurrence of a sonar vocalization. The star shows the end position of the target, which in the upper two
examples was stationary and in the lower two examples was moving. In the moving target trials, the path of the insect is illustrated by a thin line. Note that
the sonar vocalizations occur at a higher repetition rate as the bat approaches the target. For the clutter trials shown, asterisks denote the position of the
branches. The bat successfully intercepted the target in all four trials shown.
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FIG. 7. Spectrograms of the sounds produced by the
bats in the same trials as shown in Fig. 6. Each set of
three panels comes from a single trial, with time wrap-
ping from one panel to the next. Trials on the left come
from open-space conditions and on the right from clut-
tered conditions. The upper panels display data taken
when the target was stationary and the lower panels
display data taken when the target was moving. Note
that the sounds occur in stable IPI groups with a rela-
tively consistent repetition rate, followed by a pause
~e.g., clearly demonstrated in the middle panel of the
open-space, moving target trial!. Note that the panels
show sonar sounds starting at approximately 1500 ms
prior to target capture.

FIG. 8. Interpulse interval relative to target contact, plotted for the same four trials as shown in Figs. 6 and 7. The plots on the left show data from trials in
open space and on the right from cluttered space. The upper plots show data from stationary target trials, and the lower plots show data from moving target
trials. Note that the time scale on each panel shows sounds produced by the bat starting at 1500 ms prior to contact.
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ence in distribution of strobe group intervals between open
space and clutter conditions was not statistically significant
@Fig. 9~A!#. Across behavioral trials, stable IPI groups con-
tained three, four, and sometimes more sounds. The median
duration of the stable IPI groups~onset of the first sound to
the onset of the last sound in the group! was 43.3 ms for the
open space condition and 37.6 ms for the cluttered condition
@Fig. 9~B!#. The difference between duration of strobe groups
under open-space and cluttered condition was not statisti-
cally significant.

Figure 10 shows the incidence of sonar strobe groups for
individual trials, displayed separately for open-space and
clutter conditions. Individual trials analyzed are listed on the
y axis ~53 for open-space and 107 for clutter!, and time rela-
tive to target contact on thex axis. Data points mark each
sonar strobe group within a trial, and the position of each
data point along thex axis indicates its time of occurrence
relative to target contact~time zero!. In both open-space and
clutter trials, there is a clustering of strobe groups 250–750
ms before target contact. At earlier times relative to target
contact, the incidence of sonar strobe groups is much lower
in open space than in clutter. It is noteworthy that the inci-
dence of strobe groups is much higherafter target contact in
the clutter condition than in the open space. In the clutter
condition, the bat must negotiate the branches after contact,
and this appears to influence the production of sonar strobe
groups following insect capture in these trials.

As the bat gets closer to a target, it carefully adjusts its
vocalizations to avoid overlap between sonar pulses and tar-
get echoes. In addition, the bat appears to adjust the interval
between sounds to allow time for reception of relevant target
echoes before producing the next sound. Just prior to cap-
ture, the bat produces sounds at a very high rate. This group
of sounds, produced at a rate higher than about 80 sounds/
second and reaching approximately 150/second just prior to
capture, is called the terminal buzz@see Fig. 2~B!#. In some
trials, the interval between the bat’s sounds dropped abruptly
from about 15–18 ms down to 6–8 ms, omitting the buzz I
component from the terminal sequence. The terminal se-
quences recorded in the laboratory always contained a buzz
II component~intervals less than 8 ms!, and summary data
on buzz II are presented in Fig. 11.

Figure 11~A! plots buzz onset and offset~relative to tar-
get contact! and total buzz II duration for insect capture se-
quences in open space~moving and stationary targets! and in
the presence of clutter~far, intermediate, and close to the
target!. While moving insects were presented in both the
open-space and clutter conditions, the data are excluded from
the clutter summary in this plot, because physical limitations
of our setup only allowed us to introduce moving targets at
the intermediate and far target–clutter separations.

Buzz onset time differed across conditions (F55.37;p
,0.001), with the smooth motion open-space condition
yielding significantly earlier onset time than stationary open

FIG. 9. ~A! Distribution of the interpulse interval~IPI! of echolocation sounds produced in ‘‘stable IPI groups’’ under open-space~above! and cluttered
~below! insect capture conditions. The median intervals for stable IPI groups were 17.4 ms for open space and 16.5 ms for cluttered trials.~B! Distribution
of the duration over which the stable IPI groups occurred in open space~above! and cluttered~below! insect capture conditions. The median duration of stable
IPI groups in the open space trials was 43.3 ms and in the cluttered trials was 37.6 ms.
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space and clutter trials. The buzz onset time in the open-
space moving target trials was earliest~mean52265.3 ms,
SEM 19.8 ms!. The shortest target–clutter separation tested
~5–15 cm! gave rise to the latest buzz onset time relative to
contact~mean52188.7 ms, SEM512.2 ms!. The intermedi-
ate target–clutter separation~20–30 cm! and the far target–
clutter separation~.40 cm! yielded similar buzz onset times
~intermediate mean52202.85 ms, SEM513.1 ms, and far
mean52195.8 ms, SEM510 ms!, which did not differ sta-
tistically from the open-space stationary buzz onset time
~mean52213.9 ms, SEM54.7 ms!.

The offset time of the buzz relative to target contact also
differed significantly across conditions (F56.27;p
,0.001). It was earliest for the near-clutter condition~mean
5266.2 ms, SEM53.8 ms!, and decreased systematically
from the intermediate~253.7 ms, SEM53.1 ms! to the far
~244.79 ms, SEM53.9 ms! clutter conditions, and again
slightly for the open-space stationary condition~238.08 ms,
SEM52.9 ms!. The mean open-space moving target trail
buzz offset time relative to target contact was254.6 ms

~SEM54.7 ms!, similar to the mean for the intermediate
target–clutter separation.

The mean duration of the buzz shortened systematically
from the open-space moving target trials~mean5210.8 ms,
SEM517.2 ms! to the open-space stationary trials~mean
5175.8 ms, SEM54.8 ms! and across the far~151.06 ms,
SEM510.2 ms!, intermediate~149.2 ms, SEM513.5 ms!,
and near~122.5 ms, SEM514.6 ms! clutter–target trials.
This overall change in buzz duration was statistically signifi-
cant (F56.23,p,0.001). Post hocanalyses show that the
significant contrasts were between open-space motion and all
three target–clutter conditions~Tukey comparisons,p
,0.05). By shortening the duration of the terminal buzz
with target clutter, the bat shortened the time period when it
was likely to experience a mixing of pulses and echoes from
closely spaced sonar vocalizations.

Figure 11~B! shows that the target distance at which the
bat initiated the terminal buzz was longer in open space than
in clutter (F519.77,p,0.001). In open space the mean dis-
tance was 61.55 cm~SEM52.75 cm! and 64.69 cm~SEM
52.27 cm! for moving and stationary trials, respectively. As
the target was placed closer to the clutter, the buzz onset
distance became shorter, suggesting that the bat made its
decision to intercept the target at closer range under these
conditions. The mean target distances at buzz onset in clut-
tered space were 51.17 cm~SEM52.57 cm!, 42.92 cm~SEM
52.21 cm!, and 33.77 cm~SEM53.0 cm! for the far, me-
dium, and near conditions, respectively.Post hoc
comparisons across conditions show that the buzz onset dis-
tance differed significantly across all five conditions~Tukey
test,p,0.01).

The difference in the bat’s distance to the target when it
terminated the buzz was not statistically significant across
conditions (F52.36,p.0.05); however, the distance trav-
eled by the bat during the buzz was different across all con-
ditions (F512.42,p,0.001). Distances traveled over the
course of the buzz were 86.64 cm~SEM57.78 cm! in the
open-space moving condition, 65.77 cm~SEM53.94 cm! in
the open-space stationary condition, 51.43 cm~SEM53.3
cm! in the far-clutter condition, 49.93 cm~SEM54.49 cm! in
the medium-clutter condition, and 36.24 cm~SEM55.73
cm! in the near-clutter condition.

VI. FIELD STUDIES OF ECHOLOCATION BEHAVIOR

The complex and dynamic acoustic environment of the
echolocating bat requires perceptual organization of sound
stimuli to segregate and track signals from different objects
and other animals in the environment. Observations from
field recordings suggest that the bat actively controls the in-
formation it extracts about the auditory scene by modulating
the spectral and temporal characteristics of its sonar vocal-
izations. Here, we report on field recordings from several
species of echolocating bat, with the goal of using sonar
signal design and temporal patterning as a window to the
bat’s perceptual control of the spatial information sampled
from the environment.

FIG. 10. Occurrence of sonar strobe groups relative to contact time, shown
by •. Time of each strobe group is displayed across individual trials and
relative to target contact time~0 on thex axis!. Data from open-space trials
are shown in the upper plot and from cluttered space in the lower plot.
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A. Field sites

Echolocating bats inhabit both temperate and tropical
environments, and sound recordings of foraging bats were
taken at several different sites around the world.Noctilio
albiventris and N. leporinus ~Noctilionidae! and Cormura
brevirostris ~Emballonuridae! were recorded on Barro Colo-
rado Island in Panama in October, 1999 in collaboration with
E. Kalko and M. E. Jensen. TheNoctilio species flew low
over a calm water surface in a small bay. They were using
echolocation to capture fish swimming just below the water’s
surface and mealworms~set out by experimenters! floating
on the water’s surface. TheCommura brevirostriswas re-
corded while it hunted aerial insects in a small clearing in the
tropical rain forest covering the island.

The vocalizations ofE. fuscuswere recorded in the sum-
mers of 1999 and 2000 as they foraged insect prey in Green-

belt, Maryland. At this field site,E. fuscusflew along the
edge of a forest that abutted a meadow. Under moonlight,
two bats were sited that flew 3–5 m above the ground and
2–6 m from the forest edge, and on two occasions we re-
corded several bats simultaneously at this location. The
echolocation behavior ofPipistrellus pipistrellus @45-kHz
phonic type~Barratt et al., 1997!# was recorded in Montel
~Midi-Pyrénées, southern France! in collaboration with Lee
A. Miller et al. The area was under and close to a small
bridge over a creek with brinks covered with shrubbery. Sev-
eral pipistrelle bats hunted simultaneously in this area.

B. Recording methods

All recordings used microphones that operate in the ul-
trasonic range. In Panama, recordings were taken with a bat-
tery operated1

4-in. model 40BF G.R.A.S. microphone, am-

FIG. 11. ~A! The onset and offset~relative to target
contact! and duration of the terminal buzz II produced
by bats just prior to insect capture under open space
~moving and stationary! and stationary target in clutter
trials ~near, 5–15 cm; medium 20–30 cm, and far
.40-cm target–clutter separations!. ~Error bars show
one standard error of the mean.! ~B! The bat’s distance
to the target at the time it initiated and ended the termi-
nal buzz across the same five conditions. Also shown is
the distance traveled by the bat while producing the
terminal buzz sequence in the five insect capture con-
ditions.
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plified ~40 dB! and high-pass filtered~13 kHz! through a
G.R.A.S 12AA microphone power supply. This system is
linear ~61 dB from 15–100 kHz!. In Maryland, recordings
were taken with a1

4-in. ACO Pacific microphone powered
and amplified with a Larsen Davis battery-operated power
supply. In all cases the microphone was mounted on the end
of a 2-m thin rod. The microphone signals were continuously
A/D converted on-line~12 bit, sampling rate 250 kHz! using
a battery-operated IoTech Wavebook 512. The signals were
stored in a ring buffer~FirstInFirstOut, FIFO!. The Wave-
book had 128 Mbytes of random access memory~RAM! and
was set at 3–6 s pretriggering time and 1–2 s post-triggering
time. The Wavebook was controlled by a laptop computer
~AST Ascentia P series, IBM Thinkpad 600 or Dell Inspiron
7000!. When we picked up strong signals on a bat detector
~D240 Pettersson Electronics!, we began signal acquisition
with the Wavebook, storing the 3–6 s preceding and the 1–2
s following trigger. At all recordings sites, the data storage
system was battery operated, resulting in a low noise floor.

In France the pipistrelle recordings were taken with a
linear array of three Bru¨el & Kjaer 1

4-in. microphones, each
separated by 75 cm. The array was placed horizontally ap-
proximately 1.5 m above the ground with the microphones
pointing forward and upward at an angle of 45 deg. The
sounds were stored on a RACAL instrumentation tape re-
corder running at 30 ips~flat frequency response up to 150
kHz!, and later digitized for analysis using the IoTech Wave-
book ~see above!.

C. Results

The field recordings demonstrated that bats emit signals
that, depending on species, allow them to exploit both time-
and frequency cues to segregate their own signals and echoes
from a complicated background of noise and emissions from
other bats. In general, the bat diversity is much greater in the
tropics, which is reflected in a broad representation of sonar
signal characteristics from this part of the world. In temper-
ate areas, there are not nearly as many bat species. However,
acoustically, temperate species may face comparable sonar
challenges, since several individuals of the same species may
hunt in close proximity in areas with a high insect density.
Naturally, the similarity of signals is greatest within the same
species, and thus this situation may create confusion for the
bat trying to discriminate between echoes from its own emis-
sions and those of the neighbors.

The recordings of the twoNoctilio species~N. leporinus
and N. albiventris! illustrate just how complex the acoustic
environment of the bat can be. Generally, the density of bats
on Barro Colorado Island, Panama was very high. Up to 25
Noctilio bats, most of which wereN. leporinus, might fly in
the same area simultaneously. Thus, we recorded many over-
lapping sonar signals, and the silent breaks were few and
short.N. leporinusemits signals with most energy around 55
kHz ~Schnitzleret al., 1994!. Our recordings~Fig. 12! show
peak energy around 58 kHz, whereas the dominant energy in
the sonar signals ofN. albiventriswas around 74 kHz, close
to the values~67–72 kHz! reported earlier~Kalko et al.,
1998!. Figure 12 also illustrates that theN. albiventris re-

corded simultaneously emit slightly different frequencies,
e.g., approximately 72 and 74 kHz.

Similar to the insect capture recordings ofE. fuscusin
the laboratory~see Sec. V above and Figs. 6, 7, and 8!, vocal
sequences recorded in the field included stable IPI se-
quences. Groups of sonar signals produced at a stable repeti-
tion rate in the field again suggest active vocal control to
facilitate analysis of the auditory scene. Illustration of sonar
IPI sets produced byE. fuscushunting along a forest edge is
shown in Fig. 13. WhenE. fuscusis in cruising flight, the
interpulse intervals are stereotyped~Surlykke and Moss,
2000!. In contrast, a stable pulse repetition pattern, followed
by short breaks and another group of signals at a stable,
higher repetition pattern, clearly reveals active hunting, simi-
lar to the stable IPI groups described in our lab recordings of
insect capture.

We took sound recordings ofE. fuscusandP. pipistrellus
hunting in close proximity of neighbors, and these sound
sequences suggest active vocal control of the emitted domi-
nant frequency to facilitate the identification and perceptual
segregation of echoes from self-produced cries and those
from neighbors. In the case ofE. fuscus, a combination of
the directionality of sonar emissions~Hartley and Suthers,
1989! and of the microphones indicates that bats recorded
simultaneously were close in range. In the case ofP. pipist-
rellus’s echolocation behavior, the linear array of micro-

FIG. 12. TwoNoctilio species~N. leporinusandN. albiventris! hunting over
a calm water surface.~A! is a multiflash photo with 50 ms between flashes,
except between 1 and 2 and 6 and 7. There are at least five different indi-
viduals in the photo. Photo by Elisabeth K. V. Kalko.~B! is a spectrogram of
the sound recording corresponding to the multiflash photo in~A! illustrating
how complex the acoustic scene can be in a dense group of bats. The
spectrograms show that the main frequency of theN. leporinusis around 58
kHz, whereas theN. albiventrisemissions fall in two groups, either around
72 or 74 kHz.
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phones allowed for determination of the distance to the bats,
and the directionality of the microphones, combined with the
voice notes on the tape, ensured that the recordings chosen
for analysis were from bats in front of the array. Although
flight angle and speed were not measured, Doppler shifts
introduced by the bat’s flight velocity would be less than 0.7
kHz at 25 kHz, assuming a flight velocity of 10 m/s. It is
noteworthy that both species show evidence of frequency
shifts of several kHz when two bats are flying close together.
Thus, these frequency shifts are considerably larger than
those that could be explained by Doppler shifts introduced
by the bat’s flight velocity~see Surlykke and Moss, 2000!,
and suggest a jamming avoidance response. Such frequency
shifts could help segregate information relevant to different
individuals ~Fig. 14!.

Finally, field recordings show that some bat species emit
signals with systematic changes in frequency from emission
to emission. Figure 15 shows a 500-ms recording of an Em-
ballonurid bat,Cormura brevirostris, which emits triplets of
multiharmonic sounds in the search phase. The dominant
harmonic of the first signal is at 26 kHz, the second at 29

kHz, and the third at 33 kHz. This may be the bat’s solution
in the frequency domain to recognizing its own signals, and
thus echoes, in areas with very high bat density and much
acoustic activity in the same frequency range.

VII. DISCUSSION

Echolocating bats probe the environment with sonar vo-
calizations and use information contained in the returning
echoes to maneuver through the environment and intercept
small flying insect prey in the dark. These extraordinary be-
haviors lead one to speculate that the echolocating bat’s rep-
resentation of the environment obtained through sonar com-
pares well with that of human spatial vision. Spatial vision
does not arise from passive reception of retinal images but
instead builds upon transformational rules that support inter-
pretation of the visual scene~Hoffman, 1998!. Similarly, au-
ditory scene analysis utilizes organizational rules that permit
the perceptual grouping and segregation of sound sources in
the environment~Bregman, 1990!. In the case of the echolo-
cating bat, its vocal control over the acoustic environment

FIG. 13. The interpulse intervals~IPI! of four field re-
cordings ofE. fuscus. ~A! shows spectrograms of one
recording sequence.~B! shows IPI’s of all four record-
ings illustrating the typical changes in the regular pat-
tern of emission. One pattern is short breaks appearing
as sharp peaks on the IPI curves. The other typical pat-
terns are short bursts of higher but almost constant rep-
etition rates~stable IPI groups! resulting in troughs in
the curves, e.g., the five cries between interval 3 and 7
on the curve plotted with squares, or the five cries be-
tween interval 17 and 21 on the curve plotted with tri-
angles. The histogram of cry intervals~C! ~10-ms bin
width! shows that besides the ‘‘standard’’ value of
around 140 ms and approximately twice that value~see
Surlykke and Moss, 2000!, there is a lower peak around
70 ms corresponding to the stable IPI group present in
the laboratory vocalization data.
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allows the motor system to play directly into its analysis of
the auditory scene. We hypothesize that active perceptual
processes and active vocal control over echo information ob-
tained from the environment operate in concert, permitting
an elaborate representation of a dynamic auditory scene.
Here, we have presented examples from perceptual and mo-
tor studies that illustrate the active processes that contribute
to scene analysis by echolocation.

Over the past several decades, echolocation research has
yielded valuable data on sonar performance and acoustic in-
formation processing by many different species of bats~see
for example, Griffin, 1958; Busnel and Fish, 1980; Moss and
Schnitzler, 1995!; however, very little attention has been di-
rected toward understanding how echo information may be
interpreted by the bat’s auditory system to build a perceptual
representation of the auditory scene. The aims of this paper
are to highlight the question of higher-level perception in
sonar, to provide a conceptual framework for studying this
problem, and to report on data that begin to address ques-
tions of scene analysis by echolocation in bats.

In this article, we have emphasized temporal processing
of sonar signals for spatial analysis of the auditory scene.
Certainly many distinct acoustic features contribute to the
bat’s perception of the world through sound~e.g., direction,
spectrum, amplitude!, but we have focused largely on the
processing of echo delay for target distance estimation, be-
cause this signal parameter plays a central role in the bat’s
perceptually guided behavior through three-dimensional
space. In particular, we have chosen to present data from
echo discrimination experiments, laboratory insect capture
studies, and field recordings, to illustrate the role of temporal
patterning in perception and action for scene analysis by
echolocation in bats. The contribution of spectral signal char-
acteristics to the bat’s perceptual organization of sound was
discussed briefly in the context of sonar behavior in the field
~Figs. 14 and 15!. A more detailed analysis of a wide range

FIG. 14. ~A! Signals from twoE. fuscusrecorded si-
multaneously. As long as both bats are recorded at high
intensity while they are presumably close together
~from 0 to around 2.5 s!, they emit signals where the
main frequency differs by 4–5 kHz. When one of the
bats starts veering away and the other closes in on the
microphone~as revealed by the reduced intensity of the
low-frequency bat, and increased intensity of the high-
frequency bat! both bats adjust the frequency of their
emissions to approximately the same value, approxi-
mately 26 kHz.~B! Same pattern forPipistrellus pipis-
trellus. In this case an array of three microphones al-
lowed for discrimination between the emissions of the
two bats~filled squares and filled circles, respectively!
and for determinations of approximate distance between
the bats~line curve!. In this case the emitted frequen-
cies of both bats are scattered around 48 and 50 kHz,
but when the bats start closing in on one another
~around 1600 ms! they adjust their frequencies to be
separated by approximately 2.5 kHz.

FIG. 15. In the search phase the tropical bat,Cormura brevirostris~Wag-
ner’s sacwinged bats, a.k.a. the ‘‘do-re-mi-bat’’! emits triplets of sonar
sounds with main frequency increasing from 26 kHz to 29 kHz and ending
at 33 kHz. This very distinct frequency pattern may help the bat to distin-
guish between its own emissions and those of the many other bats operating
in the same frequency range. Background signals from other bats also ap-
pear in this figure. Single bat’s signals are identified by the numbers 1, 2, 3.
Another advantage of this frequency shift might be to reduce problems with
overlap between emission and echo~see the text!.
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of acoustic parameters will be the focus of future work.
The perceptual experiments presented in this paper ex-

plicitly examined the fundamental issue of processing spatial
information from a dynamic acoustic environment. Changes
in the auditory scene, produced by movement of sonar tar-
gets and by the bat’s own flight path, are sampled at a low
duty cycle by species that use frequency-modulated~FM!
echolocation cries, resulting in brief acoustic snapshots of
the world. The bat’s auditory system must assemble informa-
tion over time to build a representation of the dynamic audi-
tory scene. While others~e.g., Hartley and Suthers, 1992;
Roverud, 1993, 1994; Roverud and Rabitoy, 1994! have
shown that decreasing echo delay can evoke distance-
appropriate increases in sonar signal production in trained
echolocating bats, these earlier behavioral experiments did
not directly study the bat’s perceptual discrimination of echo
delay patterns that increase or decrease over time. Here, we
have presented psychophysical data demonstrating that the
perceptual system of the big brown bat,Eptesicus fuscus,
supports the integration of acoustic information over time,
permitting the discrimination of increasing or decreasing
echo delay patterns. Our future experiments will attempt to
determine if the bat hears out streams of echoes from an
echo-cluttered background that would allow it to segregate
and track moving targets against background.

Here, we have also presented data on active vocal con-
trol by echolocating bats, operating both in the laboratory
and in the field. Unlike the majority of hearing animals that
perceive their surroundings by listening passively to acoustic
signals generated in the environment, the echolocating bat
actively transmits and controls the acoustic information it
obtains about the auditory scene. The bat’s active control
over the acoustic information it receives from the environ-
ment prevents us from conducting the classical psychophysi-
cal experiments on auditory scene analysis with bats, like
those employed with passively listening subjects. However,
the active selection of sonar signal parameters under chang-
ing task conditions presents a valuable opportunity to attack
the problem of scene analysis from the motor side.

We propose that the bat’s vocal production patterns dur-
ing insect capture are consistent with the notion that it uses
information over successive echoes to build a representation
of the world that ultimately guides its behavior. If the bat
were to process each echo as a discrete event and modify its
behavior based on the spatial information contained in single
echoes, insect capture in a dynamic environment would
surely fail. Assuming a behavioral response latency of 100–
150 ms, the position of the target with respect to the bat
would have changed by the time the bat localized and re-
sponded to it, and the bat’s motor adjustments would lag
behind the movement of the insect. Furthermore, if the bat
were to process echo information from each sound before
making appropriate motor adjustments, the intervals between
sounds should be greater than the shortest behavioral re-
sponse latency of approximately 100 ms. However, intervals
between the bat’s echolocation sounds are typically less than
100 ms, except during the early search phase of insect pur-
suit or during cruising~Griffin, 1958!, suggesting that the bat
emits and processes signals in groups with shorter interpulse

intervals. In this context, it is noteworthy that the flight path
data often show the bat predicting its point of interception
with a moving target~example shown in Fig. 6!.

Assuming that the general principles of auditory scene
analysis apply to the echolocating bat, we hypothesize that
the task of organizing acoustic information from a dynamic
environment is simplified if the bat probes sonar targets with
vocalizations occurring with a relatively stable interval,
which we refer to as stable IPI sound groups. In human lis-
tening experiments, the interval between successive sounds
influences the tendency to hear out auditory streams~Breg-
man, 1990!, and in the bat, the interval between signals in a
group may influence the acoustic streams it segregates from
objects at different distances and directions.

What other benefits might the bat derive from the pro-
duction of stable IPI sound groups? Information about target
position may be encoded more reliably in the central nervous
system under conditions in which the sonar production rate is
stable. The echolocating bat’s auditory system contains a
population of neurons that shows facilitated and delay-tuned
responses to pairs of sounds, simulating sonar emissions and
echoes, a response property believed to be related to the
encoding of target range~Suga and O’Neill, 1979!. Echo-
delay-tuned neurons, found in the auditory brainstem~Mitt-
man and Wenstrup, 1995; Dear and Suga, 1995; Valentine
and Moss, 1997!, thalamus~Olson and Musil, 1992!, and
cortex ~O’Neill and Suga, 1982; Sullivan, 1982; Wong and
Shannon, 1988; Dearet al., 1993b!, show very weak re-
sponses to single FM sounds. However, these neurons re-
spond vigorously to pairs of FM sounds~a simulated pulse
and a weaker echo!, separated by a delay. Typically, echo-
delay-tuned neurons show facilitated responses to simulated
pulse–echo pairs over a delay range of several milliseconds.
The pulse-echo interval to which an echo-delay-tuned neuron
shows the largest response is referred to as the best delay.
For example, a neuron may respond maximally to a pulse–
echo interval of 9 ms, which corresponds to a target range of
1.5 m. Pulse–echo pairs with intervals of 7 and 11 ms~simu-
lating ranges between 1.1 and 1.9 m! may also evoke a re-
sponse, but at a lower rate.

Delay-tuned neurons respond phasically to acoustic
stimuli simulating FM sonar signals, and typically fire no
more than one or two action potentials for each pulse–echo
stimulus presentation. In addition, a population of echo-
delay-tuned neurons exhibits shifts in the best delay with the
stimulus presentation rate~O’Neill and Suga, 1982; Tanaka
and Wong, 1993; Wonget al., 1992!. This shift in best delay
may be several milliseconds, corresponding to a shift in best
range of several centimeters. These two observations to-
gether, i.e., that the delay-tuned neurons fire one or two ac-
tion potentials per stimulus presentation at the best delay, and
that the best delay may change with stimulus repetition rate,
suggest that sonar strobe groups may serve to stabilize the
neural representation of the distance of objects in an auditory
scene. For example, the repeated production of sounds with
stable IPI for a sonar target at a given distance, e.g., 1.5 m
from the bat, would consistently stimulate neurons respon-
sive to the combination of a particular echo delay~e.g., 9 ms!
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and repetition rate~e.g., 60 Hz! over several successive sig-
nals, which would then increase reliability of target distance
estimation.

The stable IPI groups are interrupted by longer gaps, and
thus the signals in each group occur in clusters, which may
impact both perception and motor planning. With regard to
perception, the grouping of signals would serve to increase
the information carried by echoes in discrete blocks of time.
It may be that the bat’s sonar receiver can extract finer detail
about the surroundings with the higher density of echoes that
results from these groups. In this context, it is noteworthy
that the bat increases its relative production of stable IPI
groups shortly before target contact, and again just after cap-
ture, when a detailed assessment of the surroundings may be
particularly important for planning the final attack and reori-
enting after tucking the head in the tail membrane to take the
prey~Fig. 10!. The stable IPI groups were also recorded from
actively hunting bats but not from animals that were com-
muting from the roost to hunting grounds. All of this sug-
gests to us that the stable IPI groups may be important for
spatially segregating~streaming! the target~insect prey! and
background. Moreover, we speculate that the spatial resolu-
tion of the auditory scene varies inversely with the interpulse
intervals within stable IPI groups. Thus, shorter interpulse
intervals, characteristic of the final stages of insect capture,
may permit segregation of acoustic streams from closely
spaced echo-producing auditory objects.

Naturally, the clustering of signals in groups, which re-
sults in greater echo density, also creates time periods when
the echo density is reduced. We speculate that the bat may
use the IPI gap time to update motor programs, using the
acoustic information carried by echoes in the IPI groups. The
median duration of the stable IPI groups was about 43 ms for
the open-space condition and 38 ms for the cluttered condi-
tion, which might approximate the time over which informa-
tion is assembled for motor program updates.

It is well established that the echolocating bat’s respira-
tion cycle is correlated with its wingbeat cycle, and the in-
tervals between sonar vocalizations occur during inspiration.
The coupling of wingbeat, respiration, and vocal production
contributes to the temporal patterning of sonar signals
~Schnitzler and Henson, 1980; Sutherset al., 1972; Wong
and Waters, 2001!, and indeed this coupling can be used, in
part, to explain the sonar signal groups we report here. How-
ever, some bat species do not produce sonar signal groups,
but instead show a relatively regular and continuous decrease
in interpulse intervals~see, e.g., Schnitzler and Henson,
1980!. The fact that some species produce stable IPI groups
and others do not suggests differences in the coordination of
vocal production and respiration across bat species, even
among those that use FM signals to hunt insects in temperate
climates~e.g., compareEptesicus fuscusand Myotis lucifi-
gus, Schnitzler and Henson, 1980!. Such differences in the
temporal patterning of vocal production naturally results in
differences in echo patterning received by the sonar systems
of different species, since the vocal production pattern di-
rectly impacts the information available to the sonar receiver.
We do not know why differences exist in the temporal pat-
terning of sonar signals across species; however, we propose

that the stable IPI groups produced byEptesicus fuscusplay
into the analysis of the auditory scene in this species.

In our laboratory studies of insect capture behavior, a
clear distinction in vocal production patterns across task con-
ditions appeared in the duration of the terminal buzz. When
the bats captured targets in the presence of clutter, they short-
ened the terminal buzz, as compared with the buzz produced
under open uncluttered space conditions (F56.22,p
,0.01). This result is not surprising, when one considers
that the bat typically waits to produce its next signal until it
has received and processed echoes of interest. In other
words, the bat avoids producing signals before all the rel-
evant echoes have returned. In the terminal buzz the interval
between signals is so short that there often is not time for all
relevant echoes~from target and clutter! to return before the
subsequent sound is produced. Thus, in the terminal buzz,
the bat likely receives echoes from the clutter following one
sonar signal after producing the next signal, and the bat re-
duces the time when it experiences the mixing of echoes
from different vocalizations under clutter conditions by
shortening the terminal buzz.

The onset of the buzz differed between stationary~open-
space and clutter conditions! and moving target~open space!
trials. When the bat pursued moving prey, it typically fol-
lowed the insect from behind, in the direction of the target’s
motion. Thus, the insect was moving away from the bat dur-
ing the final stage of capture, and the bat’s approach direc-
tion presumably resulted in the extended buzz duration in the
moving target trials. The buzz onset times relative to target
capture were very similar in the open-space stationary and
the three different clutter conditions. The consistency of buzz
onset time in clutter relative to stationary prey capture sug-
gests that it reflects a motor planning process for target in-
terception, rather than serving as an indicator of target detec-
tion or localization. Measures of the distance between the bat
and target when it initiated the buzz show that the bat was
closer to the target when it entered the final capture sequence
in clutter than in open space. Moreover, the closer the target
was positioned relative to the clutter, the shorter was its dis-
tance to the prey when it began the terminal buzz. This is
consistent with the observation that buzzes recorded in the
field are shorter than in the lab~Surlykke and Moss, 2000!,
since natural prey is unpredictable, and motor planning must
be delayed until the bat is closer to the point of capture.

Given the potential for mixing signals and echoes in the
terminal buzz, one might then ask why the bat produces sig-
nals at such a high repetition rate. Furthermore, the bat has
little time to react to any new information carried by echoes
from the terminal buzz signals. However, the terminal buzz
does allow the bat to sample information at a very high and
stable repetition rate, providing details about the auditory
scene that may be enhanced and sharpened, particularly if the
information is assembled over time. This is conveyed in Fig.
2~B! by the clear ridges representing changing target dis-
tances during the buzz phase of insect pursuit. While the bat
has little time to react to information about the target in the
terminal buzz, it may use echoes from the terminal buzz to
represent spatial information about the background that it
still must negotiate following insect capture. The signal fre-
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quencies in the terminal buzz drop well below 20 kHz~Sur-
lykke and Moss, 2000!, and this drop in sound frequency
serves to reduce the directionality of the bat’s sonar signals.
Using lower-frequency, more omnidirectional signals may
thus help the bat in sampling background information that
could ultimately influence its flight path following target cap-
ture. Thus, if one thinks of the buzz as a sampling unit, rather
than many closely spaced, discrete elements, one can begin
to appreciate the rich information it may carry for the analy-
sis of the auditory scene.

Field data from several different species highlight the
perceptual requirements and vocal-motor strategies used by
echolocating bats to analyze the auditory scene. In particular,
we have presented sound recordings fromNoctilio that illus-
trate the complicated acoustic environment the bat encoun-
ters, raising questions about how the bat sorts a cacophony of
signals and echoes in an environment where many animals
are hunting together. While hunting in less crowded condi-
tions, E. fuscusand P. pippistrellus sometimes encounter
conspecifics in close proximity, and we presented examples
here of adjustments in the frequency of sonar emissions pro-
duced by these two species in response to the signals of
neighbors. Such adjustments in signal spectrum and sweep
rate may allow an individual bat to separate out echoes from
its own signals from echoes of signals produced by conspe-
cifics in close proximity. Finally, we presented the signals
produced by a bat that samples the environment with multi-
harmonic signals with changing fundamental frequencies~C.
brevirostris, dubbed the ‘‘do-re-mi bat’’!. We have no data to
speak directly to this species’ perception of the world by
sonar, but we note that vocal production patterns ofC. brevi-
rostris resemble frequency hopping used in wireless commu-
nication systems. Frequency hopping minimizes interference
from other sources by carving the transmission band into
separate frequency channels that are active for short intervals
~about 100 milliseconds! before shifting to a neighboring
frequency. This allows wireless communication more access
points in the same area, and we speculate thatC. brevirostris
uses a similar strategy to minimize interference from neigh-
boring echolocating bats.

In conclusion, we have introduced here a conceptual
framework for the study of auditory scene analysis by
echolocation in bats. We assert that the principles of auditory
scene analysis, which have been identified in humans~Breg-
man, 1990!, can be applied broadly to understand the percep-
tual organization of sound in other animals, including the
echolocating bat. In particular, we postulate that the bat’s
perceptual system organizes acoustic information from a
complex and dynamic environment into echo streams, allow-
ing it to track spatially distributed auditory objects~sonar
targets! as it flies. Our hypothesis emphasizes the importance
of the echolocating bat’s vocal production patterns to its
analysis of the auditory scene, as motor behaviors and per-
ception operate in concert in the bat’s active sensing system.
It is our goal that the conceptual framework presented here
will stimulate new research avenues for unraveling the de-
tails of auditory scene analysis in animal systems.
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Auditory brainstem response recovery in the dolphin as
revealed by double sound pulses of different frequencies
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Recovery of auditory brainstem responses~ABR! in a bottlenose dolphin was studied in conditions
of double-pip stimulation when two stimuli in a pair differed in frequency and intensity. When the
conditioning and test stimuli were of equal frequencies, the test response was markedly suppressed
at short interstimulus intervals; complete recovery appeared at intervals from about 2 ms~when two
stimuli were of equal intensity! to 10–20 ms~when the conditioning stimulus exceeded the test by
up to 40 dB!. When the two stimuli were of different frequencies, the suppression diminished and
was almost absent at a half-octave difference even if the conditioning stimulus exceeded the test one
by 40 dB. Frequency-dependence curves~ABR amplitude dependence on frequency difference
between the two stimuli! had equivalent rectangular bandwidth from60.2 oct at test stimuli of 20
dB above threshold to60.5 oct at test stimuli of 50 dB above threshold. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1404382#

PACS numbers: 43.80.Lb, 43.64.Ri, 43.64.Tk, 43.66.Gf@WA#

I. INTRODUCTION

Echolocating dolphins have to hear weak echo signals
shortly after emitting intense echolocation sounds. Due to
high sound velocity in water, the delay between the emitted
and echo sounds may be very short, down to a few ms. To be
able to distinguish the emitted and echo sounds, dolphins use
rapid, short-duration pulses for echolocation~Au, 1993!. On
the other hand, their auditory system is capable of very high
temporal resolution. Analysis of echolocation data has shown
the integration time in the dolphin’s auditory system to be as
short as 200–300ms ~Au et al., 1988; Au, 1990!. Experi-
ments with discrimination between pulse pairs have also sug-
gested that pulses merge in an ‘‘acoustic whole’’ when sepa-
rated no longer than 200–300ms ~Dubrovskiy, 1990!.
Backward masking in dolphins is also possible at intervals of
up to 200–300ms ~Moore et al., 1984; Dubrovskiy, 1990!.

Double-click evoked-potential studies have shown di-
rectly that a test response can appear at a very short delay
after the preceding~conditioning! response: it appears at de-
lays from 0.2–0.3 ms to a few ms~depending on the inten-
sity ratio between the two clicks!, and complete recovery of
the test response requires from a few ms to 10–20 ms~Supin
and Popov, 1985, 1995a; Popov and Supin, 1990!. Gap-in-
noise detection experiments have shown a similarly short
gap-detection limit~Popov and Supin, 1997!. Correspond-
ingly, evoked potential to rhythmic clicks or amplitude-
modulated sounds appear at stimulation rates of up to 2000/s
~Dolphin et al., 1995; Supin and Popov, 1995b; Popov and
Supin, 1998!. The high temporal resolution of the dolphin’s
auditory system may play an important role in perception of
echo signals shortly after the emitted ones.

However, all the data mentioned previously were ob-

tained in experiments when both conditioning and test
stimuli ~e.g., conditioning and test clicks in the double-click
paradigm; pregap and postgap noise; successive cycles of
rhythmic-click or amplitude-modulated signals! were of
equal frequency composition. This situation is not a precise
simulation of real echolocation since the spectrum of an echo
signal does not reproduce precisely the emitted pulse spec-
trum: it depends also on the target properties~Au, 1993!. So
detection of an echo signal should depend not only on tem-
poral but also on frequency resolution in the auditory system.

Frequency tuning in dolphins is very acute in a wide
frequency range: tone–tone masking and notch-noise mask-
ing experiments in conjunction with evoked-potential record-
ings resulted in equivalent-rectangular quality~the center fre-
quency divided by the equivalent rectangular bandwidth,
ERB! of 35–40 ~Supin et al., 1993; Popovet al., 1995,
1997!. However, these frequency-tuning data were obtained
using threshold measurements and the simultaneous-masking
paradigm; they did not show how response amplitude de-
pended on frequency, intensity, and time interrelations be-
tween two short sound pulses, as it occurs in echolocation
situation.

Therefore, the goal of the present study was as follows:
Using double-pulse sound stimulation and evoked-potential
recording, to investigate how the test evoked response de-
pends on~i! the interstimulus interval;~ii ! the relationship
between conditioning and test stimulus intensity; and~iii ! the
relationship between conditioning and test stimulus fre-
quency.

II. MATERIAL AND METHODS

A. Subject

The experimental animal was a bottlenose dolphin,Tur-
siops truncatus, male of 208 cm body length, with no appar-
ent indication of any disease. The animal was captured two

a!Author to whom correspondence should be addressed; electronic mail:
5837.g23@g23.relcom.ru
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month prior to the beginning of experimentation. The animal
was kept at the Utrish Marine Station of the Russian Acad-
emy of Sciences~Black Sea coast! in a sea-water pool 934
31.5 m in size. The care and use of the animal was per-
formed under the guidelines established by the Russian
Ministry of Higher Education on the use of animals in bio-
medical research.

B. Experimental conditions

Experiments were carried out during the 1999 summer
season. During experimentation, the dolphin was placed in a
bath ~430.630.6 m! filled with sea water. The animal was
supported by a stretcher so that the dorsal part of the body
and blowhole were above the water surface. The animal was
neither anaesthetized nor curarized. Daily experimental ses-
sion lasted 2.5–3 h, after which the animal was returned to
its home pool.

C. Stimuli

The stimuli were paired short tone pips@Fig. 1~a!#. The
test pip carrier frequency was always 64 kHz; the condition-
ing pip carrier frequency varied within a range of 45–90

kHz. Pip envelope was always one 0.5-ms-long cosine cycle;
thus pip duration at the half-level was 0.25 ms. Frequency
spectrum of a pip of 64-kHz carrier frequency is shown in
Fig. 1~b!. Its bandwidth is 4 kHz at the23-dB level and 6.5
kHz at the210-dB level. Two pips—the conditioning and
test ones—were produced by two independent carrier sine-
wave generators modulated by a cosine envelope; thus, even
when both pips had similar carrier frequencies, they were not
coherent. This generation mode was used for the reason that
two similar signals separated by a short delayt result in a
characteristic ‘‘rippled’’ pattern of the frequency spectrum of
the combined signal with a ripple spacing of 1/t. Therefore
variation of interstimulus intervalt is accompanied by
rippled spectrum variation, which could be a confounding
effect. However, the ripple depth depends on the phase rela-
tionship between the two pips: At zero orp phase difference,
ripples are maximal but of opposite peak-volley positions; at
p/2 or 3p/2 phase difference, ripples are absent; at other
phase shifts, ripples have intermediate depths and positions.
When two stimuli are not coherent, their phase relationships
vary randomly during the series of stimuli, so ripple position
and depth vary randomly as well, and the long-term spec-
trum of a series of stimulus pairs is free of ripples and thus
independent of interstimulus interval.

Interstimulus intervals varied by steps as follows: 0.5,
0.7, 1, 1.4, 2, 3, 5, 7, and 10 ms~i.e., approximatelyA2-fold
intervals!. The shortest interval was limited by the pip dura-
tion of 0.5 ms; intervals longer than 10 ms were not used
since in most cases test responses recovered almost com-
pletely at this interval.

The two pips~the conditioning and test ones! were in-
dependently amplified, attenuated, mixed, and played
through a 8104-type B&K transducer. The transducer was
immersed in water at a depth of 30 cm, 1 m in front of the
animal’s head. The walls, bottom, and water surface of the
bath in front of the animal’s head were covered by sound-
absorbing material~rubber with air cavities! to minimize re-
flected sounds. Intensity and wave form of stimuli were
monitored through a probe hydrophone with a passband of
150 kHz, located near the animal’s head.

D. Evoked potential recording

Evoked potentials were recorded noninvasively using
1-cm disk electrodes secured at the body surface with adhe-
sive electric-conductive gel. The active electrode was placed
on the dorsal part of the head, 5–7 cm behind the blowhole,
and the reference electrode near the dorsal fin, both above
the water surface. This active electrode position is the best to
record the auditory brainstem response~ABR!. The recorded
potentials were amplified, bandpass filtered between 200 and
5000 Hz, digitized using a 12-bit analog-to-digital converter,
and averaged using a standard personal computer. Each
evoked response was collected by averaging 500–1000 post-
stimulus sweeps.

E. Data collection and analysis

Each evoked-potential collection cycle contained stimuli
as follows~Fig. 2!: the conditioning stimulus alone~S1!, the

FIG. 1. Stimulus wave form and spectra.~a! A double-pip wave form: Both
pips are of equal amplitudes and frequencies~64 kHz!; interstimulus interval
d51 ms.~b! Frequency spectrum of the single pip.~c! Frequency spectrum
of the pair of pips, phase difference between two pips isp/4.
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test stimulus alone~S2!, and the pair of conditioning and test
stimuli with a variable interval between them~S11S2!.
Stimuli S1, S2, and S11S2 were separated by 20-ms inter-
vals. This stimulus succession was repeated 500–1000 times
to collect one averaged ABR wave form. Thus, simulta-
neously with each response to the paired stimulus~‘‘cond
1test’’ in Fig. 2!, responses to the conditioning stimulus
alone~‘‘cond’’ ! and test stimulus alone~‘‘control’’ ! were col-
lected in an interleaving manner.

To extract the response to the test stimulus from that to
the double stimulus, the response to S1 stimulus alone
~‘‘cond’’ in Fig. 2! was point-by-point subtracted from that of
the paired~S11S2! stimulus ~‘‘cond1test’’ in Fig. 2!. The
result was the response to the second stimulus of the pair
~‘‘test’’ in Fig. 2!. This test response was compared with the
response to S2 stimulus alone~‘‘control’’ in Fig. 2 ! to present
the test response amplitude in a normalized measure, i.e., as
a percentage of the control one. Thus, in both subtraction and
normalizing calculations, the conditioning and control re-
sponse wave forms obtained in the same recording trial were
used. This compensated possible long-term drifts of response
amplitude due to small change of the animal position relative
to the sound source and other causes.

At short interstimulus intervals, especially when the
conditioning stimulus was of higher intensity than the test
one, ABR amplitude was comparable with the background
EEG noise. This made it difficult to extract a characteristic
ABR wave form for measuring its amplitude with a satisfac-
tory precision. Therefore, the following measurement proce-
dure was used. A cross-correlation function was calculated
between the measured record and a standard record contain-
ing ABR of high amplitude. The peak value of this function

was taken as a measure of ABR wave form weight in the
analyzed record.

III. RESULTS

ABR to double stimuli at the described stimulation con-
ditions are shown in Fig. 3~a!. For this example, pips of
equal carrier frequency~64 kHz! and unequal intensity~con-
ditioning and test stimuli of 50 and 40 dB above threshold.
respectively! were arbitrarily chosen; only interstimulus in-
tervals of 0.5, 1, 2, 5, and 10 ms are presented. The presented
time window contains only responses to paired stimuli which
corresponds to S11S2 stimuli and ‘‘cond1test’’ response in
Fig. 2. ABR wave form was fairly similar to that described in
preceding studies in dolphins~Popov and Supin, 1990; Supin
and Popov, 1995a!. ABR to each of the paired stimulus con-
sisted of a series of waves occurring mainly within the first
5–6 ms following a stimulus. At high stimulus intensities,
response amplitude could reach values as large as 10–12mV
when measured between the highest positive and negative
peaks, as the double-headed arrow in Fig. 3~a! shows.

At interstimulus intervals shorter than 2–3 ms, the con-
ditioning and test responses were partially superimposed.
Isolation of the test response by the subtraction procedure is
demonstrated in Fig. 3~b!. The figure shows effective elimi-
nation of the conditioning response even when its amplitude
well exceeded that of the test response. The subtraction pro-
cedure made it possible to detect and measure test responses
at interstimulus intervals as short as 0.5 ms. It can be noticed

FIG. 2. Diagram of data acquisition and processing. One cycle of evoked-
response collection is presented; down-headed arrows indicate stimuli in-
stants: conditioning alone~S1!, test alone~S2!, and paired stimulus~S1
1S2!; double-headed horizontal arrows indicate interstimulus intervals~d—
variable interval in the pair!. Rectangular arrows show which responses
~conditioning, test, and conditioning1 test! were used for the subtraction
and for calculation of the normalized amplitude. FIG. 3. ~a! Examples of ABR to paired stimuli.~b! Responses to the test

stimulus isolated using the subtraction procedure. Upward-headed arrows
indicate instants of the stimuli: both conditioning and test stimuli in~a! and
the second stimulus only in~b!. Conditioning stimulus: 64 kHz, 50 dB
above threshold; test stimulus: 64 kHz, 40 dB above threshold; interstimulus
intervals are indicated in ms near records.
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that the response to the 0.5-ms delayed stimulus in Fig. 3~b!
is really shifted by 0.5 ms relative to the conditioning re-
sponse, so it is the isolated test response.

In the same manner as presented in Fig. 3, test response
amplitude dependence on interstimulus interval was mea-
sured at a variety of stimulus parameters as follows: test
stimulus frequency always of 64 kHz; conditioning stimulus
frequency either equal to or above or below the test one by
1/16, 1/8, 1/4, or 1/2 oct; test stimulus levels of 20, 30, 40,
50, and 60 dB above the response threshold~the threshold
was about 60 dBre 1 mPa!; conditioning stimulus levels—
the same values but not lower than the test stimulus level.

Some examples of recovery functions~ABR normalized
amplitude as a function of interstimulus interval! are pre-
sented in Figs. 4 and 5. In these figures, only one test stimu-
lus level ~20 dB above threshold! and three conditioning
stimulus levels~20, 40, and 60 dB, i.e., equal to, 20, and 40
dB higher than the test stimulus! are presented. To make the
multiple plots better readable, they are separated into two
figures: with conditioning stimulus frequencies below~Fig.
4: 64, 61.5, 59, 54, and 45 kHz! and above~Fig. 5: 64, 67,
70, 76, and 90 kHz! the test one. Both figures demonstrate
regularities as follows.

~i! When conditioning and test stimulus frequencies
were approximately equal, the test response suppression was
rather weak and short at equal conditioning and test intensi-
ties ~cond/test 20/20 dB in Figs. 4 and 5! and became deeper
and longer with conditioning intensity increase above the test
one ~cond/test 40/20 and 60/20 dB in Figs. 4 and 5!;

~ii ! When conditioning and test stimulus frequencies
were markedly different, the test response suppression be-
came markedly weaker; in particular, at a frequency differ-
ence as large as60.5 oct ~conditioning frequencies of 45
kHz in Fig. 4 and 90 kHz in Fig. 5!, the test response was not
markedly suppressed even at the shortest interstimulus inter-
val ~0.5 ms! and the highest difference between conditioning
and test stimulus intensities~60–20 dB!.

Thus, ABR suppression by a preceding~conditioning!
stimulus was obviously frequency selective. This frequency
selectivity can be characterized quantitatively by frequency-
dependence curves which present the normalized response
amplitude as a function of conditioning-stimulus frequency
at a certain interstimulus interval. Figures 6 and 7 present
frequency-dependence curves at two representative inter-
stimulus intervals, 1 and 5 ms, respectively, and at a variety
of conditioning and test stimulus intensities. All the curves
demonstrate that increasing the conditioning stimulus inten-

FIG. 4. ABR recovery functions at different relations between the condi-
tioning and test stimuli. Test stimulus: 64 kHz, 20 dB above threshold;
conditioning stimulus: from 45 to 64 kHz~as indicated in the legends!, from
20 to 60 dB above threshold, as indicated in~a!–~c!.

FIG. 5. The same as Fig. 4, at conditioning stimulus frequencies from 64 to
90 kHz.
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sity resulted in deeper suppression of the test response. The
effect looks as increasing of the range between the base and
tip of the curve. Quantitatively, this effect was more promi-
nent at shorter interstimulus intervals~Fig. 6! rather than at
longer ones~Fig. 7!; however, qualitatively it was similar at
all intervals.

To quantify the acuteness of frequency-dependence
curves, we approximated experimental data by idealized
curves. For this approximation, the inverted rounded-
exponential~roex! function was arbitrary chosen, i.e., the
function described as

A~g!512k~11pg!exp~2pg!,

whereA is the normalized test response amplitude,g is the
deviation of the conditioning stimulus frequency from the
test one~on the logarithmic scale!, p is the parameter deter-
mining the acuteness of the curve~the higherp, the more
narrow the curve!, and k is the parameter determining the

depth of suppression~the higherk, the deeper suppression!.
Thus, it was accepted by definition that suppression is maxi-
mal at equal frequencies of conditioning and test stimuli (A
512k at g50 and A.12k at g.0) and disappears at
large differences between these frequencies (A→1 at g
→`). For each curve, values of the parametersp andk were
adjusted to minimize the mean-square deviation of the curve
from the experimental data. Idealized curves obtained in
such a way are exemplified in Figs. 6 and 7 for interstimulus
intervals of 1 and 5 ms, respectively.

An adopted measure of acuteness of frequency-
dependence curve is their equivalent rectangular bandwidth
~ERB!. For roex functions, ERB is equal to 4/p. Figure 8
presents ERB of the frequency-dependence curves as a func-
tion of conditioning and test stimulus intensities; the data are
presented for a variety of interstimulus intervals, from 0.5 to
5 ms. Although the base-tip range of the curves depended on
interstimulus interval~compare Figs. 6 and 7!, their ERB
was rather similar at all intervals@compare Figs. 8~a! to
8~d!#. The general trend was that ERB depended little on the
conditioning stimulus level but was much more dependent
on the test stimulus level. At low-level test stimuli~20 and

FIG. 6. Frequency-dependence curves~normalized ABR amplitude as a
function of the conditioning stimulus frequency! at an interstimulus interval
of 1 ms. Test stimulus: 64 kHz; from 20 to 50 dB above threshold, as
indicated in~a!–~d!. Conditioning stimulus levels are indicated in the leg-
ends. Pointing symbols—experimental data, smooth curves—approximation
by roex functions.

FIG. 7. The same as Fig. 6 at an interstimulus interval of 5 ms.
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30 dB!, ERB was 18–24 kHz, which corresponded to60.2
to 60.26 oct. At higher-level test stimuli, the curves became
wider, up to60.5 oct at 50 dB.

IV. DISCUSSION

The interaction between the conditioning and test stimuli
can be considered as forward masking—a phenomenon
which is widely used to study frequency selectivity of hear-
ing. In dolphins, rather high frequency tuning of hearing
~equivalent rectangular quality of 35–40! was demonstrated
in various masking experiments with ABR recording~Supin
et al., 1993; Popovet al., 1995, 1997!. However, in those
experiments, simultaneous instead of forward masking was
used since very rapid recovery of ABR in dolphins made it
difficult to achieve deep suppression of the test response in
forward-masking conditions. This feature of the forward
masking in dolphins manifested itself in the present study as
well: At marked difference between the conditioning and test

frequencies, the test response was suppressed very little even
when the conditioning stimulus well exceeded the test one in
intensity.

Therefore, the present study was not intended to obtain
tuning curves which require deep~near-complete! masking
of the test response. We believed that interrelations between
stimuli of different frequencies may also be of interest when
these interrelations are expressed in terms of response ampli-
tude instead of thresholds. In particular, it may be of interest
as a simulation of interactions between the emitted and echo
pulses in echolocation. Being expressed in such a way, the
data presented herein also demonstrated a prominent fre-
quency selectivity: ERB of frequency-dependence curves as
narrow as60.2 oct at low test levels. These ERB values are
of an order of magnitude wider than those of dolphin’s tun-
ing curves presented in terms of masking thresholds: ERBs
were as narrow as 1/30–1/35 of the central frequency; i.e.,
60.021 to60.025 oct~Popov and Supin, 1997!. However,
there is no contradiction between these data: Tuning curves
presentingstimulus powerand frequency-dependence curves
presentingresponse amplitudeas functions of masker fre-
quency are basically different measures. Taking into account
that several-times~i.e., a few dB! change of stimulus power
results in a rather small change of response amplitude, the
latter yields much wider frequency-dependence curves than
the former at the same degree of frequency selectivity. The
data presented herein show that this frequency tuning pro-
vides a significant magnitude of evoked response very soon
after the conditioning stimulus which differs in frequency
from the test one. Moreover, the frequency tuning might be
underestimated in our experimental conditions because of
inevitable spectrum splatter of short pips~see Fig. 1!.

Extending these data to echolocation conditions, one can
expect that if target features yield a noticeable difference
between the emitted and echo spectra, the differing part of
the echo spectrum should be the least masked by the emitted
pulse, thus evoking the highest neuronal response. This may
be helpful for extraction of proper spectral features of tar-
gets.
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